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Abstract. A brief survey of general purpose integer factoring algorithms
and their implementations.

1 Introduction

Factoring, finding a non-trivial factorization of a composite positive integer,
is believed to be a hard problem. How hard we think it is, however, changes
almost on a daily basis. Predicting how hard factoring will be in the future, an
important issue for cryptographic applications of composite numbers, is therefore
a challenging task.

So far, such predictions have not been very successful. In a 1976 survey paper
on factoring [21], the factorization of numbers ‘without special form’ having 80
or more decimal digits was not expected before the end of the century. In 1977,
it was thought that 126 digits would require 40 quadrillion years (18], on an
imaginary computer that is 10° times faster than a Sparc 10 workstation [3; 45].
Right now, many people rely on the unbreakability of 155-digit composites to
secure their data.

General 80-digit numbers can be factored since the mid-eighties, at first with”
considerable effort [50], currently within a few days on an ordinary workstation
—_ at least fifteen years ahead of the expected schedule. Composites in the 100
to 115 digit range can now routinely be factored on a moderately fast supercom-
puter or a network of workstations, with run times varying from a day to a few
months [15]. The record factorization of a 129-digit number in April 1994 on a
world-wide network of 1600 machines took 8 months — about 10'? times easier
than predicted [3]. Data protected by 155-digit keys might still be secure, but it
s ‘a bit unnerving’ [34] that we are getting so close.

We sketch some of the techniques that contributed to these developments.
While making no attempt to predict the future, we also touch upon more recent
methods that might soon enable us to prove that the situation is actually more
than just a bit unnerving for 155-digit key users.

The methods on which the above predictions are based would now be called
special purpose algorithms: methods for which the run-time depends strongly on
special properties of the factor to be found, but only polynomially on the size of
the number being factored. Examples are trial division, Pollard’s p — 1 method
[39], Pollard’s rho method [40], Shanks’s ‘squfof’ [47], and the elliptic curve



method (ECM) [31]. Very large numbers can be factored using these methods, if
they have at most one large factor. For instance, the 617-digit eleventh Fermat
number Fi; = 22" 11 was completely factored into two 6, one 21, one 22, and one
564-digit prime factor using ECM [5; 6], in 1988. On the other hand, many 100-
digit numbers are too hard for current implementations of any of these methods
— the largest penultimate factor ever found using a special purpose algorithm
has 43 digits.

In these notes we restrict ourselves to general purpose algorithms: methods
for which the run-time depends solely on the size of the number being factored.
At least one such method existed back in 1970 — it would have led to more
realistic predictions, had its expected run-time been known. This method and its
successors are reviewed in Section 9. Various methods that have been developed
to meet the ever-increasing run-time demands of modern factoring projects are
discussed in Section 3. It can be concluded that if factoring research would get
even a fraction of the money that flowed into cancelled high energy physics or ill-
focussed space projects, no serious cryptographic application would use 155-digit
composites.

2 General purpose factoring algorithms

Let n > 1 be an odd integer which is not a prime power.! In the algorithms
to factor n that we discuss here,? several pairs of integers z, ¥ satisfying =% =
y? mod n are constructed in a more or less random fashion. Because n divides
x2 —y? = (z —y)(z +y) we find that n = ged(n, z — y) ged(n, © +y). As shown
in [16] there is a probability = 1/2 that this factorization is non-trivial for each
randomly constructed pair. A few of them will therefore suffice to factor n.

To find such pairs, the algorithms proceed in two steps, a relation collection
step and a matrix step. Let P be some set of integers, the factor base. It usually
consists of some subset of the primes < B for some bound B, and often includes
—1 as well. In the first step a set V of > #P integers v is collected such that

(2.1) v’ = H p¢»(") mod n,
peP

for e(v) = (ep(v))pep in 7#P_In the second step linear dependencies modulo 2
among the sparse bit-vectors e(v) mod 2 are computed. Each dependency cor-
responds to a set W C V for which ¥ ew e(w) = (2wp)per for integers wp-
Consequently, z = [[ ew w 2and ¥ = [1,epp* satisfy z? = 9% mod n.

The matrix step is the same for all algorithms. For factor bases having up
to about half a million elements structured Gaussian elimination [24; 43] works

L It can easily be verified that n satisfies these conditions, without getting
additional knowledge about its factors [25: 5.1).

2 For other, less practical general purpose factoring algorithms, see [25: 4.A,
4.10].



well [3]. Tt first reduces the original sparse matrix to a much smaller but
matrix, using ‘cheap’ elimination steps that do not cause fill-in. The re-
: dense matrix is then processed using ordinary Gaussian climination. See
r an informal description of this method. For larger factor bases the more
methods from [10; 11; 14; 23; 36; 52] look promising (35]-

»w the pairs (v, ¢(v)), the relations, are found and how P is chosen depends
> algorithm. The simplest way to generate relations is the random squares
»d [16): pick integers v at random, and test if the least absolute remainder
modulo n can be factored using the elements of P. The advantage of this
od is that it is one of the few factoring algorithms that allows a rigorous
‘ted run-time analysis. The disadvantage is, however, that the quadratic

tested are of the same order of magnitude as n. Other methods

ues to be
dues, which are therefore more likely to

-ate much smaller quadratic resi
r over P, thus making those methods more practical.

Jne way to do this was suggested by Morrison and Brillhart [37], who
the first to use the two step approach in their continued fraction method

RAC), based on 2 method from 1931. If a;/b; is the ith continued fraction

ergent to /n, then 7i = a2 —nb? satisfies |ri| < 2v/n (ck. [22]). Each i for

can be factored over P yields a relation as in (2.1), with v replaced

th 4
in succession, the quadratic residue r; is in-

1;. Therefore, fori=1,2,.-.
.ted using for instance trial division, until sufficiently many relations have

1 found. If the continued fraction expansion of \/n is too short, 1 can be
aced by a small multiple. The most notable success of CFRAC was the fac-

zation of the 39-digit seventh Fermat number Fr = 92" 4+ 1, in 1970. In the
y eighties, 60-digit numbers could be factored in about a day on a special-

pose CFRAC-machine — the ‘Georgia Cracker’.

A heuristic analysis of the expected run-time of CFRAC appeared only in
4 in [42]. By that time a heuristic run-time estimate of the relation collection
t another general purpose factoring method had already appeared in
Schroeppel’s linear sieve, not only used

also replaced the trial divisions by a

p of ye
], in 1978. The algorithm in question,
all quadratic residues, as CFRAC, but
ve to collectively test the quadratic residues. Schroeppel was on the brink of

toring the 78-digit eighth Fermat number Fs = 2% +1 using his method [48],
len its ‘rho’-factorization was announced by Brent and Pollard (7] in 1980.
Although this was a remarkable success for Brent’s modified version of the
o-method, it was an unfortunate set-back for general purpose factoring, sim-
y caused by the fact that Fg happened to have a small penultimate factor (of
Wy 16 digits). Had Fs been a bit unluckier for the rho-method, then Schroep-
5] might have been more inspired to push his methods, and they would have

«ceived the attention they deserved.

As it was, the only person who paid enough attention to Schroeppel’s method
-as Pomerance. He came up with a more efficient modification, which he coined
1e quadratic sieve method (QS) [42). Let f(2) = (i +[y/n))? —n withi € Z, then
f(i)| = 2lilv/n for small i. If £(i) factors over P, then v = i+ [y/n] satisfies (2.1)
nd yields a relation. The quadratic residue f(2) is reasonably small, though for



large ¢ considerably bigger than the quadratic residues in CFRAC. But they can
be tested much faster, using a sieve, because if p divides f(i) for some i € Z, it
divides f(i + kp) for any integer k.

The fact that | f(¢)| grows linearly with |i| makes finding relations harder with
growing |i|. Still, the idea of QS looked promising and various implementations
were attempted. After a 47-digit number had been factored using the original
QS [19], an improvement called the special-g variation made headlines in 1983
by factoring a 71-digit number [12] = a new general purpose factoring record,
but well short of the 78-digit number almost factored by Schroeppel.

The 80-digit barrier was broken by the even more efficient multiple poly-
nomial variation (MPQS) [50]. In MPQS, which is due to P.L. Montgomery,
the single polynomial f 1s replaced by a sequence of polynomials with similar
properties. This makes it possible to switch from one polynomial to the next,
as soon as the quadratic residues would become too large. Another advantage is
that the algorithm is ideally suited for distributed implementation. The-first few
billion polynomials in the sequence each produce more or less the same number
of relations, and the polynomials can be processed in any order. Furthermore,
each relation is just as good as any other, irrespective of what polynomial was
used to find it. Therefore different machines can collect relations by sieving with
different polynomials or with different subsequences of polynomials. There is no
need for synchronization, the relative speed of the machines is irrelevant, and
communication is only needed to ensure that the machines process different tasks
and to collect the resulting relations.

Combined with ‘large prime variations’, the most recent one being the double
large prime variation (30], these techniques led to a series of factoring records
from 1985 to the present day: the first 100-digit number in 1988 [29], 120 digits in
1993 [13], and the current general purpose factoring record, a 129-digit number
in April 1994 [3]. Faster but more space-consuming methods to switch between
polynomials can be found in [2; 38; 44]

In all algorithms discussed so far, the quadratic residues are roughly speaking
of the order n®®). It follows that, asymptotically, all algorithms have expected
run time Ln[1/2,¢], for different values of ¢, where

La[v, A] = ezp((A + o(1))(log )" (loglogz)' ™),

for v, A\ € Rand z — 0. Only for the random squares method this can be proved
rigorously, for the others presented here it is based on heuristic assumptions. For
the linear sieve and all variations of QS we get ¢ = 1, where we use the result
from [52] that a dependency among the rows of a sparse (s + 1) x s bit-matrix
can be found in time s2+o(1) for s — 0o. We also get ¢ =1 for CFRAC if we
replace the ordinary trial division by ECM. For the random squares method this
leads to ¢ = /2. Thus, we have three different general purpose factoring methods
that all have the same heuristic asymptotic expected run-time 3 L,[1/2,1]. And,

3 For a fourth one, based on the use of class groups, see [25: 4.10]. For a variant
of this method the expected run-time can rigorously be proved to be Ln[1/2, 1],
cf. [32].



maybe more surprisingly, they share this run-time with the worst case of ECM
(where n is the product of only two factors of about the same size). For proofs
of these statements, see [25; 42].

Notice that L;[0,A] = (logz)**°) and that L.[1,\] = z*°(1) Thus,
Ly[v,A] for v going from 0 to 1 interpolates between polynomial-time and
exponential-time. The above run-time L,[1/2,¢] for factoring algorithms can
therefore be interpreted as being halfway between polynomial-time and expo-
nential-time.

This remarkable observation, that we have several conceptually different fac-
toring methods that have the same asymptotic run-time, was made in 1985, right
after the invention of ECM. The hope among ‘composite traffickers’, however,
that we had hit upon the ‘true complexity’ of factoring and that we were forever
stuck halfway, was dashed in 1989 by the analysis of Pollard’s 1988 number field
sieve (NFS) [27; 41]. The quadratic residues of order n®®") that have to fac-
tor over P are, in NFS, replaced by numbers of order only n°(). This causes a
substantial step in the direction of polynomial-time factoring algorithms, in the
above metric: the asymptotic expected run-time of NFS is L,[1/3, ¢] for some ¢
with 1.53 ~ (32/9)/° < ¢ < (64/9)!/3 = 1.92 — a fast ¢ ~ 1.53 for ‘nice’ num-
bers as 22’ + 1 and 252 — 1, but a much slower ¢ & 1.92 for general numbers,
i.e., numbers without special form.

We sketch why NFS is more efficient for ‘nice’ numbers than for general ones.
An informal description of NFS can be found in [28]; for full details we refer to
the papers in [26]. Let d be some small integer: close to 5 when n has around 130
digits, but more generally of order ((logn)/(loglogn))'/3. Let m € Z be close to
a dth root of ¢n for some small t € Z, and let tn = Z;i:ﬂ fim? with |f;| < m/2;
the f; can be obtained by writing tn symmetrically in base m. Notice that m
and the f; are only n°(!). We say that n is ‘nice’ if the f; can be bounded by
some constant independent of n. For instance, for n = 22° + 1 we might take
t=8m=2'% f,=8 fi=1and f;=0forj=1,23,4.

~ The polynomial f(X) = j:c fiX? € Z[X] may be assumed to be irre-
ducible (or else we can easily derive a factorization of n). Let K be the number
field Q[X]/fQ[X],i.e.,, K = Q(a) with f(a) = 0. Because of the way m was cho-
sen, the mapping ¢ from Z[a] to Z/nZ with ¢(a) = (m mod n) is a ring homo-
morphism. Suppose we have small integers a, b such that a + ba = HpE P per(a)
for some algebraic factor base P; C Z[a] consisting of elements of small
norm, and a + bm = I‘IpEP:zpeﬂ(a’b} for some integer factor base P,. From
¢(a + ba) = a + bm mod n it follows that

H cﬁ(p)"’{“'b) = H p*(®% mod n.

PEPR PEP;

With P = P,UP; this is an identity of the form (2.1), for instance after dividing
by the left hand side. Thus, in the matrix step more then #P; + #P> of such
identities can be combined into a solution to z? = y2 mod n.

The algebraic integer a + ba can be factored over P, if and only if its norm
(—=b)?f(—a/b) can be factored into small primes: Because f; = n°!), the norm



is also only n°() for small a, b. Similarly, the integer a + bm that has to factor
over P, is only n°() for small a, b. Notice that the norm becomes more likely to
factor if the f; are only constants. This explains why NFS is so much better for
‘nice’ numbers.

The computation of ¢(p) for p € Py requires explicit expressions in Z[a] for
the elements of P;. In exceptional circumstances it might be possible to find such
expressions, for instance some ‘nice’ numbers might be so lucky, but in general
this cannot be expected. We refer to [26] for ways around this problem.

NFS soon proved to be practical for ‘nice’ numbers, as shown by the 1990
factorization of the 148-digit composite factor of 22° + 1, a number that was
believed to be out of reach for a long time to come [28]. It took much longer to
get NFS to work for numbers without special form, among others because of the
problem referred to above. In June 1994 the NFS-factorization of a general 105-
digit number was announced [35], and a 116-digit factorization is forthcoming
[17); see also [4; 8]. Even though NFS is asymptotically superior to QS (and
all its variations), it has long been unclear for what size numbers NFS could
be expected to outperform QS in practice. This issue has not been settled yet,
but the current belief, based on the latest implementations and experiments [17;
90] is that the crossover point lies around 115 digits, well below earlier guesses
of 124 digits, 140 to 150 digits, or even 330 digits [1]. This would imply that
the QS-factorization reported in [3] could have been found substantially faster
if NFS had been used.

‘Tn March 1994 a polynomial-time factoring algorithm was found by Shor
[49]. The catch is, however, that instead of using the ‘traditional’ von Neumann
computer, Shor’s method uses a ‘quantum Turing machine’. So far, building such
a machine seems to be infeasible, and simulating the algorithm on a regular
Turing machine seems to require exponential time. The practical impact of the
algorithm is therefore probably rather limited for the time being.

3 Distributed and parallelized factoring

The relation collection step and the matrix step of the general purpose factoring
algorithms from the previous section have the same asymptotic run-time. In
practice there is a huge difference between the two run-times. For example,
for the factorizations in [13] and [3] the matrix step took only 1/500th of the
effort spent on the relation collection. Most likely, this fraction will become even
smaller with improved sparse matrix algorithms [36].

For the time being, the limits of our factoring capabilities therefore depend
on what can be done in the relation collection step. Traditionally, relation collec-
tion was done on single processor mainframes or supercomputers. The 71-digit
QS-record from [12], for instance, took 9.5 hours on a Cray X-MP. Getting access
to large machines, however, is expensive, and sponsors who are willing to sink
a fortune in the next factoring record are hard to find. In this situation where
financial and organizational worries were harder to overcome than the techni-



cal problems, the factoring achievements no longer reflected our true factoring
capabilities.

As explained in Section 2, the relation collection step of MPQS lends itself
extremely well to a distributed implementation. A cost-effective way to do this
was mentioned in [50] and is described in detail by Caron and Silverman in [9].
They present two methods to run MPQS on a local area network of workstations:
the embarrassingly parallel approach and the star configuration. In the first
each machine runs independently of all other machines, collecting relations for
the same number, but using its own sub-sequence of polynomials. No inter-
processor communication is required. Every now and then the relations from all
machines have to be collected, and machines have to be restarted for each new
number or after a crash. In the star configuration one host machine computes
the sequence of polynomials and farms the polynomials out to each satellite
processor that requests a task. No inter-satellite communication is required, but
the host constantly monitors all satellites, and restarts them if necessary. In
[9] the latter approach was preferred because it required less handholding than
the first one where machines had to be restarted ‘manually’. Notice, however,
that with a crash of the host the entire star configuration dies. Furthermore,
the number of satellites that can be served by one host is limited; it depends on
the relative speed of generating versus processing the polynomials, and on the
communication overhead. There is no limit on the number of machines that can
be employed in the embarrassingly parallel approach.

Both approaches achieve an N-fold speed-up when run on N machines. They
can both easily be set up in such a way that the relation collection does not
interfere with the ‘normal’ operation of the satellite machines, so that they only
use cycles that would otherwise have been idle.

Using the star configuration the general .purpose factoring records quickly
raised from 71 to 87 digits — the latter on 8 to 10 Sun workstations in about
550 CPU hours per machine and at a fraction of the cost of a similar computation
on a supercomputer.

An independent project started out as an attempt to replace the default
screensaver program running on the workstations at DEC’s Systems Research
Center by a program that would still save screens, but that would also do some-
thing else that might be useful. Instead of spending all cycles on constantly
redrawing the screen, it was proposed to run ECM combined with a less compu-
tationally intensive screensaver. This incorporation of ECM in the screensaver
never materialized. What emerged instead was a star-like ECM-implementation,
described in detail in [29]. Later, and still independently from [9], this work led
to an embarrassingly parallel MPQS-implementation, also described in [29], that
was supposed to be more general and easier to use than the one from [9].

It consists of several shell-scripts, a relation collection program, and some
input files that depend on the number being factored. On each client that helps
factoring, the shell-scripts monitor the relation collection program — providing
it with inputs, pausing it when necessary, killing and restarting it if the number
to be factored changes. They also make sure that the factoring process resumes



after a crash or a reboot of the client by putting themselves in the client’s at-
queue at regular intervals. The relation collection program generates a unique
sub-sequence of polynomials and uses them to look for relations. Depending on
the input file the resulting relations are either concatenated to some local file,
or sent to the e-mail address of some central collection site. For numbers of up
to 115 digits the relation collection program needs at most 3 MBytes to run; the
129-digit number from [3] required 8 MBytes.

Notice that there is no way to ensure that any remote client actually processes
its inputs, or that it processes the inputs using the relation collection program
that it is supposed to use — anyone running this software can change and/or
corrupt any part of it as desired. There are two reasons why this liberal approach
works. In the first place, the number of relations to be collected is at most, say,
ten million. Each input, when run to completion, can in principle generate at
least, say, 10° relations. Thus, it would suffice if about 100 inputs were completely
processed. But there are millions of ‘good’ inputs, each with approximately the
same yield. Therefore, even if only a small fraction of the inputs is only very
partially processed, more than enough relations will be found.

Secondly, at the central collection site the newly received would-be relations
can easily be checked for correctness using (2.1), put in some standard format,
and sorted and merged with the older ones (thereby removing duplicates). Any-
thing that gets accepted is useful, even though it might not have been generated
by the original relation collection program. Intentionally or unintentionally cor-
rupted data are simply thrown away.

The only remaining problem is to find people who would be interested to
donate the otherwise idle cycles on their workstations to large factoring projects
that might run for months. This turned out to be surprisingly easy: a few post-
ings on various Internet newsgroups (like sci.crypt and sci .math) with a de-
scription of the project and instructions liow to get the software sufficed. The
question remains why so many people responded.

This implementation has become known as ‘factoring by e-mail’ because all
inter-processor communication (including the distribution of the shell-scripts,
the program, and the input files) can be handled by electronic mail. After the
software has been distributed, the amount of communication depends on the
number of relations sent by the clients to the central collection site. For the
factorization from [3], one relation fits easily in 350 bytes. A Sparc 10 workstation
produces at most about 200 relations per day, which implies that a Sparc 10 client
sends at most 80 KBytes per day, say in 8 batches of 25 relations each. With
2000 of such clients the central site would get 160 MBytes per day, a load that
can easily be handled by the Internet. If these numbers would get much larger,*
however, it would be advisable to use more than one collection site for the e-mail
relation collection and data checking, and to use ftp to collect the data at one
central site.

4 This can easily happen if numbers much smaller than the one from [3] are
factored using the same size network, since data is generated more quickly for
smaller numbers.



As mentioned in Section 2 ‘factoring by e-mail’ resulted in a sequence of
general purpose factoring records. The current champion is the 129-digit number
from (3], for which all cycles were donated by volunteers on a loosely-coupled
world-wide network of about 1600 machines.

A disadvantage of ‘factoring by e-mail’ is that it is hard to optimize the
code, because there is no way to predict on what kind of platforms or under
what operating systems volunteers will attempt to run it. During the design
portability was a bigger concern than efficiency, for the obvious reason that it
does not make sense to make the program 20% faster while at the same time
restricting it to 50% of the otherwise available resources. In the version from
[3] some attempts were made, using compile options, to distinguish between
machine types, something that was not done in the original programs from [29].
Portability is not an issue in the other distributed QS-implementations reported
in the literature, because they used either a single local area network [9], or a
large collection of stand-alone (not networked) more or less identical PC’s (using
floppy disks to communicate) [2].

A similar ‘factoring by e-mail’ approach to NFS resulted in the factorization
of the ninth Fermat number 22 + 1 (cf. [28]). Unlike QS the number of useful
inputs for NFS is rather limited. The sieving program running on the remote
clients therefore not only reported the relations it had found, but also which
inputs it had completed. In this way inputs could be redistributed if they were
not completed within, say, ten days after being given out.

Obviously, any method that can be implemented efficiently on an e-mail net-
work of machines can also be made to run efficiently on any Multiple Instruction
Multiple Data machine, irrespective of its topology, if the nodes have enough
memory. It is not so obvious that Single Instruction Multiple Data (SIMD) ma-
chines can be used for the relation collection step of either QS or NFS. Successful
implementations on a 128 x 128 toroidal mesh of small processors can be found
in [15] (QS) and [4] (NFS). In both these implementations it is essential that
the individual processors allow indirect addressing, which is not the case on all
SIMD machines.
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