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Abstract. This paper proposes an analysis technique for wide-band au-
dio applications based on the predictability of the temporal evolution
of Quadrature Mirror Filter (QMF) sub-band signals. The input audio
signal is first decomposed into 64 sub-band signals using QMF decom-
position. The temporal envelopes in critically sampled QMF sub-bands
are approximated using frequency domain linear prediction applied over
relatively long time segments (e.g. 1000 ms). Line Spectral Frequency pa-
rameters related to autoregressive models are computed and quantized
in each frequency sub-band. The sub-band residuals are quantized in
the frequency domain using a combination of split Vector Quantization
(VQ) (for magnitudes) and uniform scalar quantization (for phases). In
the decoder, the sub-band signal is reconstructed using the quantized
residual and the corresponding quantized envelope. Finally, application
of inverse QMF reconstructs the audio signal. Even with simple quanti-
zation techniques and without any sophisticated modules, the proposed
audio coder provides encouraging results in objective quality tests. Also,
the proposed coder is easily scalable across a wide range of bit-rates.

Index Terms: Audio coding, Frequency Domain Linear Prediction (FDLP),
Perceptual Evaluation of Audio Quality (PEAQ)

1 Introduction

Digital audio representation brings many advantages including unprecedented
high fidelity, dynamic range and robustness in mobile and media coding applica-
tions. Due to the success provided by first generation digital audio applications,
such as CD and DAT (digital audio tape), end-users expect CD-quality audio
reproduction from any digital system.

Furthermore, emerging digital audio applications for network, wireless, and
multimedia computing systems face a series of constraints such as reduced and
variable channel bandwidth, limited storage capacity and low cost.
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IP networks, as a modern service platform, introduce new possibilities for
the customer. As a consequence, new non-traditional services such as live audio
and video streaming applications become popular (e.g. radio and TV broadcast
over IP, multicast of a lecture, etc.). For example, unlike the present situation,
audio and video consumed only 2% of Internet traffic in 2000. There are many
reasons for this strong increase of audio and video traffic, such as faster Inter-
net access, increased popularity of peer-to-peer applications (70% of the current
Internet traffic), digital radio broadcasting on the web, technological advance-
ments in soundcards and speakers, and development of high-quality compression
techniques.

Interactive applications such as videophone or interactive games have a real-
time constraint. This imposes a maximum acceptable end-to-end latency of the
transmitted information, where end-to-end is defined as: capture, encode, trans-
mit, receive, decode and display. The maximum acceptable latency depends on
the application, but often is of the order of 150 ms. However, non-interactive ap-
plications have looser latency constraints, for example even a few seconds. The
critical constraints are reduced errors in transmission, lesser breaks in continuity,
and the overall signal quality.

This paper mainly focuses on audio coding for non-interactive applications.
A novel speech coding system, proposed recently [1], exploits the predictabil-
ity of the temporal evolution of spectral envelopes of a speech signal using
Frequency-Domain Linear Prediction (FDLP) [2, 3]. Unlike [2], the approach
proposed in [1] applies FDLP to approximate relatively long (up to 1000 ms)
segments of the Hilbert envelopes in individual frequency sub-bands. This ap-
proach was extended for wide-band applications (from 8 kHz up to 48 kHz) by
including higher frequency sub-bands [4]. However, many difficulties arise specif-
ically due to the need to pre-process and encode 1000 ms of a full-sampled input
signal in each frequency sub-band. Efficient transmission of sub-band residual
signals is also a challenge. This paper attempts to address most of these issues.

In contrast to the previous approaches [1, 4], this paper proposes the use of
FDLP on the sub-band signal instead of the full-band signal. First, the input
signal is decomposed into frequency sub-bands using the maximally decimated
QMF bank. Then, FDLP technique is applied in each critically sampled fre-
quency sub-band independently. The Line Spectral Frequencies (LSFs) as well
as the spectral components of the residual sub-band signals are quantized. The
interesting properties of this novel coding scheme are shown and the first ver-
sion of a variable bit-rate audio encoder based on QMF - FDLP techniques is
proposed.

The rest of the paper is organized as follows: Section 2 provides a brief
overview of the FDLP principle. Section 3 describes the QMF - FDLP codec.
Simulation results and audio quality evaluations are given in Section 4, followed
by conclusions and discussions in Section 5.
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Fig. 1. QMF-FDLP encoder structure (f - frequency domain, t - time domain).

2 FDLP

The novelty of the proposed audio coding approach is the employment of FDLP
method to parameterize the Hilbert envelope (squared magnitude of an analytic
signal) of the input signal [2, 3]. FDLP can be seen as a method analogous to
Temporal Domain Linear Prediction (TDLP). In the case of TDLP, the AR
model approximates the power spectrum of the input signal. The FDLP fits an
AR model to the squared Hilbert envelope of the input signal. Using FDLP,
we can adaptively capture fine temporal nuances with high temporal resolution
while at the same time summarizing the signal’s gross temporal evolution at
time scales of hundreds of milliseconds. In our system, we employ the FDLP
technique to approximate the temporal envelope of sub-band signals in QMF
sub-bands.

3 Structure of the codec

The first version of the coder based on FDLP for very low bit-rate narrow-
band applications was proposed in [1]. The input speech signal was split into
non-overlapping segments (hundreds of ms long). Then, each segment was DCT
transformed and partitioned into unequal segments to obtain critical band-sized
sub-bands. Finally, the DCT components which correspond to a given critical
sub-band were used for calculating the FDLP model for that band. Since the
FDLP model did not approximate the squared Hilbert envelope perfectly, the
remaining sub-band residual signal (the carrier signal for the FDLP-encoded
Hilbert envelope) was further processed and its frequency components (obtained
by Fourier transform) were selectively quantized and transmitted.

However, the sub-band residuals, obtained by the the employed sub-band
decomposition described in [1], are still complex signals. High coding efficiencies
cannot be achieved (e.g. the sub-band residuals are oversampled) and henceforth,
large bit-rate is required for high quality coding. In addition, this system is
computationally expensive.
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Fig. 2. QMF-FDLP decoder structure (f - frequency domain, t - time domain).

The following experiments, performed with audio signals sampled at 48 kHz,
were motivated by the MPEG-1 architecture [5, 6]. In the MPEG-1 encoder,
the input signal is first decomposed into critically sub-sampled frequency sub-
bands using a QMF bank (a polyphase realization), whose channels are uniformly
spaced. In our system, the same operation is performed on the input signal. The
band-pass outputs are decimated by a factor M (the number of sub-bands),
yielding the sub-band sequences which form a critically sampled and maximally
decimated signal representation (i.e. the number of sub-band samples is equal to
the number of input samples). The QMF filters have a flat pass-band response,
which is advantageous for exploiting the predictability of frequency components
of sub-band signals.

In the proposed coder, we employ 64 band decomposition compared to MPEG-
1 standard having 32 frequency sub-bands. The parameters representing the
FDLP model in each sub-band are not expensive from the final bit-rate point of
view. The use of a higher number of sub-bands provides the following advantages:

1. Sub-band residuals are more frequency limited, and are easier to quantize
using split VQ.

2. It is more advantageous when a psychoacoustic model (in the future) is
employed to attenuate perceptually irrelevant frequency sub-bands.

3. Slightly better objective results.

The structure of the encoder and the decoder is depicted in figure 1 and 2,
respectively.

3.1 Time-frequency analysis

The input signal is split into 1000 ms long frames. Each frame is decomposed
into 64 sub-bands by QMF. A 99-th-order prototype filter with the direct-form
FIR polyphase structure is used for the frequency decomposition. The prototype
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filter was designed for high sidelobe attenuation in the stop-band of each analysis
channel (around 78 dB), which ensures that intraband aliasing due to quantiza-
tion noise remains negligible. The magnitude and phase frequency response of
the FIR filter is depicted in figure 3. In order to perform decomposition into 64
sub-bands, a cascade implementation of 2 band QMF decomposition provided
by the prototype filter is utilized. The algorithmic delay of the implementation
is around 130 ms.

3.2 Critically sampled sub-band processing

Each sub-band is DCT transformed which yields the input to the FDLP module.
The magnitude frequency response of AR model, computed through the autocor-
relation LPC analysis on the DCT transformed sub-band signal, approximates
the squared Hilbert envelope of the 1000 ms sub-band signal. Spectral Transform
Linear Prediction (STLP) technique [7] is used to control the fit of AR model
to the Hilbert envelope of the input. The associated FDLP-LSF parameters are
quantized and then transmitted.

The 1000 ms residual signal in each critically sampled sub-band, which rep-
resents the Hilbert carrier signal for the FDLP-encoded Hilbert envelope, is split
into five overlapping sub-segments 210 ms long with 10 ms overlap. This is to take
into account the non-stationarity of the Hilbert carrier over the 1000 ms frame.
An overlap length of 10 ms ensures smooth transitions when the sub-segments of
the residual signal are concatenated in the decoder. Finally, each sub-segment is
DFT transformed which results in 79 complex spectral components distributed
over 0 Hz to Fs/2 (= 375 Hz) with a frequency resolution of 4.75 Hz. The mag-
nitude and phase components of the complex spectral representations are then
quantized and transmitted to the decoder.

3.3 Quantization of parameters

Quantization of LSFs: The LSFs corresponding to the AR model in a given
frequency sub-band over the 1000 ms input signal are vector quantized. In the
experiments, a 20th order all-pole model is used. The total contribution of the
FDLP models to the bit-rate for all the sub-bands is around 5 kbps.

Quantization of the magnitude components of the DFT transformed sub-

segment residual: The magnitude spectral components are vector quantized.
Since a full-search VQ in this high dimensional space would be computation-
ally infeasible, split VQ approach is employed. Although the split VQ approach
is suboptimal, it reduces computational complexity and memory requirements
to manageable limits without severely affecting the VQ performance. We divide
the input vector of spectral magnitudes into separate partitions of a lower di-
mension. The VQ codebooks are trained (on a large audio database) for each
partition using the LBG algorithm. Quantization of the magnitude components
using the split VQ takes around 30 kbps for all the sub-bands.

Quantization of the phase components of the DFT transformed sub-segment

residual: It was found that the phase components are uncorrelated across time.
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Fig. 3. Magnitude and phase frequency response of the QMF prototype filter.

The phase components have a distribution close to uniform, and therefore, have
a high entropy. Hence, we apply a 4 bit uniform scalar quantization for the phase
components. To prevent excessive consumption of bits to represent phase coeffi-
cients, those corresponding to relatively low magnitude spectral components are
not transmitted, i.e., the codebook vector selected from the magnitude codebook
is processed by adaptive thresholding in the encoder as well as in the decoder.
Only the spectral phase components whose magnitudes are above the threshold
are transmitted. The threshold is adapted dynamically to meet a required num-
ber of spectral phase components (bit-rate). The options for reconstructing the
signal at the decoder are:

1. Fill the incomplete phase components with uniformly distributed white noise.
2. Fill the incomplete phase components with zeros.
3. Set the magnitude components corresponding to incomplete phase compo-

nents to zero.

In objective quality tests, it was found that the third option performed the
best. Figure 4 shows time-frequency characteristics of the original signal and the
reconstructed signal for the proposed codec.

3.4 Decoding

In order to reconstruct the input signal, the residual in each sub-band needs to
be reproduced and then modulated by temporal envelope given by FDLP model.
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Fig. 4. Time-frequency characteristics obtained from a randomly selected audio exam-
ple: (a) 1000 ms segment of the squared Hilbert envelope (estimated from the squared
magnitude of an analytic signal) computed for the 3rd QMF sub-band, and its FDLP
approximation. (b) Magnitude Fourier spectral components of the 200 ms residual sub-
segment, and its reconstructed version, the adaptive threshold is also shown. (c) Phase
Fourier spectral components of the 200 ms residual sub-segment, and its reconstructed
version (the components which are not selected for quantization by the adaptive thresh-
old are set to zero). (d) Original 200 ms sub-segment of the residual signal (carrier) of
the FDLP envelope, and its reconstructed version.

The transmitted VQ codebook indices are used to select appropriate code-
book vectors for the magnitude spectral components. Then, the adaptive thresh-
old is applied on the reconstructed magnitudes and the transmitted scalar quan-
tized phase spectral components are assigned to the corresponding magnitudes
lying above the adaptive threshold. 210 ms sub-segment of the sub-band residual
is created in the time domain from its spectral magnitude and phase information.
The Overlap-add (OLA) technique is applied to obtain 1000 ms residual signal,
which is then modulated by the FDLP envelope to obtain the reconstructed
sub-band signal. Finally, a QMF synthesis bank is applied on the reconstructed
sub-band signals to produce the output signal.

4 Experiments and Results

The qualitative performance of the proposed algorithm was evaluated using Per-
ceptual Evaluation of Audio Quality (PEAQ) distortion measure [8]. In general,
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ODG Scores Quality

0 imperceptible
−1 perceptible but not annoying
−2 slightly annoying
−3 annoying
−4 very annoying

Table 1. PEAQ scores and their meanings.

the perceptual degradation of the test signal with respect to the reference sig-
nal is measured, based on the ITU-R BS.1387 (PEAQ) standard. The output
combines a number of model output variables (MOV’s) into a single measure,
the Objective Difference Grade (ODG) score, which is an impairment scale with
meanings shown in table 1.

The test was performed on 18 audio signals sampled at 48 kHz. These audio
samples are part of the framework for exploration of speech and audio cod-
ing defined in [9]. They are comprised of speech, music and speech over music
recordings. The ODG scores are presented in table 2.

First, the narrow-band speech coder [1] was extended for audio coding on 48
kHz sampled signal [4], where Gaussian sub-band decomposition (into 27 bands
uniformly spaced in the Bark scale) is employed. The FDLP model was applied
on these sub-band signals and corresponding sub-band residuals were processed
by adaptive threshold (half of the spectral components were preserved). This
adaptive thresholding is performed to simulate the quantization process. The
ODG scores for this technique are denoted as G-27h.

The results for QMF decomposition into 32 and 64 sub-bands are denoted as
Q-32h and Q-64h, respectively. As in the previous case, the adaptive threshold
is fixed to select half of the spectral components of the sub-band residuals.
Without quantization, Q-32h performs better than G-27h with approximately
the same number of parameters to be encoded. In a similar manner, Q-64h
slightly outperforms Q-32h.

ODG scores for Q-64 with quantization of spectral components of the sub-
band residuals are presented for bit-rates ∼ 124 and ∼ 100 kbps. In both these
experiments, magnitude spectral components are quantized using split VQ (10
codebooks each of dimension 8 with size of 12 bits). Phase spectral components
are scalarly quantized using 4 bits. To reduce the final bit-rates, the number of
phase components to be transmitted is reduced using adaptive threshold (90%
and 60% of phase spectral components resulting in 124 and 100 kbps respec-
tively).

Finally, the ODG scores for standard audio coders: MPEG-1 Layer-3 LAME [6,
10] and MPEG-4 HE AACplus-v1 [11, 12], at bit-rates 64 and 48 kbps respec-
tively, are also presented. The AACplus-v1 coder is the combination of Spectral
Band Replication (SBR) [13] and Advanced Audio Coding (AAC) [14] and was
standardized as High-Efficiency AAC (HE-AAC) in Extension 1 of MPEG-4
Audio [15].
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bit-rate - - - 124 100 64 48

File G-27h Q-32h Q-64h Q-64 Q-64 MP3-LAME AAC+ v1

SPEECH

es01 s -3.579 -1.380 -1.075 -0.811 -1.334 -2.054 -1.054

es02 s -3.345 -1.826 -1.360 -0.820 -1.396 -1.432 -1.175

louis raquin 1 -3.710 -2.785 -2.626 -1.670 -2.484 -1.931 -1.793

te19 -3.093 -1.829 -1.514 -1.016 -1.518 -1.140 -1.152

SPEECH OVER MUSIC

Arirang ms -2.709 -2.056 -2.149 -1.741 -2.703 -1.750 -1.215

Green sm -2.656 -2.588 -2.332 -2.096 -2.765 -1.703 -1.147

noodleking -2.312 -0.777 -0.677 -0.485 -0.705 -1.388 -0.912

te16 fe49 -2.316 -1.028 -1.106 -1.099 -1.678 -1.346 -1.558

te1 mg54 -2.668 -1.343 -1.340 -0.949 -1.487 -1.341 -1.319

twinkle ff51 -2.174 -2.070 -1.705 -1.557 -2.162 -1.519 -0.822

MUSIC

brahms -2.635 -1.157 -1.038 -1.495 -1.788 -1.204 -1.777

dongwoo -1.684 -0.675 -0.583 -0.471 -0.658 -1.369 -0.753

phi2 -2.194 -0.973 -0.696 -0.445 -0.834 -1.735 -0.748

phi3 -2.598 -1.263 -1.058 -0.774 -1.215 -1.432 -0.937

phi7 -3.762 -1.668 -1.635 -3.356 -3.624 -2.914 -1.551

te09 -2.997 -1.353 -1.239 -0.841 -1.490 -1.734 -1.579

te15 -2.006 -0.670 -0.644 -0.545 -0.845 -1.726 -0.995

trilogy -2.002 -0.439 -0.461 -0.509 -0.694 -2.064 -0.951

AVERAGE -2.691 -1.438 -1.291 -1.149 -1.632 -1.655 -1.191

Table 2. PEAQ results on audio samples in terms of ODG scores for speech, speech
over music, music.

5 Conclusions and Discussions

With reference to the ODG scores in table 2, the proposed codec needs to operate
at 100 kbps in order to achieve the similar average quality as the MPEG-1 Layer-
3 LAME standard at 64 kbps. In a similar manner, the proposed codec requires
124 kbps to perform as good as AACplus-v1 codec at 48kbps.

Even without any sophisticated modules like psychacoustic models, spec-
tral band replication module and entropy coding, the proposed method (at the
expense of higher bit-rate) is able to give objective scores comparable to the
state-of-the-art codecs for the bit-rates presented. Furthermore, by modifying
the adaptive threshold, the proposed technique allows to scale the bit rates,
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while for example in MPEG-1 layer-3 such operation is computationally inten-
sive.

The presented codec and achieved objective performances will serve as base-
line for future work, where we will concentrate on compression efficiency. Due to
this reason, we compared the proposed codec with state-of-the-art systems which
provide similar objective qualities. The succeeding version of the codec, having
perceptual bit allocation algorithms (for the carrier spectral components), is
expected to reduce the bit rate considerably yet maintaining the same quality.

Eventhough, the coder does not employ block switching scheme (thus avoid-
ing structural complications), the FDLP technique is able to address temporal
masking problems (e.g. pre-echo effect) in an efficient way [4]. Another important
advantage of the proposed coder is its resiliency to packet loss. This results from
reduced sensitivity of the human auditory system to drop-outs in a frequency
band as compared to loss of a short-time frame.
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