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Abstract 

Solvation dynamics, the process of solvent reorganization upon electronic excitation of a 

solute, is central to our understanding chemical reactions in liquid phase. Ultrafast optical 

studies of solvation dynamics have so far been carried out on polyatomic molecules, which 

have internal degrees of freedom. This property does not allow the unambiguous extraction 

dynamics of the solvent shell. Because of their atomic character (i.e. lacking internal degrees of 

freedom) and of their solvent sensitive absorption bands (the so-called CTTS or charge-

transfer-to-solvent bands), atomic halides represent ideal systems for the study of electronic 

solvation dynamics. Although these systems have received detailed attention in femtosecond 

optical studies, very little has been learned about the response of the caging solvent, which 

results from the fact that optical tools do not extract structural movement in a direct fashion. In 

this thesis, we combined ultrafast laser and structure-sensitive X-ray spectroscopies to probe in 

real-time the formation and decay of a nascent iodine atom created by photodetachment of a 

valence electron from the parent iodide anion. 

Optical pump-probe experiments are used to assess the photoproduct concentrations on time 

scales ranging from femtoseconds to nanoseconds. We also carried out detailed optical studies 

employing 1- and multiphoton detachment of the valence 5p electron from iodide, and 

confirmed an ultrafast thermal heating of the entire sample on a ps time scale.  
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Static L1 and L3-edge X-ray absorption spectra of aqueous iodide have been recorded and 

analysed in terms of simulations based on classical, quantum mechanical molecular mechanics 

(QMMM) and density functional theory (DFT) molecular dynamics. QMMM yields the solvent 

shell structure that best fits the EXAFS spectrum. Picosecond X-ray absorption near edge 

structure (XANES) spectra were recorded from 50 ps up to several tens of nanoseconds. They 

were analyzed with respect to the different photoproducts observed on these time scales, 

delivering for the first time new spectra for the intermediate reaction products, I0 and I-
2. By 

analyzing the transient extended x-ray absorption fine structure (EXAFS) data of the iodine 

atoms, we derived a dramatic expansion of ~0.6 Å of the solvent shell with respect to that of 

iodide.  

Femtosecond XANES studies reveal an increase in the binding energies of the 5p and 2s, 

with respect to those at 50 ps. An increase in the 2 5s p transition probability is consistent 

with the increase of the ionization energy of 2s electron of iodine atom at 300 fs, as compared 

to 50 ps. The 2 5s p transition probability is found to decrease by ~1.1 times from 300 fs to 

50 ps. 

Keywords: X-ray Absorption Spectroscopy, XAS, EXAFS, XANES, Solvation 

Dynamics, Aqueous Iodide, Femtosecond X-ray, Synchrotron Radiation, Femtosecond Laser, 

Pump-Probe Experiment, CTTS, Solvated Electron. 
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Résumé 

La dynamique de solvatation est le processus de réorganisation du solvent suite à une 

excitation électronique du soluté, et est un phénomène crucial pour la description des réactions 

chimiques en phase liquide. Jusqu’à ce jour, les études de solvatation dynamique ont été 

effectuées par des méthodes optiques sur des molécules polyatomiques, qui contiennent des 

degrés de liberté internes. De plus, ces études ne permettent pas d’obtenir la structure de la 

couche de solvatation. Compte tenu de leur nature atomique (sans degrés internes de liberté) et 

de leur bandes d’absorption très sensible à la nature du solvant (les bandes CTTS, ou  charge-

transfer-to-solvent bands), les halogénures sont des candidats idéaux pour les études de 

solvatation dynamique. Dans cette thèse, nous combinons des méthodes de spectroscopie 

ultrarapide dans le domaine optique et X pour suivre en temps réel la formation et le déclin des 

atomes d’iode générés pas photo détachement de l’électron suite à l’excitation des bandes 

CTTS.  

Les spectres statiques aux seuils  L1 and L3 de l’ion I- aqueux ont été et analysés en fonction 

de simulations basées sur la dynamique moléculaire classique, par méthodes hybrides 

quantique/classique (quantum mechanics/molecular mechanics, QM/MM), et purement 

quantique (density functional theory, DFT). La couche de solvatation obtenues à partir des 

simulations QMMM reproduit au mieux le spectres EXAFS au seuil L3. Les spectres 
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d’absorption XANES picoseconde ont été obtenus entre 50 ps et plusieurs dizaines de 

nanosecondes. Ils ont été analysés de manière consistante en fonction des différents photo 

produits attendus sur ces échelles de temps, en particulier, I0 and I-
2. Ces spectres nous 

permettent d’analyser les spectres EXAFS au seuil L3 et d’en extraire la structure de la couche 

de solvatation autour de l’atome I0, laquelle couche a un rayon augmenté de ~0.6 Å comparé à 

celui de l’iodure.  

Des mesures XANES femtoseconde ont aussi été effectuées et montrent une augmentation, 

entre 300 fs et 50 ps, de l’énergie de liaison des orbitales 5p et 2s ainsi que de la probabilité de 

transition 2 5s p . Ceci est en accord avec le changement de la section efficace obtenue sur 

les traces cinétiques.  

Mot-Clés : Spectroscopie d’Absorption X, XAS, EXAFS, XANES, Dynamique 

Solvatation, Iodure aqueuse, Femtosecond rayons X, Synchrotron Radiation, Femtosecond 

Laser, Expérience Pump-Sonde, CTTS, Electron Solvate. 
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Chapter 1 Introduction 

1.1   Motivation 

Most chemical and biological reactions occur in liquids (e.g., in water). Since the discovery 

of the so called “cage effect” by Franck and Rabinowitch 1,2 the interaction of molecules in 

condensed phase environments have stimulated numerous studies, aiming at elucidating the 

different behavior they exhibit in such media. The basic idea behind the cage effect is that 

molecules undergo different reaction pathways than the same molecules when isolated in the 

gas phase. The text book example for the cage effect concerns the hampered dissociation of a 

diatomic molecule undergoing a simple photodissociation reaction, which would readily 

separate in the gas phase. This triggered many studies aiming to understand the reactivity of 

chemicals in condensed phases. 

Among these, knowledge of the solvation dynamics is at the core for our understanding of 

chemical reactivity. However, it is inherently difficult to distinguish between solvation 

dynamic processes and e.g. internal vibrational relaxation (IVR) of the reacting molecule. 

Aqueous halides represent ideal candidates for this purpose due to their lack of internal degrees 

of freedom. These systems are subject to photoexcited electronic charge-transfer-to-solvent 

(CTTS) states, which are accompanied by the reorganization of solvent in the complete absence 

of IVR processes.  

In this thesis, we combine ultrafast laser studies with X-ray spectroscopic experiments on 

the picoseconds and femtosecond time scale to trace the formation and decay of nascent iodine 

atoms, along with the transient structure of the caging solvent molecules following impulsive 

photodetachement of an electron from reactant iodide ions. 

1.2  Charge transfer to solvent states and photodetachment 

mechanism 
 

The absorption spectrum of anions in solutions is characterized by the so-called charge-

transfer-to-solvent (CTTS) bands, which is absent in the isolated gas phase ion. The CTTS 

states are regarded as bound, delocalized states of the electron, centered around the atom, and 
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stabilized by the overall pre-existing solvent polarization to the ground state ion 3,4. The CTTS 

band of aqueous iodide appears as two bands in UV range (Fig. 1.1). The bands are assigned to 

two different spin-orbit states of the neutral iodine core I(2P3/2) and I(2P1/2), both final states in 

the optical transitions have a diffuse CTTS electron. The first band is centered at 5.5 eV while 

the second is blue-shifted by 0.94 eV, the spin-orbit splitting energy 5. The smaller halide 

anions such as Br-, Cl- have the CTTS bands in the deeper UV. It was found that the CTTS 

bands exhibit a red-shift as the solvent temperature increases. In bulk solution, the hydration of 

the ground state iodide leads to strong stabilization. For cluster, experiment 6 and theory 7 show 

that the vertical binding energy of the iodide cluster -
2I (H O)n rapidly increases as n is 

increased, eg. 3.1, 5.1 and 6.6 eV for n=0, 6, and 60, respectively. The CTTS absorption bands 

are considerably lower than the 

 

 
Fig. 1.1: Aqueous Iodide absorption spectrum (blue curve). The gray lines show individual CTTS bands decomposed by log‐
normal analysis 5. The first two bands correspond to two different spin‐orbit states of the neutral iodine core (see text). 
Source:  123 
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vertical energy to reach the water conduction band which is 7.7 eV for I-(aq) 8,9 (red arrows in 

Fig. 1.2b).     

The CTTS states are the doorway states to electron detachment. Because iodide has the 

lowest lying CTTS states among halide anions, it has been one of the most studied systems. 

First principles simulations by Rossky and coworkers 10, based on non-adiabatic quantum 

dynamics of a one-electron system with classical molecular dynamics for the solvent molecules 

showed that the CTTS absorption bands are a complex structure of several overlapping sub-

bands, with an overall line shape resulting from the interplay between the separate response of 

each sub-band to the field exerted by the solvent surrounding the ionic cavity 10. Thus each 

electronic state is in principle characterized upon excitation by a specific angular distribution, 

which may influence the fate of the nascent electron in a different way. Indeed, in their work 

Rossky and co-workers also investigated the dynamical evolution of CTTS states and predicted 

the transient absorption and emission spectra which would result from such changes. Their 

simulations predicted two channels for the formation of the solvated electron after population 

of a high-lying CTTS-state of the iodide: a direct non-adiabatic electron separation (within 50 

Fig. 1.2: Energy diagram for a halide anion in the gas (a) and aqueous phase (b). In both cases, the two continua correspond
to two different final states of the detached  iodide. CTTS transitions (blue) contribute discrete (though broad)  bands to the
electronic absorption  spectrum of  the aqueous halide. Direct  transition  into  the water  conduction band occurs at higher
energy (red). Source: 123. 
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fs) and a delayed detachment of the electron after fast relaxation within the CTTS manifold to 

the lowest state (time constant of 450 fs) and subsequent adiabatic separation of the electron 

from iodine. A complex was predicted consisting of a water molecule between the detached 

electron and the parent atom. The structure displays the spectral features similar to that of a 

hydrated electron since the first solvation shell of the charge is solely occupied by water 

molecules. Geminate recombination of the complex was predicted to occur within a few 

picoseconds, whereas the release of the electron appeared to be unlikely in the computations. 

This result, however, is not consistent with the large yield observed experimentally of the 

photogenerated solvated electrons 11,12. These simulations were motivated by earlier 

experimental studies of Eisenthal et al 13 on electron photodetachment by multiphoton 

excitation of aqueous iodide at 312 nm, with detection of the aqueous electron in the 0.6 to 1 

µm region 13. Under such conditions, the nature of the initially accessed states is unclear, and it 

was concluded that the observed electrons came mostly from three-photon excitation of iodide 

into the continuum, thus bearing little relevance to the lower CTTS states. The most detailed 

studies of electron photodetachment of aqueous iodide were carried out by Bradforth and co-

workers 14,15,16 at room temperature, upon one-photon excitation on the low energy side of the 

CTTS band at 255 nm. The observed geminate recombination and electron escape dynamics on 

the picosecond time scale were analyzed using two different models, a diffusion-limited return 

of the electron from ~15 Å to its parent and a competing kinetics model. They concluded that 

the “ejected” electron in the halide detachment is merely separated from the halogen atom 

within the same solvent shell. The assignment of detachment into a contact pair is based on the 

temporal recombination profile and not supported by any new spectral absorption feature, 

which could identify such an electron in a contact pair. Based on their model a formation time 

of the hydrated iodine:electron pair within 200 fs was concluded 14. The complex is expected to 

subsequently recombine with a time constant of 33 ps or dissociate with a time constant of 70 

ps. The hypothesis of a contact pair was proposed by Staib and Borgis in their simulation of 

aqueous chloride excited to their CTTS states 17,18. Laubereau at al investigated the temperature 

dependence of the photodetachment dynamics upon 242 nm excitation detecting the solvated 

electron in the 0.5 to 1 µm spectral region 19. They reported a first intermediate on a time scale 

of 180-220 fs, which they attributed to an electron-iodine pair in a transient solvent 

configuration, followed by a second time scale of 540-700 fs which they attributed to a solvent 
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reorganization leading to a quasi-equilibrated electron-iodine pair. Note that femtosecond 

experiments probing the dynamics of the dipole bound states of iodide in water clusters of 

varying sizes 20 found that the electron is rapidly separated from the iodine atom and 

subsequently undergoes energy relaxation. The picture used to describe the process in water 

cluster is cast in terms of an isomerization of the water cluster to accommodate the nascent 

electron. 

The above studies by Bradforth et al and Laubereau et al were all carried out by exciting 

iodide into the lowest CTTS states. However, the Rossky at al description of the CTTS states 

raises questions about the early time dynamics in the photodetachment process 10. Furthermore, 

Sauer et al reported a difference in the photodetachment quantum yield upon nanosecond 

excitation at 193 nm and 248 nm  21. At earlier times, few studies have dealt with the pump 

energy dependence. Lian et al investigated the photodetachment process of several aqueous 

atomic and molecular anions at pump wavelengths of 200 nm, 225 nm and 242 nm 22. For 

iodide, they found that the quantum yield is near unity at all these wavelengths, but the kinetics 

evolve quite different at later times for 200 nm and 225 nm excitation. For 200 nm excitation, 

the survival probability is larger, which they explained in terms of the initial spatial distribution 

of the photogenerated electrons. In another contribution, Moskun et al  23 used a UV white light 

continuum to probe the formation of I0 (in the range of 250-340 nm region) upon excitation at 

200 nm. They reported an absorption that appears within the instrument response (300 fs) and 

decays with the same kinetics as the electron and iodide bleach signal, pointing to a 

recombination of I0 and the electron as the sole mechanism for the bleach recovery. 

1.3   The solvent shell of aqueous iodide 
 

Salt molecules consist of a cation and an anion with positive and negative charge, 

respectively. The ions in the salt are stabilized by ionic bonds. When the molecules are 

dissolved, constituent ions fall apart and become solvated by solvent molecules. These 

solvation interactions must overcome the rather strong ionic bond. In addition, the solvent 

structure is distorted to accommodate the ions. The solvent molecules are found to reside at a 

specific distance to the solvated ions. The layers of solvent molecules around the solute are 

called solvation shells or hydration shell when the solvent is water. The hydration shell can be 
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described by a so-called radial distribution function g(r), that gives the probability (ensemble-

averaged) of finding a water molecule at a distance r from the ion. For r slightly larger than 

anion radius, g(r) is zero because the Van der Waals repulsion prevents the solvent molecules 

to come too close to the ion. For larger r, g(r) goes through a series of maxima and minima, 

corresponding to subsequent solvation shells (Fig.  1.3). The position of the first maximum 

represents the averaged distance of ion-solvent molecule in the first solvation shell. In liquid 

water, only one or two such maxima are pronounced depending on the solvated ion. The 

number of solvent molecules in the first solvation shell or the so-called coordination number is 

calculated by integrating g(r) from 0 to the first minimum or by fitting the g(r) with a gamma-

like function (see chapter 2). 

The hydration structure of the I- ion has been already studied extensively. The solvation 

structure of iodide is experimentally investigated by x-ray diffraction and x-ray absorption 

spectroscopy. The first peak of the I-O radial distribution function is measured to be 3.5-3.76 Å 
24,25. X-ray diffraction studies yield coordination numbers ranging from 6 to 9 24,26,27. Structural 

data obtained from Monte Carlo (MC) and molecular dynamics (MD) simulations 28,29,30 

include an I-–O RdF first peak in the range of 3.55–3.78 Å, which is within the experimentally 

determined range of values, and an I-–H first peak in the range of 2.55–2.93 Å. The first and 

second RdF peaks merge into each other, suggesting a rather diffuse solvation shell. Fig. 1.3 

shows a radial distribution function for I-H and I-O resulting from a density functional theory 

(DFT) based MD simulation by Heuft et al 31. They found a I-O and I-H distance of 3.55 Å and 

2.61 Å, respectively. Their coordination number  
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of 6.6 water molecules in the first shell is lower than most simulations but in very good 

agreement with our experimental value (see chapter 4). The orientation of water molecules with 

respect to iodide has, up to our best knowledge, not been reliably measured. The angle 

distribution of H-I-H and O-I-O from DFT simulation 31 show broad distribution ranging from 30 

to 180°, though a visible peak appears at 80° in both angle distributions. This is consistent with 

the unstructured property found in the RDF.  

The mobility of water molecules in the first solvation shell is characterized by a so-called 

residence time. The residence times are calculated from the time correlation function, which is 

defined as 32: 

  
1

1
( ) (0) ( )

hN

i i
ih

R t t
N

 


   (1.1) 

where ( )i t is the Heaviside unit step function, which is 1 if a water molecule i is in the 

coordination shell of the ion at time t and 0 otherwise, hN is the hydration number of this shell. A  

Fig. 1.3: Radial distribution function I‐O (dotted) and I‐H (solid). Source: 31
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water molecule is considered as present if it is only absent for a period of * 2 pst  . The 

residence time, , is defined by 28 

 
0

( )R t dt


   (1.2) 

where ( )R t is ensemble average of ( )R t . The residence time is obtained by either 

integrating ( )R t  to t=10 ps or fitting ( )R t to an exponential decay. DFT simulation show 

that residence time of water in the first shell of iodide is 7.3 ps 31, while using a different 

simulation model Koneshan obtained 13.8 ps 28. Femtosecond midinfrared nonlinear 

spectroscopy measurements found a residence time of 18±5 ps 132. 

Though the hydration structure of iodide has been studied both in experiment and theory, 

there are only a few theoretical studies on the hydration structure around neutral iodine atom 28. 

Fig. 1.4: Ion‐oxygen radial distribution function of I‐, I+ and I. Source: 28
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Fig. 1.4 displays simulated I-O RDF of iodine atoms together with that of I- and I+ by Koneshan 

et al 28. Their simulation shows that the first maxima of the iodine-oxygen g(r) is 4.25 Å, 

compared to 3.6 Å of iodide-oxygen. The broadening character of iodine-oxygen g(r) results in 

a larger coordination number of 27, compared to 7.9 for I-. These parameters are the subject of 

our study of the hydration structure around photodetached iodide, as presented in chapter 6. 

1.4   Outline 

This thesis is organized as follows: The present chapter provided background and previous 

works on aqueous iodide. 

Chapter 2 introduces the principles of x-ray absorption spectroscopy (XAS) and analysis 

strategy for x-ray absorption data including X-ray Absorption Near Edge Structure (XANES) 

and Extended X-ray Absorption Fine Structure (EXAFS). 

Synchrotron radiation, as the prime source for ultrafast x-ray studies performed, is 

introduced in chapter 3. Laser pump x-ray probe experiments with time resolution of 100 

picoseconds and 250 femtoseconds are described in this chapter as well. A description for the 

all-optical pump-probe setup is also included.  

Chapter 4 presents the structural analysis of the solvation shell around the reactant aqueous 

iodide. Assessment of the theoretical solvent structure derived from classical molecular 

dynamics (MD), quantum mechanics/molecular mechanics (QM/MM) and density functional 

theory (DFT) simulations are carried out by comparing the theoretical EXAFS signal with the 

static experiment. A fit of the experimental EXAFS data at L3 edge is performed to yield a 

refined radial distribution function of the solvation shell. 

Chapter 5 presents our studies on time-resolved optical spectroscopy of aqueous iodide. 

Results for one and multiphoton excitation are analyzed and discussed. 

  Chapter 6 and 7 reports time-resolved XAS with picoseconds and femtosecond time 

resolution, respectively. The solvent cage structure after 50 ps is determined. The electronic 

structure of iodine on the femtosecond time-scale is presented and discussed.  
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A summary of this work and an outlook on future experiments conclude this dissertation. 

The readers can find supplemental information on structural analysis of static and time-resolved 

x-ray data in the Appendix. 
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Chapter 2 X‐ray Absorption Spectroscopy Theory 

2.1   Introduction to X‐ray Absorption Spectroscopy 

X-ray Absorption Spectroscopy (XAS) measures the probability as a function of photon 

energy that an x-ray photon incident upon a sample will be absorbed by that sample. In the 

experiment, the energy of the incident beam of photons is changed monotonically in discrete 

steps, while a signal proportional to the absorption cross section is measured 33,34. The outcome 

of such XAS experiment delivers the characteristic x-ray absorption spectrum (Fig. 2.1), where 

the variation of the absorption coefficient shows several general features  35: 

 

1. An overall decrease in x-ray absorption with increasing energy. This feature is 

illustrative of the well-known quantum-mechanical phenomenon of x-ray absorption 

by atoms 36. 

2. The presence of saw-tooth-like features with a sharp rise at discrete energies, called 

absorption edges. The energetic positions of these features are unique for a given 

absorbing element. They occur near the ionization energy of inner shell electrons and 

Fig. 2.1: Variation of the atomic x‐ray absorption coefficient as a function of the photon energy. The characteristic saw‐tooth‐
like features with a sudden increase of the absorption at certain energies represent the absorption edges. 
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also contain spectral features due to bound-bound and bound-continuum transitions. 

The absorption edges are related to the transitions from a particular atomic core-

orbital to the free continuum (ionization of core orbitals, Fig. 2.2), but also include 

transitions to unoccupied bound levels just below the ionization limit.  

3. When increasing the energy above an absorption edge, a weak (typically a few % of 

the absorption edge jump) oscillatory fine structure appears for molecules and solids 

that modulate the otherwise smooth absorption profile. This feature, absent for single 

atoms in the gas phase (and in Fig. 2.1), contains detailed structural information such 

as interatomic distances and coordination numbers. 

 

 

2 s
1/2

2 p
3/2

2 p
1/2

1 s
1/2

L

K

III

II

I

I

Continuum

Fig.  2.2:  Transitions  resulting  from  the  absorption  of  an  x‐ray  photon  by  the  deep‐core  electron.  The  ionized 
photoelectron can be excited to either higher‐lying unoccupied state or into the continuum. Here the transitions are
shown  for all possible 1s and 2p  core excitations, which according  to nomenclature are  called K and  L absorption 
edges. 
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The nomenclature for x-ray absorption features reflects the core orbital, from which the 

absorption originates. In Fig. 2.2, the two innermost core orbitals are shown, namely the K and L 

shells and the characteristic transitions to the continuum states are indicated. For example, K 

edges refer to transitions from the innermost n=1(n: principle quantum number) electron orbital 

(thus the K edge involves 1s electron), whereas L edges refer to the n=2 absorbing electrons (L1 

to 2s, L2 to 2p1/2, and L3 to 2p3/2 orbitals), to the corresponding higher-lying bound core shells 

and continuum states. The transitions are always referred to unoccupied states, i.e., to states 

with an electron above the Fermi energy Ef, leaving behind a core hole, and absorption features 

may appear just below the edge, which correspond to transitions to bound unoccupied levels 

just below the ionization limit. Above the ionization limit, the excited electron is considered as 

a photoelectron, and depending on its kinetic energy, it can propagate more or less freely 

through the material. The photoelectron propagation can be approximated by a spherical wave 

with a wavelength 
2

k

  , k being the photoelectron wave vector. The photoelectron wave 

vector can then be calculated via 37,38:    

Fig.  2.3:  The  L3‐edge  x‐ray  absorption  spectrum  of  a  aqueous  iodide  in  water.  Here  the  division  into  the  two
characteristic spectral regions, namely XANES and EXAFS,  is  indicated with a vertical  line at ~4560 eV. The horizontal
dashed  line marks the atomic‐background  intensity µ0 used  in the normalization of XAS spectra (the total edge  jump
equals to 1). 
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 (2.1) 

When zooming into the vicinity of one of the absorption edges shown in Fig.  2.1, a fine 

structure of the spectrum can be seen (Fig. 2.3). The XAS spectrum is typically divided into two 

regions, the x-ray absorption near edge structure (XANES) and the extended x-ray absorption 

fine structure (EXAFS) 34,39. The transition energy between these two regions lies typically 

around a few tens of eV above the absorption edge, but this distinction is somewhat arbitrary 

and the two regions generally overlap. In Fig. 2.3, the L3-edge XAS spectrum of aqueous iodide 

is shown. 

2.1.1   XANES spectrum 

The XANES part of the XAS spectrum depicted in Fig. 2.3 can be defined as the initial ca. 

20-50 eV above the absorption edge (ca. 4560 eV). It contains information about both the 

electronic and the molecular structure of the system of interest 39,40. Indeed, it has been shown 

that XANES is in part determined by the geometrical arrangements of the atoms in a local 

cluster around the x-ray absorber in biological systems 41, on surfaces 42 and in both solid and 

liquid samples 43. This originates from the complicated electron scattering geometries found at 

these energies and is referred to as the multiple scattering (MS) of the excited photoelectron 

(Fig. 2.4). Note that at low energies above the absorption edge, the photoelectron wavelength λe, 

related to its kinetic energy (and thus its momentum k) via de Broglie's relation 36: 
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m k m E


 

  





 (2.2) 

is thus much larger than at higher energies in the so called EXAFS region 44 (see below in 

Section 2.1.2). It implies that the photoelectron can scatter off nearly all atoms present in the 

molecular cluster over various different scattering paths. As the λe decreases (at higher 

photoelectron's Ekin in the EXAFS range), the single scattering (SS) events between selected 

pairs of atoms dominate the process, although the MS is still present and should be accounted 

for in the proper description of EXAFS.  
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The absorption resonances encountered in the XANES region, in particular in the first 10 eV 

energy range above the absorption threshold (which often lies a few eV below the ionization 

threshold of a given shell), have a physical origin, which is different for different classes of 

materials: it is dominated by the transitions to bound valence states or quasibound states (so-

called shape resonances in molecules), core excitons in ionic crystals, unoccupied local 

electronic states in metals and insulators, etc. These are the states that bind the systems together 

in molecules and solids and determine their electronic structure. Therefore a careful analysis of 

this energy range delivers valuable information about the electronic landscape of the 

unoccupied valence shells in molecules (which are those that determine the chemical reactivity) 

and unoccupied density of states in solids 45. In addition, the energies and intensities of the 

transitions to these states reflect the valency of the involved ions, which may change for 

different molecular symmetries or local bonding around the absorber and following the charge 

transfer reactions (i.e. oxidation state induced shift due to photoinduced electron transfer) and 

therefore are monitored in the XANES spectra.  

Multiple ScatteringSingle Scattering

�
ELECTRON

�
X-RAY

Fig.  2.4:  Photoelectron  wave  scattering  in  the  case  of  EXAFS  (single  scattering)  and  XANES  (multiple  scattering).    The
interference between  the outgoing and  the backscattered waves  reflects  the  local geometric arrangement of  the nearest
neighbor atoms (grey spheres) around the absorber (black sphere) 

124. 
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It has been shown for several molecular and crystalline systems that the effective charge of 

the atom can be measured by means of the so called valence shift of the core level binding 

energy 46,47,48,49. Due to a weak but non-zero overlap of the core levels with valence shells, the 

ionization threshold and low-energy MS resonances change with the charge state of the 

absorber and affects the observed transition energies and intensities in the XANES region. The 

quantitative analysis of these effects is rather involved as the corresponding XANES absorption 

features are in addition strongly influenced by the local surroundings environment (eg. ligand 

system and their bondings to the absorbing central atom), also giving rise to the so called 

chemical shift 50,51,52 

Furthermore, since the XANES transitions are subject to the same selection rules as optical 

transitions, the partial relaxation of these rules yields the information about the local symmetry 

around the absorber, which may manifest itself in the XANES region by the enhancement of 

formally-forbidden transitions as the case of [FeII(bpy)3]
2+  53. At higher energies (just above 

the ionization limit), the XANES spectra are largely dominated by the aforementioned MS 

events 54,55,52. The shape of XANES spectra concerning the number of MS resonances and their 

relative intensities is rather similar for each type of molecular symmetry 52,54,56. Therefore, 

XANES features are considered to be very sensitive to small changes of the local molecular 

geometry  57 and can even couple to nuclear motion 58,59. In several studies, it has been reported 

that the local geometry of a molecule can easily be recognized by the shape of its XANES 

spectrum, and the corresponding energies of the MS features were found to be strongly 

correlated to the interatomic distances 60,61,62. Furthermore, the spectra of K edges are different 

from those of L2,3 edges (see Fig. 2.2), since K shells release s-electrons and L2 and L3 shells 

release p-electrons. 
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2.1.2  EXAFS spectrum 

The EXAFS region covers the high-energy continuum above the ionization threshold (above 

4560 eV for the spectrum shown in Fig. 2.3). It is dominated by an oscillatory pattern, which can 

be related to the photoelectron single scattering events with the neighboring atoms 44. In this 

regime, the photoelectron states can approximated with spherical waves. 

 

 

 

The oscillatory structure is due to the interference between the outgoing photoelectron wave 

and the wave scattered back at neighboring atoms (see Fig. 2.5). Therefore, it does not exist in 

the case of the isolated atom (Fig. 2.5 a). The oscillatory pattern superimposed onto the gas-

phase (or atomic-like) background absorption spectrum is referred to as the x-ray absorption 

fine structure (XAFS) and it includes both the XANES and EXAFS regions. As the 

photoelectron wavelength λ decreases with increasing photoelectron kinetic energy, at 

sufficiently high energies the electron scattering is such that the only significant contributions 

Fig. 2.5: The photoelectron scattering off the neighboring atoms causes the characteristic oscillatory pattern (the so called
X‐ray  Absorption  Fine  Structure)  in  the  EXAFS  region  of  the  x‐ray  absorption  spectra  (b).  In  the  absence  of  the
surrounding atoms(a)the absorption coefficient reflects only the atomic‐background  absorption (gas‐phase spectrum) of
the isolated absorber atom. The figure is taken from Ref. 125 
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to the final state wave function in the vicinity of the absorbing atom comes from paths in which 

the electron is scattered only once (SS events, Fig. 2.4), since MS probabilities decrease stronger 

with increasing energy 44,63. The photoelectron spherical wave emitted from the core-excited 

absorber is damped out rapidly due to inelastic losses caused by the extended valence orbitals 

of the nearby-lying atoms, and can be approximated by its mean-free path λ. The fact that 

multiple-scattering events can be neglected allows a straight forward analysis of the local 

structure via the analysis of the data by a simple Fourier transformation 64. For this purpose one 

generates a normalized XAS spectrum (normalized to the absorption edge jump 0 ( )E  under 

consideration), which is defined as the normalized oscillatory part of ( )E  (the absorption 

coefficient), i.e., the EXAFS, via: 
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where 0 ( )E corresponds to the atomic-like background underlying the EXAFS pattern (see 

Fig. 2.5a) and 0 ( )E being the normalization factor corresponding to the absorption edge jump 

(a step-function-like sudden increase of the net absorption coefficient at the ionization 

threshold). At this point, it is convenient to switch from energy space to photoelectron 

wavevector space, so called k-space, in order to describe the interference effects in electron 

scattering. Using Eq. 2.1 and 2.3, we can generate ( )k from the experimental data. This can 

be interpreted with the so-called EXAFS equation: 
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         (2.4) 

which is the standard EXAFS description proposed by D. Sayers et al. in Ref.  64. The structural 

parameters, for which the subscript i refers to the subgroup of iN  atoms with identical 

structural properties, e.g., (a) bond distance Ri and chemical  nature, (b) the coordination 

number (or number of equivalent scatterers) iN , and (c) the temperature-dependent root mean 

square fluctuations in bond length 2
i , which should also includes effects due to structural 

disorder. Furthermore, ( )( ) ( ) i k
i if k f k e  stands for the backscattering amplitude, c is the 
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central-atom partial-wave phase shift of the final state, ( )k  is the energy-dependent 

photoelectron mean free path (not to be confused with photoelectron's de Broglie wavelength 

e , and 2
0S  is the overall amplitude reduction factor. Although the original EXAFS formula 

was derived to account for SS events from neighboring atomic shells only, the same 

phenomenological description can be used to represent the contribution from iN  equivalent MS 

contributions of total path length 2R  35,65. In relation to the structural analysis, the EXAFS 

description provided by Eq. 2.4 includes the most relevant and essential parameters required for 

fitting the local atomic structure around the absorbing atom from the measured EXAFS 66,67. 

The dependence of the oscillatory structure on interatomic distance and energy is described by 

the sin(2 )kR term in Eq. 2.4. Fig. 2.6 shows this oscillatory part for an example of two nearest-

neighbor distances R2 < R1. 

 

 

It is clear that the ( )k oscillations for two different distances show different periods (Fig. 

2.6) in k-space (and thus energy space) with respect to both distances, which can be directly 

1/2
kinE  

Fig. 2.6: The characteristic oscillations of  the EXAFS  function  ( )k   (obtained via Eq. 2.4)    in photoelectron wave vector 

space (k‐space) are the measure of the  interatomic bond distance between the absorber an the nearest neighbors R1. The 

observed shifts of  ( )k  will reflect the bond length changes as shown here in the case of bond contraction R2 < R1. Source: 
88 
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linked to different interatomic distances from R1 to R2 (≤ R1) and such shifts are often observed 

in EXAFS spectra of two distinct chemical species (i.e. the ground and excited states of a 

complex). The decrease of the photoelectron wave amplitude due to the mean free path and 

finite lifetime (including the ultrashort core-hole lifetime) of the electron is captured by the 

exponential term 2 / ( )iR ke  . This factor is largely responsible for the relatively short range 

probed in an EXAFS experiment (up to a few tens of angstroms at most). The strength of the 

reflected interfering waves depends on the type and number of neighboring atoms and is 

governed by the backscattering amplitude ( )if k  and hence is primarily responsible for the 

intensity of the EXAFS signal. Other factors, namely, the spherical-wave factors (1/kR2) and 

mean-free path terms, appear secondary but are important for a quantitative description of the 

EXAFS amplitude. The phase factor arg ( )f k   reflects the quantum mechanical wavelike 

nature of the backscattering process. A somewhat larger contribution to the overall phase is 

given by the phase shift 2 c  at the position of the absorbing atom, since the photoelectron 

encounters the potential created by this atom twice. These phase shifts account for the 

difference between the measured and geometrical interatomic distances, which is typically a 

few tenths of an angstrom and must be corrected by either a theoretical or an experimental 

reference standard. Another exponential term 
2 22 i ke  , present in Eq. 2.4, accounts for the 

Debye-Waller (DW) broadening to a good approximation, is partly due to thermal effects, 

which cause the atoms to fluctuate around their equilibrium atomic positions. This small jitter 

in their positions smears out the otherwise sharp interference pattern of the rapidly varying 

sin(2kR) term with increasing k. The effects of structural disorder are similar and they give an 

additive contribution to 2
i . In the case of asymmetric distribution of distances within a 

scattering shell (large anharmonicity), a cumulant expansion of the EXAFS equation may 

include the higher orders of 2
i  within the DW factor (i.e. 4

i etc.) and the total phase of the 

EXAFS function 34. In any case, the DW effect seems more pronounced at shorter 

photoelectron wavelengths, and hence it terminates the EXAFS at sufficiently large energy 

beyond k~1/σ, which is typically around 10-1Å. Finally, 2
0S is a many-body effect due to the 

relaxation of the system in response to the creation of the core hole 68. It is usually 

approximated by a constant, which phenomenologically accounts for inelastic losses upon the 

creation of the photoelectron. The origin of such losses is related to multiple electronic 
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excitations of other electrons in the surroundings of the absorber. A photoelectron (thus with 

excess of kinetic energy) can excite some passive electrons in the valence shells to either a 

higher-lying bound state (shake-up process) or to continuum state (shake-off process) 34. In 

consequence, the loss of the kinetic energy in the excitation process will shift the phase of the 

corresponding EXAFS oscillation and may result in an altered interference condition, which in 

turn affects the measured EXAFS amplitude.  

2.1.3   EXAFS analysis for liquid 

Unlike crystalline or ordered molecular systems, where the structure can be precisely 

determined (eg. via XRD), the ensemble structure of a disordered system such as liquids, 

glasses and gas phase is described by pair radial distribution function. The measured EXAFS 

signal, ( )k , is dominated by single scattering from neighboring atoms to absorbers. Thus, 

in multi component case the EXAFS signal at an edge of absorber  , ( )k , is given by the 

sum of contributions from all species   integrated over the corresponding partial radial 

distribution function 24 ( )r g r   (   being average atomic density of specie  , ( )g r  

being radial distribution function of species  with respect to species  ) 

 
2 (2)
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( ) 4 ( ) ( , )k r g r k r dr   


  

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where (2) ( , )k r  is the pair signal which can be approximated based on single-scattering 

expression and being rewritten as 69: 

 
(2)

4( , ) ( , ) sin(2 ( , ) ( )k r A k r kr k r O        (2.6) 

where ( , )A k r  and ( , )k r  are amplitude and phase shift function. The later function is 

roughly proportional to k as ( , ) ~ 2k r ka  , a being a constant within 0.3-0.4 Å, responsible 

for the shift of the peaks of the Fourier transform of EXAFS spectrum with respect to the actual 

position. The amplitude function ( , )A k r includes the functional dependence of the back-
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scattering amplitude and the effect of inelastic losses, resulting in a roughly exponential 

decrease with r. This explains the short range order structural sensitivity of EXAFS. In reality 

the upper integration of Eq. 2.5 is 6-10 Å. Eq. 2.5 is widely used for calculation of the EXAFS 

signal for a simulated radial distribution of nearest neighbor 70,71,72. This approach has also been 

applied to assess the validity of QM/MM, CMD and DFT simulation, as reported in the paper 

attached to chapter 4. 

In principle, one can derive information of the radial distribution function from the 

measured EXAFS signal. This strategy has been developed and employed by Filipponi and 

D’Angelo for disordered system such as liquids and glasses 73,74. The success of this method 

stems from the ability to model a correct shape of the distribution and from the availability of 

EXAFS equations to calculate the ensemble average of the EXAFS signal over that particular 

distribution. A four-parameter model function based on a Gamma-like function is suitable to 

mimic an asymmetric bond-length distribution 75. The probability of finding one atom at 

distance r from the absorber is given by: 
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 (2.7) 

which is valid for ( ) 2r R    (with ( ) 0p r  ). ( )p  is Euler’s Gamma function, 

calculated for 24 /   and defined on the positive real axis. R , 2 and  are the three 

distribution parameters representing the average distance, variance and skewness of the 

distribution, respectively. A fourth multiplicative parameter N can be introduced to represent 

the average coordination number. The function ( )Np r takes the role of 24 ( )r g r in Eq. 2.5. 

Eq. 2.7 is valid for positive and negative  , in the limit 0  the equation merges in to a 

Gaussian distribution. Therefore, it is a useful model function when the asymmetry has to be 

fitted as well. In comparison to MD simulations, Eq. 2.7 is a reasonably accurate model of bond 

length distribution in solids and liquids.  

The parameters of Eq. 2.7 show a strong correlation, and a similar fit goodness can be 

archived using very different parameters choices. It is clear that the use of additional 
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information on a system to deliver physical constraints is important. A fundamental constraint 

is the symmetry upon exchange of atomic type ( ) ( )g r g r  . In the peak fitting approach 

this results in a coordination number constraint. By defining the coordination number of species 

  round  as ~ ( )N g r   we get N N   in other word the coordination number of 

mixed bond seen from the two atomic sites at different ends must scale as the number density 

of the neighbor type atoms. In peak fitting approach the initial parameters for g(r) are set based 

on a decomposition of a theoretical g(r). Since the g(r) of liquids is rather broad, it is necessary 

to decompose it into one (or more) short-range peaks and a long-range tail function gt(r). While 

the parameters of peak functions are refined, the EXAFS contribution of tail g(r) is kept fixed. 

It is important to establish constraints between parameters of the peak functions. Based on a 

concept of diffraction signal S(k), where the signal is a constant when 0k  , one can derive a 

constraint for zero-order (or even higher) of ( )S k  74: 
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which corresponds to 

 2 2

0
4 ( ) 0mr g r

     (2.9) 

The decomposition of g(r) can be rewritten as: 

 2 2 2 2
1 1 1 1 1 2 2 2 2 24 ( ) ( , , ) ( , , ) 4 ( )tr g r N p r R N p r R r g r           (2.10) 

The refinement of the peak parameters is then performed with the following constraints, resulting 

from Eq. 2.9 for m=0 and m=1: 
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where totN and 2
totM  are the total coordination number and the total second moment of the matter 

distribution about r=0 associated with the two short-range peaks. 

The constraints still allow for a redistribution of the coordination environment around the 

photoabsorber but prevent the fit from assuming unphysical values. In a two-peaks plus a tail 

model with the constraints the number of free parameters is six. The method has been 

successfully used for several liquid systems 73,75,76 and should be generalized for peak fitting 

approach in EXAFS data analysis for disordered system. This strategy is applied for EXAFS 

analysis for iodide as presented in chapter 4. 

2.2   Basic Principles of Multiple Scattering Theory 

The multiple scattering (MS) theory, in general terms, describes the transport of particles 

interacting with a host medium through various processes of scattering, absorption and 

emission, the first-mentioned being the most important and significant one. In the particular 

case of the XAS phenomenon 35,77,78,79, the MS theory describes the propagation of the 

photoelectrons and the scattering events that a photoexcited core electron undergoes, once it is 

ionized from the absorbing atom and escapes with sufficient kinetic energy from the atom. The 

presence of the surrounding atoms (including their electronic clouds) cause the photoelectron to 

move on "bent" trajectories and to scatter (eg. backwards) onto the absorber and thus a 

quantum interference effect of both the outgoing and returning waves occurs. In plain words, 

one can think of an XAS experiment as of an interferogram of the atomic environment around 

the absorber. 

2.2.1   Understanding XAS Phenomenon within MS Theory 

The mathematical description of the XAS phenomenon is quite involved, therefore it will be 

limited here to its most fundamental aspects  35,77,78. As mentioned above, the x-ray absorption 

process involves the photoionization of a core electron, creating a core-hole state, and the 

excitation of the photoelectron to either higher-lying unoccupied states (below the ionization 
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limit) or continuum states above the ionization threshold. In a one-electron picture, within the 

dipole approximation, XAS measures the dipole-mediated transition of a deep core electron i  

of the absorbing atom into an unoccupied final state f . The probability for such a transition 

is described by Fermi's Golden Rule 34: 

 
2

( ) ( )
f FE E

f
f

E f r i E E  


  


 (2.12) 

where  r 


 is the dipole operator for the incident electromagnetic wave interacting with the 

atom and the summation extends over all the energies above the Fermi energy Ef. The deep 

core initial state i  is usually the1s (K-edges), 2s or 2p state (L-edges), although transitions 

from higher lying core levels (N, M, etc.) are also regularly measured. The XAS description is 

based on the accurate representation of the quantum interference of these two states using Eq. 

2.12. In addition, the integral included in Eq. 2.12 applies to a product of electron 

wavefunctions, where the initial state can be approximated, to a good extent, as an extremely 

localized state around the absorber nucleus (and thus the dipole approximation is well-

justified), whereas the final state contains a mixture of outgoing and back-scattered electron 

waves. Therefore, the absorption coefficient ( )E  in Eq. 2.12 will be mainly affected by the 

interference pattern at the center of the absorbing atom. One can distinguish two general 

strategies to solve Eq. 2.12. The first one consists of an accurate representation of both the 

initial core state i , the presence of a deep-core hole, and the final state f , followed by an 

explicit evaluation of the integral implied by Fermi's Golden Rule. This strategy, in general 

terms, is the approach taken by molecular orbital (MO) theory 80,81. 

The second approach uses the MS theory to rewrite Eq. 2.12 in terms of Green's functions  
35,82. In this case, we consider a flat interstitial potential Vint due to the system of ions and 

electrons in a given system (region II in Fig. 2.7a). The ions are the scattering sites of potential 

V . The total Hamiltonian of such a system can be expressed as 0 intH H V V   . The 

scattering atomic potentials 0H are approximated with spherically symmetric Coulomb-type 

potentials embedded within the interstitial potential intV (region I in Fig.  2.7a). This 
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approximation is called muffin-tin (MT) potential approximation. Within the MT 

approximation, the electron wavefunction can be expressed by spherical harmonics within the 

MT potential with additional radially-dependent part, which extends into the intV  region. The 

outer region (region III in Fig.  2.7a) sets the specific boundary conditions onto the electron 

wavefunction acting within the cluster sketched in Fig. 2.7a. 

 

 

 

In Fig.  2.7b, a two-dimensional drawing of the potential energy landscape within the MT 

approximation is illustrated. Here, only the regions I and II of Fig. 2.7b are depicted in order to 

highlight the truncation (approximation) effect of the flat interstitial potential intV  superimposed 

onto the spherically-symmetric atomic potentials. Using the total Hamiltonian H, the one-

particle Green's function can be written as ( ) 1 / ( )E E H i    (where   is the net lifetime 

of the core-hole state including the effects of both intrinsic and extrinsic losses)  35. The Eq. 

Fig. 2.7: Schematic representation of the muffin‐tin potentials. In (a) the top‐view of a MT potential energy surface  is 
shown,  indicating  the  three  characteristic  regions  used  in  their  construction.    The  region  I  describes  the  atomic
potentials, embedded into a flat interstitial region II and surrounded by the outer region III, which provides the suitable 
boundary conditions for the photoelectron wavefunction.  In (b), a 3D sketch of the MT potential energy  landscape  is
displayed. The effect of the flat interstices is clearly visible. Taken from Ref. 35 
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2.12 can be then rewritten, using the operator form of this Green's function, ( )
f

f E f    

77, as: 

  *1
( ) Im ( ) ( )fE i r E r i E E  


    

 
  (2.13) 

where ( )fE E   is the Heaviside step function to assure that the absorption cross section is 

non-zero only above the Fermi energy Ef. In this representation, ( )E , is the full one-electron 

propagator in the presence of the scattering potential. At this point, the MS expansion can be 

derived by expanding the Green's function to a Dyson series, 0 0 0 ...G G TG   , where 0G  

is the free-electron propagator, ( ) 1 / ( )E E H i    and T V V T   is the full atomic 

scattering matrix  83,84. The T-matrix can be expressed in terms of the single site scattering 

matrices t by: 

 0 0 0 ...T t tG t tG tG t     (2.14) 

Dyson equation is then solved using Eq. 2.14, which is recognized as the Taylor expansion: 

 0 0 0 0 0 0 ...G G tG G tG tG     (2.15) 

 0 1 0(1 )G t G   (2.16) 

The MS fine structure can then be obtained by taking an appropriate trace over the matrix 
, which includes all those elements of   corresponding to the absorbing atom and the angular 

momentum of the photoelectron final state. 

2.3  Conclusions 

In the scope of the scattering theory, we can conclude that at high energies the scattering of 

excited electrons is weak, such that the only significant contributions to the final state wave 

function in the vicinity of the absorbing atom come from paths in which the electron is 

scattered only once (EXAFS). However, when lowering the photoelectron energy into the 

XANES region, MS becomes more and more dominant. It appears from the above that because 

MS is sensitive to multiatomic correlations, it delivers information not only on the radial 
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distances of the surrounding atoms but also on their orientations relative to one another, 

including bond angles. In comparison, EXAFS mainly delivers the pair correlation function 

(i.e. RDF) and the mean displacement. In summary, direct structural information can be 

extracted from XANES, which, like EXAFS, is due to scattering of the photoexcited electron 

by neighboring atoms. However, while for EXAFS the theory is straightforward and easy to 

handle, XANES requires more elaborate theories beyond one-electron theories. Furthermore, 

multielectronic interactions complicate matters and their theoretical treatment is specific for 

each class of atom and requires introducing spin-orbit effects, crystal-field effects, and 

multiplet effects that originate from two-electron Coulomb and exchange interaction between 

electrons from different orbitals. These, combined with the overlapping contributions that occur 

in the XANES, have delayed its use as a structural technique compared to EXAFS. Up to date, 

it is mainly used to deduce the electronic structure of various systems. Only very recently, the 

first quantitative treatment of the XANES spectra, within the so called full MS theory, has 

delivered the structural details on a comparable level to the EXAFS analysis. 

To summarize, XAS offers the following advantages as a spectroscopic technique for the 

analysis of geometric structures: 

 It can be implemented in any type of media: gases, liquids, and solids (amorphous or 

ordered) 

 It is highly selective, since one can interrogate one type of atom specifically, e.g., the 

central        atom of a given solute inside a bath of solvent species by simply tuning 

into its characteristic absorption edge. 

 It probes mainly the local structure around the atom of interest, which is fine for 

ultrafast processes, since short time scales correspond to short distance scales, i.e., on 

the femtosecond time scale the evolving chemical reaction affects only nearest 

neighboring atoms. 

 It delivers both electronic and structural information. This is essential in chemistry, 

as it is the     electronic structure changes that drive the nuclear dynamics (at least in 

a Born-Oppenheimer regime). 

 The precision of structural determination by EXAFS is on the order of 10-2-10-3 Å, 

which is excellent for observing the transient structures of reaction intermediates. 
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All these advantages are particularly attractive for the study of dynamical processes in 

chemistry, biology, and material science and call for the extension of XAS to the ultrashort 

time domain. 
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Chapter 3 Experimental Method 

3.1 Synchrotron Radiation Source 

A synchrotron is a charged-particle accelerator in which the particle is accelerated by an 

electric field. Its orbital path (radius) is kept constant by a synchronously ramped magnetic 

field to compensate for the relativistic increase in particle mass. During acceleration, the 

particle approaches rapidly the speed of light. 

 The term synchrotron nowadays describes a large scale facility, which produces light from 

the infrared to extremely hard x-rays. Such a facility usually comprises of 3 main elements (Fig. 

3.1): 1) A linear accelerator which yields ~100 MeV kinetic energy over a short path. 2) The 

booster is a circular shaped accelerator (270 m circumference for the SLS), which delivers the 

composite word “synchrotron” (synchronous cyclotron). The electrons entering the booster are 

already ultra-relativistic and have a speed very close to that of light. When the electrons are 

further accelerated by electric fields, they no longer gain considerable speed, but rather mass 

via 0

21 ( / )
r

m
m

v c



. Thus the Lorentz force by the bending magnets LF e v B  

 
need to 

compensate the centrifugal force 
2

r
C

m v
F

r
  and this requires synchronous increasing of the 

magnetic field (B), as the mass rm increases with kinetic energy. 3) Finally, inside the storage 

ring, magnetic fields are kept constant again, and only a modest acceleration in the RF cavity is 

used to compensate for energy losses due to emission of radiation. The electrons in the SLS 

storage ring reach 2.4 GeV kinetic energy.   

The SLS storage ring has a circumference of 288m, with a total of 12 straight sections, with 

different lengths of 4m, 7m and 11m, accommodating different insertion devices. There are a 

large number of dipole magnets (330 in total at the SLS) and a repetitive structure of quadro-

and sextupoles, which are used to steer the electron beam as well as to maintain a small 

emittance. Special attention was paid to the high vacuum system to keep the beam losses due to 

collision with residual gas as small as possible. However, the number of stored electrons still 

decreases due to electron-electron collisions, Touschek-scattering 85. This requires a new 

electron injection that adds new electrons to the remaining stored electron beam. The injection 
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is handled in the so-called top-up mode, and occurs periodically every few minutes. During the 

circulation, the accelerated electron emits radiation, thus losing its kinetic energy. An RF 

cavity, operated at 500 MHz, is used to compensate for the electron energy losses due to 

emission. The storage ring has a very complex diagnostic system, including correctors and orbit 

feedbacks to keep track of the electron beam and control its position to within 1μm. This 

guarantees a very high stability of the emitted radiation on the samples. 
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Fig. 3.1: Layout of a modern synchrotron (Australian synchrotron is illustrated). The key elements include: 1: electron gun, 2:
linac, 3: booster ring, 4: storage ring, 5: beamline, and 6: experimental endstations. Source: 126. 
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3.2  Bend Magnet and Undulator Radiation. 

The electron circulates inside the storage ring in a well defined orbit, which is maintained by 

magnetic field force from bending magnets. These magnets exert transverse acceleration onto 

the electron beam, causing them to radiate electromagnetic waves. Another way of causing 

electrons to radiate is by letting them traverse an undulator, which consists of several periodic 

magnets of opposite polarity. The electron beam is transversely “wiggled” through the 

undulator gap. By wiggling the velocity of the electron beam is accelerated in a sinusoidal path 

and emits electromagnetic radiation. The physics of synchrotron radiation can be understood 

using Maxwell’s equation including relativistic and Doppler effects 86. The properties of bend 

magnet and undulator radiation are discussed below. 

3.2.1  Bend Magnet 

A charged particle constrained to move on a curved path experiences a centripetal 

acceleration. Due to this acceleration, the particle radiates electro-magnetic wave. A non-

relativistic particle emits radiation primarily at its frequency of revolution, with the 

characteristic pattern shown in Fig. 3.2a. However, as the speed of the particle approaches the 

speed of light, the angular distribution is distorted by relativistic effects and changes to a 

narrow cone of radiation in the forward direction with an angular spread θ~1/γ where γ is the 

Lorentz factor 
2

1

1 ( / )v c
 


 (Fig.  3.2b). The SR resulting from a bending magnet is thus 

emitted tangentially to the electron orbit with a smaller divergence of 1 /   in the vertical 

direction. The peak emission in the laboratory frame, taking into account the relativistic and 

Doppler effects, can be expressed as 86 
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where c, m0, e and B are speed of light, electron rest mass and the dipole magnetic field, 

respectively.  Each electron may be seen as a rotating searchlight. Once passing through the 

bending magnet, it illuminates the beamline for a very short time, thus this leads to a large 

wavelength bandwidth according to the Fourier-theorem. As a result of the relativistic and 

Doppler effects, the SR from bend magnets has an interesting relation between the emitted 

wavelength and bandwidth,    , where  and  are peak and bandwidth wavelength, 

respectively. So, the emission spectrum of SR is characterized by a single parameter, the 

wavelength. This parameter is dependent on the electron energy and strength of the magnetic 

field.  
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(a)  (b) 

Θ~1/γ 

Fig. 3.2: The radiation pattern of (a) a charged particle moves in a circular trajectory at non‐relativistic speed and (b) at 
relativistic speed. Adapted from  Ref. 127 

γ
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3.2.2  Undulator and wiggler radiation 

While bend magnets exists in both 2nd and 3rd generation synchrotrons, undulators have only 

been introduced to 3rd generation storage rings. Undulators are the most powerful generators of 

synchrotron radiation at storage rings. They consist of periodic dipole magnets generating an 

alternating static magnetic field which deflects the electron beam sinusoidally. When the 

electrons move in an undulator period of λu, each period generates a radiation cone which 

overlaps in a way that they interfere, giving the radiation special properties. The radiation from 

an undulator can be considered analogous to diffraction from a grating. In the electron 

coordinate, the radiation wavelength is the period of the undulator, λu, when translated into the 

laboratory frame this wavelength undergoes a Lorentz contraction and Doppler effects. In total 

the wavelength is 
22

u


   86 . 

 An important parameter describing the electron motion within the periodic magnetic field of 

an insertion device is the deflection parameter K given by 87: 
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(3.2) 

The maximum angular deflection of electron motion, in term of K, is equal to /K  . For 

K≤1 the insertion device is defined as an undulator meaning the radiation from adjacent periods 

will interfere coherently and behave like a diffraction grating. For the first harmonic 86:  

 
1

N





  (3.3) 

where N is number of periods. For harmonic of n order, the undulator spectrum is given by 88: 
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(3.4) 

An example of an undulator spectrum is illustrated in Fig.  3.3a. The wavelength can be 

shifted by changing the gap of the undulator which varies the magnetic field  providing a 

tunable source over an extended spectral range.  

Another type of insertion device for x-ray radiation is wiggler (Fig.  3.3b). Wiggler has 

similar design as undulator, but longer period of magnet dipole. Wiggler synchrotron radiation 

is similar to that produced by bend magnet, but 2N times as intense due to repetitive electron 

bending over the length of a 2N pole wiggler. 
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a) 

b) 

Fig. 3.3: The radiation pattern of relativistic electron traversing an undulator (a) is similar to a diffraction pattern 86. b) sketch
of a wiggler and its continuous spectrum, which is analogous to that of bend magnet. The critical energy Ecritical is sometimes
defined as the max intensity, sometimes dividing the left and right regions into equally weighted regions. 
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3.3   Temporal Structure of Synchrotron Radiation  

The RF of the SLS storage ring has a frequency of 500 Mhz which creates sequential 

potential wells along the electron orbit, which can trap the electrons, generating electron 

buckets. The number of buckets depends on the circumference of the storage ring. The SLS 

fills 390 buckets out of a total of 480 at a round trip time of 960 ns. The electrons that are 

trapped in these buckets form electron bunches within a well-defined duration of 70 -100 ps. 

The separation between adjacent electron bunches is 2 ns (500 MHz). Since the storage ring is 

not completely filled there is an empty gap of 180 ns in the ring fill. This has proven its utility 

for removal of residual gas ions. These see an overall 1MHz alternating electric filed, which 

effectively swings them out of the electron orbit path, so that collisions (and thus charge 

removal) is reduced. However, this gap can be filled with an isolated bunch without hampering 

its ion-removal capacity. Fig.  3.4a shows the temporal structure of the SLS storage ring. Fig. 

3.4b,c are measured by an avalanche photodiode (APD) at the microXAS beamline. This 

electron bunch is used for time resolved investigations, as will be explained below. The total 

current stored in the ring is 400 mA which makes 1 mA for each bunch. The single bucket 

inside the gap can be filled up to 3-4 mA. This camshaft bunch allows time-resolved 

measurements to be performed and is a critical component to the laser-electron slicing 

technique. 

As previously mentioned, the stored beam gradually decreases due to Touschek scattering 

and due to collisions with residual gas ions. The beam lifetime inside a synchrotron is ca. 4-12 

hours depending on the storage ring current (which influences Touschek scattering rate). At 

SLS, a Touschek dominated beam lifetime of 3.5 h is estimated for the design current of 400 

mA in the presence of undulators with a minimum 4 mm gap size 89. Originally, this leads to 

repeated injections every 4-8 hours (depending on synchrotron) to maintain a high light 

intensity. Since a few years, it is now possible to frequently inject a small amount of electrons 

every 1-2 minutes, which effectively maintains a constant beam intensity. In this top-up mode, 

the current of each stored bunch is topped-up if it is lower than a set value, keeping the overall 

average ring current quasi constant over time. Three major demands for the bunch control in 

top-up mode are: precise timing system, flexible control system and sophisticated diagnostics. 

Fig.  3.5a exhibits the schematic of the control system. SR is collected by an avalanche 
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photodiode (APD). The output signal from the APD is directly connected to a fast digitizer. 

The digitizer is externally triggered by the rate of the ring revolution frequency. A VME (Versa 

Module Eurocard) crate contains all controls cards and implements algorithm written in low 

level software to process bunch pattern and control timing of Linac and pulsed magnet to inject 

the required current into desired buckets of the storage ring. Fig. 3.5b shows the flowchart of the 

filling algorithm software. After each top-up cycle, the injection stops, the time duration to the 

next top-up circle is calculated according to the beam lifetime, current deadband and integrated 

current. During this interval, the acquired filling pattern is averaged and processed to extract 

the relative charge for each bucket. The bucket number is then sorted from lowest to highest 

charge. Whenever the beam current is lower than limit, electrons will be injected to the bucket 

with lowest charge until the beam current is larger than low limit plus deadband, otherwise it 

continues to inject to the next lowest charges. This results in a flat filling pattern with charge 

fluctuation of only few percents from one bucket to another. The control is executed via the 

SLS network using EPICS software.       
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(a) 
(b) 

(c) 

Fig. 3.4: An example of  filling pattern of a modern 3rd generation  synchrotron, eg. The ALS or  the SLS,  is  shown.  (b)  the
resulting time structure of the emitted x‐ray will be determined by the particular electron bunch filling pattern of the storage
ring (here the SLS filling pattern is presented) (c) The zoomed region within the empty gap, where a single electron bunch is
located and emits a single x‐ray pulse used for time‐resolved experiment. Source: 88 
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(a) 

(b) 

Fig. 3.5: (a) Filling pattern feedback loop architecture, (b) algorithm flowchart.  Source: 128
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3.4  Static XAS measurement and microXAS beamline flux curve 

Static x-ray absorption of solvated iodide around the iodine L1 and L3 edges were measured 

at the Micro-XAS beamline at the Swiss Light Source. The experimental setup is shown in Fig. 

3.6. The sample is circulated by a free-flowing jet of 200 micron thickness tilted at 45°. This 

represents the condition used in the time-resolved XAS. The ring stores a current of 400mA 

giving a flux at sample position of around 1x1012 photons/s at L1 and L3 edges. The x-ray 

energy from the third harmonic of the U19 undulator can be tuned by a Si (111) double crystal 

monochromator, yielding an energy resolution of 0.8 eV at both edges. The beam is reshaped 

and attenuated with slits before passing through a pair of Kirkpatrick Baez (KB) mirrors which 

focuses the beam onto sample. Two ion chambers (Oxford Danfysik, 30 cm length, bias 1.2 

kV) filled with He measure the incoming and transmitted flux through the sample. The output 

current is amplified by a low noise current amplifier FEMTO DLPCA-200 with a typical gain 

of 106 to 109 V/A. The I0 ion chamber absorbs only 0.19% of the incoming flux giving rise to 

50nA at 5keV. The X-ray energy was calibrated with Ti and V foils, whose K edges were 

recorded and compared to the literature spectra. A 27-elements silicon detector (Ketex) was 

also implemented to record the x-ray fluorescence signal, but it did not produce as good S/N as 

in transmission mode. The edge jumps of both L1 and L3 edges of I are in agreement with 

calculations using the known cross sections (via XOP) 90. The absorption spectra were collected 

with an integration time of 10 s per data point giving a N/S (for the normalized spectra) of 

0.0025 and 0.001 at ΔE=250 eV at L1 and L3 edges, respectively. 

The X-ray beam travelling through the ionization chamber is partially absorbed by He gas, 

generating primary photoelectrons. The generated electron and positive He ion are accelerated 

toward the two statically biased electrodes, producing output current. From this current one can 

determine the incoming X-ray flux prior to the chamber by the following formula 91:   

 -19

I[A]x E [eV]
F[photons/s]

(1 T) x E[eV] x 1.6 10
I

   (3.5) 

where F is number of photon per second, T is transmission, EI is ionization potential of He, 

24.587eV, I is current in amperes. The number of electrons created by a single photon at energy 
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E is p=E/EI, from the measured current one can determine number of electrons per second, thus 

tracking back number of incident photons by dividing by p. The total incident number of 

photons is obtained by considering the absorption by the ion chamber. Fig. 3.7 shows the flux 

measurements at the three different harmonics in microXAS beamline. The dashed curve shows 

the calculated flux of the U19 undulator with a gap size of 7.5 mm, 400 mA storage ring 

current and 2.4 GeV electron beam. The black solid curve is the measurements performed 

around the 3rd (5.87 keV), 5th (9.79 keV) and 7th (13.73 keV) harmonics at 9 mm undulator gap 

at 350 mA storage ring current. The blue curve in the figure illustrates part of the micro-XAS 

beamline spectra extracted from the current on IC1. In this measurement, the undulator gap 

sizes are adjusted for maximum fluxes according to the incident x-ray energy. 
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Fig.  3.6:  A  typical  experimental  setup  for  static  XAS.  IC1  and  IC2  are  ion  chambers  that  measure  the  incoming  and
transmitted flux through the sample. The sample is circulated in a free flowing jet which is mounted in a motorized stage. 
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Fig.  3.7:  A  comparison  between  the  theoretical  (dashed  curve)  and  the  measured  flux  curves  without  undulator  gap
optimization (black solid curve) and with undulator gap optimization (blue solid curve) source: 88. 
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3.5   Femtosecond x‐ray generation using the synchrotron‐based laser‐

electron slicing technique 

Various efforts have started for building free electron laser (FEL) facilities, with the goal of 

producing wavelength in the Å range and pulse duration ~100 fs. Though such facilities 

provide high brightness (1020photon/pulse) and short pulse duration, the cost for building it is 

very high. Zholents et al  92 proposed a method for generation of femtosecond synchrotron x-

ray pulses using a femtosecond laser to modulate the energy of electron bunch, which was 

demonstrated by Schoenlein et al  93 at the ALS, and now has been implemented at BESSY and 

the SLS. Although the brightness of this fs x-ray source is much lower than that of future FELs, 

it offers comparable pulse duration and, more importantly, the system can be installed as an 

add-on at an existing synchrotron at a much lower cost than FEL. This fascinating add-on has 

been installed at the SLS by the FEMTO group using the microXAS beamline as an extraction 

path for fs x-ray radiation.  

The basic idea (Fig. 3.8) of the method is to use the high electric field of a femtosecond laser 

pulse to modulate the energy of an electron bunch that is traveling inside a wiggler (modulator) 

to “slice” out a number of electrons with the same pulse duration as the laser. When the energy 

of sliced electron bunch is several times larger than the electron beam energy spread, it can be  
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spatially separated from the unsliced beam at a bending magnet after the modulator. This sliced 

beam then goes through a radiator (bending magnet or undulator), and emits fs x-rays. The 

interaction between the laser and electron beams is nicely described by the theory of a small 

signal gain FEL amplifier 94. Under the periodic magnetic field of a wiggler an electron beam 

can resonantly interact with the optical electric field of the laser if the wiggler is tuned such that 

the peak of spontaneous emission of the electron beam coincides with the wavelength of the 

horizontally polarized laser. In this case the interaction part of the electron beam will gain or 

lose energy depending on the phase difference of laser and electrons (electron is accelerated or 

decelerated depending on the optical phase seen by each electron at the entrance of the 

wiggler). As a result, two subsets are sliced out from the original electron beam corresponding 

to a gain and a loss of energy. The central wavelength of spontaneous emission of a wiggler is 

given by 93: 

Fig.  3.8:  Schematic  laser  slicing  method  for  femtosecond  synchrotron.  (A)  laser  interaction  with  electron  bunch  in  a
resonantly  tuned wiggler.  (B)  transverse  separation  of modulated  electrons  in  dispersive  bend  of  the  storage  ring.  (B)
Separation of femtosecond synchrotron radiation at the beamline separation image plane. Source: 93 
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where W  is the period of wiggler, K  is the deflection parameter, given by Eq. 3.2. The 

resonance condition is S L  with L being the laser wavelength. Next to this condition, the 

transverse mode of the laser must match the transverse mode of the wiggler emission and the 

laser bandwidth must be comparable to the wiggler radiation average over the transverse mode. 

With these conditions, the modulated energy of the electron beam is governed by 93: 
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where LA  is the laser pulse energy, WM is the number of wiggler periods, LM  is laser pulse 

length in optical cycles, 2 24.1 / (2 )W LA h K K   is energy spontaneously emitted by a single 

electron when passing through the wiggler 93,  is the fine structure constant, h  is Planck’s 

constant, and L  is the laser frequency. The interaction between laser and electron results in 

coherent radiation emission in the far infrared, so-called THz light. The origin of the radiation 

can be understood in two ways: (i) the electron beam absorbs laser energy and emits THz light, 

(ii) the sliced electron which has femtosecond duration can be translated to a wavelength in the 

µm range via the Fourier-theorem equation 2 / 2t c       86 where t and   are the pulse 

duration and spectral bandwidth, respectively. This THz light is a very useful signal for 

optimizing the spatial and temporal overlap of laser and electron beams 95. It is also used to 

monitor online the fs x-ray fluxes. 

A ‘slicing’ system consists of two main parts, the laser system and the insertion device.  

3.5.1   Laser system 

A femtosecond oscillator (repetition rate of 100 MHz, pulse duration 30fs, average power 

500 mW, wavelength 795 nm), is synchronized to the RF master frequency of the ring 

(500MHz)  with a jitter estimated to be < 2 ps. The output of the oscillator is split into two 
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branches to seed laser amplifiers, called “phase I” and “phase II”. The phase I regenerative 

amplifier (115 fs, 1 kHz, 2.1 mJ, 800 nm) is sent to the experimental station via a 22 m vacuum 

pipe for sample excitation. The phase II laser is a two stage amplifier, after the first 

regenerative amplifier stage the stretch output pulse is further amplified in a symmetrically 

pumped 2-pass, the output pulse is then compressed to provide 50 fs, 2kHz, 3 mJ at 805 nm. To 

maintain the phase II laser in a good mode (nearly diffraction limited with M2≤1.4) for slicing, 

the Ti:sapphire crystal in the 2-pass amplifier is cryogenically cooled to 45 K. Before being 

sent to a long evacuated transport tube, the laser is expanded to 12.7 cm diameter to avoid 

nonlinear interaction with optical components. The laser beam is then slightly focused into the 

wiggler over the 50 m distance resulting in a Rayleigh length of 0.6 m, beam waist of 490 µm 

for electron energy modulation. The optical alignment is done using several motorized mirrors, 

one of them is inside the ultra high vacuum (UHV) of the storage ring. The beam position is 

monitored by a CCD camera that looks at a residual laser leakage through one of the mirrors. 

The beam position is automatically corrected via feedback loop. 

3.5.2   Insertion devices: modulator and radiator 

The insertion devices for laser slicing fs synchrotron generation are installed in the 11 m 

long straight section 5L of the SLS storage ring (Fig. 3.9). The electron beam interacts with the 

laser in the modulator (wiggler: Bw,eff = 1.98 T, minimum accepted gap g=11 mm, λw = 138 

mm, Nw = 17 periods) that is tuned to 805 nm, to generate a femtosecond slice of energy 

modulated electrons. The sliced electrons pass through a chicane 3-dipole for spacially 

separation from the core beam and then being refocused by triplet before radiating by passing 

through the radiator (in-vacuum undulator Bu,eff = 0.92 T, g= 5mm, λu= 19 mm, Nu = 96 

periods). There are several fast-orbit feedback correctors (FOFB-corrector) and an insertion 

device feedforward (ID-FF) to correct the electron beam orbit. The laser beam exiting the 

modulator is transported to a diagnostic hutch, where together with the THz signal the slicing 

process is optimized and monitored. When the modulator magnetic field is tuned to the optimal 

interaction at the slicing laser wavelength, the laser induces an energy modulation estimated 

from Eq. 3.7 to be /E E ~1%  95 (electron energy of the ring E=2.4 GeV, thus modulated 

energy E ~24 MeV) with laser optical cycles of 18 and pulse energy 2.5 mJ. For this energy 

modulation, the chicane provides a spatial ( 2  mm) and angular ( 0.5 mrad) horizontal 
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separation of the sliced beams at the radiator center. The radiation from the core beam is 

blocked by a slit system, allowing only emission from the higher energetic satellite beam to 

pass. The radiation from the core beam is suppressed by 1000:1 by the photon absorbers and 

adjustable slits. The background is mainly limited by the so called ‘halo’ emission, which is the 

emission from the incomplete relaxation of the modulated electron beam from the previous 

laser-electron interaction 1ms ago 96. The ratio of signal to halo is ~10:1. The femtosecond x-

ray flux measured with an avalanche photodiode is 2 x 105(6x 104) photons/s in a 0.1% 

bandwidth at 5 (8) keV, for 2 mJ slicing laser pulse energy and 4 mA camshaft current. 

As mentioned above, the far-IR coherent radiation from the modulated electron is used to 

optimize the spatial and temporal overlap of laser and electron beam. The THz signal is 

collected by an InSb bolometer cooled down to 4.2 K. Fig. 3.10a shows the THz and fs x-ray 

intensity as a function of modulator gap. The central wavelength of wiggler radiation, 

converted from the gap size is displayed in the top scale of the graph. The fs x-ray is red shifted 

because only radiation from a subset with energy gain is accepted by the first mirror of the 

beamline. Similar behavior is also observed when fs x-ray and ‘halo’ radiation signal are 

measured as a function of radiator gap (Fig. 3.10b). The fs x-ray peaks at a smaller gap than the 

‘halo’. The x-ray pulse length and timing stability are characterized by differential diffraction 

signal from photoexcited bismuth. Deconvoluting the dynamics curve with the pump pulse 

duration and nonlinear geometry yields an effective x-ray pulse length of 140 ± 30 fs FWHM  
95. Time zero of the time trace curve is determined to be drifted by 30 fs rms over 5 days. 
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Fig.  3.9:  Engineering  layout  of  the  FEMTO  source:  Laser  II  transport  line,  slicing  spectrometer  installed  in  a  long  (11 m)
straight section, and ports for laser and THz diagnostic. Source: 129 
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Fig. 3.10:  (a)  the  laser‐electron  interaction  is  tuned by  changing modulator gap. THz and x‐ray  signal are monitored. The
resonant wavelength for x‐ray is red shift because only radiation from electron with 0.6‐0.8% energy gain is accepted by the
first mirror  in the beam  line. Source: 95,  (b) The sliced x‐ray peaking a shorter gap compare to the halo beam because the
sliced electrons are at higher energy than the halo.  
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3.6   Picosecond‐ resolved XAS setup 

The picosecond-resolved XAS measurements of aqueous iodide were carried out at 

microXAS beam line at the SLS. Description of the beamline and details on the experiment 

were reported previously 88. In this section, we briefly review and emphasize the experimental 

parameters. The samples were prepared by dissolving sodium iodide (NaI) with 99.9% purity 

(Aldrich-Sigma) into distilled water. Different concentrations, 50 mM, 100 mM, 200 mM, and 

500 mM were measured. The samples were circulated in a free flowing liquid jet thickness of 

200 µm to avoid subsequent products of photochemistry. Optical absorption (UV-VIS) of the 

samples were measured frequently, old samples were replaced with fresh ones when the UV-

VIS show the trace of poli-iodide, corresponding to a concentration of < 1 mM of I-
3.  

The experimental setup for laser pump-picosecond x-ray probe is illustrated in Fig. 3.11. The 

transient absorption of iodide L1 and L3 edge are measured using 3rd harmonic of radiator with 

energy resolution of ca. 0.8 eV, provided by double crystal monochromator (DCM) Si (111). 

Monochromatic x-ray beam come out from DCM is focused into the sample by Kirpatrick-

Baez (KB) mirror which consists of two Rh coated mirrors for horizontally and vertically 

focusing. The x-ray foci of 60x120 µm (vertical x horizontal) at the sample position, located at 

ca. 50 cm from the KB mirror, was measured by scanning a 50 µm pinhole. The samples and 

detectors are kept in a chamber, flushed with He to avoid loosing x-ray flux by the absorption 

in air. The ring was operated at 350 mA with camshaft current of 2 mA, providing a x-ray flux 

of ca. 1000 to 6000 photons/pulse over the two edges. Pumping laser at 400 nm is derived from 

a doubling BBO crystal of fs laser (115 fs FWHM, 1 kHz, 2.1 mJ, 800 nm). The laser spot size 

at sample position was 180 x 155 µm (vertical x horizontal), giving fluence of 1.7 J/cm2 for 50 

mM sample and 1 J/cm2 for other concentrations. Spatial overlap of laser and x-ray were 

performed by means of a 50 µm pinhole. The x-ray beam position on the samples is traced by 

the pinhole which was identically mounted as the sample, and the overlap was done by 

centering the laser beam on the pinhole. To ensure a best spatial overlap, laser and x-ray 

transmitted intensity through the pinhole are scanned against the pinhole positions, the laser 

point is shifted by a motorized mirror such that its center positions is coincided with that of x-

ray. Time delay between x-ray and laser is electronically controlled by a phase shift feedback 

loop. Briefly, the device controls the cavity length of the laser oscillator which is synchronized 
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to the RF master of the ring, the regenerative amplifier amplifies the oscillator pulse while 

keeping its phase unchanged 97. Temporal overlap was performed using a fast silicon 

photodiode (rise time 750 ps). Camshaft pulse signal was monitored by a fast oscilloscope 4 

GHz, the middle of the rising edge was marked before the photodiode switched to display the 

pump laser pulse, the process is repeated for laser. The time delay was controlled such that both 

markers are overlapped. The time zero can be achieved within an uncertainty of ± 100 ps. The 

measurement were performed in both transmission and fluorescence mode. X-ray signal, 

detected by silicon avalanche photodiode (APD) C30703F, EG&G is amplified by FEMTO 

amplifier before being integrated by electronic boxcar. The signal from camshaft pulse was 

integrated using an electronic gate with pulse width of 20 ns at frequency of 6 kHz from the 

boxcar. The probe signal was recorded at the laser excitation time and at 500 µs later, where the 

sample is in static state. To account for the background and long time drift of the signal, ‘zero’ 

count rates were recorded at two positions between the camshaft and the multibunch. Details of 

the data acquisition techniques are reported by Gawelda 88. The transient absorption of the 

samples are calculated by ln( )unpump

pump

I
A

I
  , where unpumpI  and pumpI  are transmitted intensity of 

unpumped and pumped sample, respectively. Energy-resolved measurements were also carried 

out with different energy steps depending on scanning energy range, the minimum step was 0.1 

eV, largest steps of 5 eV are in the EXAFS region. The transient absorption was calculated for 

every scan before the weighted average is performed at each energy point 98. 
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Fig. 3.11: The schematic of experimental setup for ps‐resolved measurement in dual mode. D1‐3 are avalanche photodiodes.
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3.7   Femtosecond‐resolved X‐ray Absorption 

Laser pump-fs x-ray probe experiments are carried out at the same experimental station as 

the ps-resolved XAS measurement. The experimental technique is similar to the one described 

above except that the pump-probe synchronization is inherently established, the time delay can 

just be controlled by moving a translation stage to change the optical path of the pump beam 

(Fig. 3.12). On the other hand, the measurements become more difficult due to extremely low 

flux of fs x-ray. Femtosecond pink beam (polychromatic beam) is monochromatized by a 

double crystal Ge (111) monochromator giving an energy resolution of ~2 eV at L1 and L3 edge 

of iodide. The beam is then focused in both dimensions to the sample position by KB mirror, 

resulting in a spot size of 50 x 100 µm (vertical x horizontal). At iodide the L3 edge, the x-ray 

flux at the sample position under 1 atm He is 20 ph/pulse: sliced beam and 2 phs/pulse: halo 

beam, at L1 edge, 33 ph/pulse: sliced beam and 1 ph/pulse for halo. The x-ray probes the 

sample transmission at 2 kHz. The measurements were done in transmission mode only, since 

fluorescence signal is undetectable at such a low incident flux. Two-photon excitation is 

performed by 400 nm fs laser with fluence at sample position being 0.8 J/cm2. The laser spot 

size is ~200 x 200 µm at sample position. To attempt to slightly compensate for the low signal-

to-noise due to the low flux, only high concentration samples, 0.43 M, are measured, degraded 

samples are regularly replaced to ensure a negligible amount of I-
3 in the sample. Optical 

measurement shows that at this concentration, only a negligible amount of I-
2 molecules is 

formed before 20 ps. The signal from the transmission APD feeds the two boxcars sequentially, 

one for sliced beam and the other for halo beam. The halo signal derived from the pulse just 

before the sliced one is electronically integrated by the boxcar. Its count rate is considered as a 

background in data analysis. The data acquisition is done in the same way as in the picosecond 

experiment. In addition, the background drift is regularly measured by entirely blocking x-ray 

although this was already done in situ by measuring the zero intensities. The time delay in 

energy scan is finally calculated by compensating the change of x-ray path length (due to the 

rotation of the monochromator crystal) with the delay line which controls the pump laser path 

length. 

The success of any pump-probe experiment strongly relies on the stability of spatial and 

temporal overlaps. In this type of experiment, the spatial overlap is much more difficult than 
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picoseconds setup because the monochromatized probe beam cannot be monitored by 

phosphorescence or burning paper. We used a technique based on knife-edge scan to initially 

mark the x-ray position. Two blades are mounted to make a right angle in a holder that is 

identical to the jet nozzle. X-ray is scanned so that the center of the differentiated curve of the 

knife edge signal is located at the corner of the blades. This corner is marked by the attenuated 

pump laser before the blades are replaced by a 100 µm pinhole. The next procedure is similar to 

picosecond-resolved experiment. Fig.  3.13 shows the x-ray and laser profile obtained by 

differentiating the knife-edge curve. The timing overlap is done using the more intense pink 

beam (entire SR) with a fast photodiode. The time zero is then post corrected for the beam path 

length difference when the monochromator is put into place. Once overlaps are secured, we 

start searching for a signal at a selected energy where we previously found a large signal in the 

ps-resolved measurement. Since the probe flux is extremely low, a conventional time scan 

would take long time to find the signal and especially time zero. A more efficient way for 

finding time zero signal is a so-called binary search. A range of time which possibly contains 

the time zero is divided into two regions. A difference in transient absorption of two ends of a 

region is measured. The regions which show a zero signal indicates that both measured time 

points are at either before time zero or after time zero, and should be excluded. The time zero 

search continues on the other region. The process is repeated until the time zero uncertainty is 

about one ps.  

During the actual data collection, the laser position on the sample is monitored online by a 

beamprofiler that collects residual transmitted laser through the last mirror that direct the pump 

laser into the chamber. We set the beamprofiler at the same distance to the mirror as does the 

sample so that the beam size on the beamprofiler is exactly the one on the sample. At the same 

time, the THz and fs x-ray signals are also monitored online and can be optimized whenever 

necessary. 
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Fig. 3.12: Experimental apparatus  for  laser pump‐fs  x‐ray probe. M1‐5 are dielectric  coated mirrors with high  reflectivity
(R>99%), in which M5 is mounted on a motorized mirror mount. 
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  Fig. 3.13: Profile of x‐ray and laser through knife‐edge scan (black curve), the red curves are Gaussian bestfit the profile.
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3.8   Femtosecond All Optical Pump‐Probe Setup 

3.8.1   400 nm pump white light continuum and 800 nm probe 

The optical femtosecond transient absorption of aqueous iodide was investigated under one 

and two-photon absorption with pump pulse at 240 nm and 400 nm, respectively. The transient 

absorptions resulted from the femtosecond excitation were probed with the 800 nm, 240 nm, 

580 nm and broad band white light continuum 340 nm-650 nm. Fig. 3.14 sketches experimental 

setup for 400 nm pump white light continuum probe. A fundamental pulse from Ti:sapphire 

laser (800 nm, 120fs, 1kHz,  0.8mJ) is split  into two beams for the pump and the probe 

branches at a intensity ratio of 9/1. The pump beam is frequency doubled to 400 nm by a BBO 

crystal (cut angle 29 degree). The repetition rate is reduced to 500 Hz by a chopper before 

focusing the beam onto the sample. The probe beam enters a delay line mounted with a retro 

reflector and is subsequently focused into a 2 mm thick CaF2 window for white light continuum 

generation. The white light continuum is collimated by a silver coated parabolic mirror before 

being focused by another parabolic mirror to the sample. We used the parabolic mirrors instead 

of lens to reduce the group velocity dispersion of the white light. The transmitted probe beam 

sent to a monochromator, is dispersed by a 150 l/mm grating, and recorded by a diode array 

(DA 512 pixels). The wavelength is determined by the light position on the diode array. The 

DA detector records full 2D transient spectra (wavelength and time), so inherently the temporal 

and spectral information is acquired simultaneously at 1 kHz. Wavelength calibration is done 

by using an Hg emission line. 

    The probe beam enters the sample at twice the repetition rate as the pump beam to allow 

measuring transient spectra on a shot-to-shot basis. The transient absorption is calculated by 
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 log( )unpump

pump

I
OD

I
   (3.8) 

where unpumpI and pumpI  are the transmitted probe spectra without and with pump laser, 

respectively. Note that for the transient XAFS we used the different definition for the signal via  

ln unpump

pump

I
A

I

 
    

 
, which is related to OD via 2.3 A OD   . The pump beam size is ~250 

µm and that of the probe is ~60 µm.  The sample is circulated in a free flowing jet (thickness 

200 µm) at a speed of ~0.5 m/s. For the given pump beam size and repetition rate this flowing 

speed ensure a fresh sample at every pump shot.  

The solvated electron is probed at 800 nm. The above described setup can be easily turned 

into a 400 nm pump-800 nm probe setup by removing the CaF2 plate and the parabolic mirrors. 

The focal length of the lens is adjusted to have a proper beamsize on the sample. 
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Fig. 3.14: Experimental setup for two‐photon excitation using 400 nm and broadband white light continuum probe. 



 

64 
 

3.8.2   400 nm pump 211 nm probe 

In order to avoid temperature effect on the kinetics of bleached iodide, we probe the sample 

at an isosbestic point, 211 nm upon 400 nm excitation (Fig.  3.15). This measurement was 

performed at the optical pump-probe setup in PSI, where a fundamental Ti: sapphire laser pulse 

(115 fs FWHM, 1 kHz, 2.1 mJ, 800 nm) is split into two beams to make a pump and a probe 

arm. The 211 nm is created by mixing a laser at 287.3 nm from TOPAS (collinear optical 

parametric amplifier of super-fluorescence) with fundamental 800 nm in a 59.2 ° cut BBO 

crystal. The pump beam after the delay line is frequency-doubled by second harmonic 

generator BBO crystal, following a reducing repetition rate to 500 Hz by mean of chopper. The 

pump and probe beam is focused onto sample at ~200 µm and ~70 µm in diameter, 

respectively. The 211 nm beam is split into a probe beam which goes through the sample and a 

reference beam which pass by the sample to correct for the intensity fluctuation of the probe 

beam. To avoid scattering from the pump beam, the reference and the probe beam are 

monochromatized at 211 nm before being detected by photodiodes. To correct the transient 

absorption for the pump fluctuation another photodiode is implemented to record its intensity.  

The pump beam is also chopped to 500 Hz for the same reason as stated above.  

3.8.3   400 nm pump 240 nm probe 

Fig. 3.16 depicts the setup for 400 nm pump 240 nm probe. The 240 nm probe is generated 

by TOPAS which was partially seeded by a fundamental 800 nm fs laser. The remaining 

intensity of the fundamental beam goes through a delay stage before being doubled in 

frequency to create 400 nm beam for excitation. A reference beam is separated from the probe 

beam to correct for the probe fluctuation. A monochromator is set to 240 nm so that the 

photodiodes behind it can record the probe and reference intensity.  

3.8.4   240 nm pump 800 nm probe 

Probing solvated electron from single photon excitation experiments are carried out. The 

pump at 240 nm is generated by TOPAS with incident femtosecond laser at 800 nm, 1.6 

J/pulse. A part of the fundamental 800 nm is separated by a beamsplitter before entering the 

TOPAS for probing the electrons. The 800 nm beam is delayed with respect to 240 nm pump. 

The rest of the setup is similar to the above 400 nm pump 240 nm probe.
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Fig. 3.15: Experimental setup for two‐photon excitation using 400 nm and probing the bleach iodide at 211 nm
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Fig. 3.16: Experimental setup for 400 nm pump 240 nm probe
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Chapter 4   Structural Analysis of Iodide Static Solvation Shell  

In this chapter, we present EXAFS data analysis at L3 edge of aqueous iodide. The 

theoretical structure derived from classical MD, DFT and quantum mechanics/molecular 

mechanics (QM/MM) simulation techniques are assessed and compared to the experimental 

data. The details are presented in the subsequent article. In the following we introduce the 

analysis of the EXAFS at the L3-edge of iodide. The EXAFS analysis is carried out using a 

peak fitting approach (see section 2.1.3). An iterative structural optimization is performed by a 

Matlab program that uses GNXAS 99 for the calculation of EXAFS signal. 

4.1   Data reduction 

In order to extract structural information, the raw absorption data at the iodide L3 edge was 

reduced to create EXAFS signal via a standard data reduction procedure, which includes the 

following steps: 

1. Pre-edge and post-edge normalization: The pre-edge is normally a linear function, while 

the post-edge is modeled with a polynomial function. The raw data is normalized to the edge 

step (difference between post- and pre-edge at the inflection point (edge step). 

2. Convert the spectra from energy to k-space using Eq. 2.1 

3. The EXAFS χ(k) function is obtained after subtracting the so called atomic background. 

This is modeled with a curved step function including a number of polynomial functions of 

order of two to four in the post-edge region (or simply: determined by the difference between 

the pre- and post-edge functions above). These functions should exclude the oscillatory pattern 

due to the interference effect in the EXAFS; otherwise one would remove the vital structural 

information contained in the data. For display purposes the oscillating features at larger k can 

be amplified by weighting χ(k) with nth power of k. This should have no implication in 

interpretating these oscillations, if the fitting algorithm can use the error on each data point. In 

practice, however, the EXAFS analyzed without taking the individual errors into account, and 

then this weighting does have implications in the interpretation. 

Data reduction was performed using Pyspline 100 a versatile program for XAS that allows 

users to choose suitable regions to freely place spline functions to model pre and post-edge 
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curves interactively. The post-edge L3 XAS was modeled with two segmented cubic spline 

functions. The inflection point at the L3 edge roughly determines its ionization threshold. The 

XANES region of L3 is fitted with a Lorentzian-shaped curve, which should model the shoulder 

in the rising edge, and a step function whose edge position determines the Fermi level, which is 

somewhat below the ionization potential. The final EXAFS functions have proven to not be 

sensitive to number and order of the polynomial functions, thus assuring us that the structural 

content is preserved in the treated data. It is important to notice that even the XANES spectra of 

the L3 edge contain more geometric structural information than the L1 edge due to its larger 

absorption cross section, originating from a larger number of electron in the p orbital. 

4.2   Refinement of radial distribution function 

In order to acquire information about the caging solvent shell structure, the pair radial 

distribution functions of I-O and I-H are optimized to fit the experimental EXAFS. A valid 

function to model the radial distribution function of I-O and I-H is given by Eq. 3.7. The two-

body scattering dominated EXAFS signal 69 can be then calculated (via Eq. 1 in the attached 

article) using the modeled g(r). 

Although GNXAS can fit a raw absorption spectrum to refine g(r) as it has been done for 

aqueous bromide 73, it does not support fitting directly a EXAFS spectrum. We used a Matlab 

script that employ GNXAS for χ(k) calculation. The parameters of the g(r) are adjust to best fit 

the experimental kχ(k). The initial guess parameters for 



 

69 
 

 

 

the g(r) are taken from a single peak decomposition of QM/MM gI-O(r) and gI-H(r) to the 

Eq.2.7. The symmetric factor βX (X: O,H)  must be larger or equal to zero in the first solvation 

shell 131. Therefore the lower limit of βX is set to zero. The scattering amplitude and phase shift, 

as well as the non structural parameter S0
2 are kept the same as the ones used in regular EXAFS 

calculations for CMD, QM/MM and DFT (see attached article below). The flowchart of this 

procedure is illustrated in Fig. 4.1. The RdF’s functions for I-H and I-O are reconstructed from 

the input parameters via GRREC program. These functions together with the scattering 

amplitude, AX(k,r) (X=O,H), and the phase shift, ( , )X k r (X=O,H), are then be used to 

calculate the theoretical EXAFS signal. The total χT(k) is finally compared to the experiment by 

Eq. 3 in the attached article to find the sum of squared error (SSE) after a fit for ionization 

threshold to the experiment. Note that this fit sequence does not include the measured error to 

calculate the SSE, and for this reason the k-weighting is important. The SSE values are 

minimized by iteratively adjusting the input parameters for each g(r). Once the fit has 

converged, the parameters and their uncertainties are determined by pair-parameter correlation 

maps 101, where the SSE’s are computed as a function of two parameters, varied in a certain 

Fig. 4.1: Flowchart of fitting procedure for g(r) refinement, GRREC and GRXAS are programs in GNXAS package. 



 

70 
 

range around the minimum, while values of the rest of parameters are kept fixed to their best fit 

values. The functions are computed for all possible pair combinations of the nine free-fitting 

parameters of gI-O(r) and gI-H(r), which are NO, NH, RO, RH, σO
2, σH

2, βO, βH and E (see caption 

of Table 4.1 for the explanation of the symbol). The appendix A presents the contour of SSE at 

68.3% (± σ), 95.4% (± 2σ), and 99.73% (± σ) confidence level (σ is standard deviation of an 

assumed Gaussian distribution of SSE). The projection of the concentric ellipses to the axis 

determines the boundaries of the parameters.  

4.3   Results and discussion 

The upper panel of Fig. 4.2 displays the I-O and I-H theoretical EXAFS signal, the lower 

panel shows the total signal which is the summation of the above theoretical signals. As can be 

seen, the dominant contribution to the EXAFS signal is the scattering from oxygen. The 

EXAFS signal associated with hydrogen is non-negligible due to the close distance of hydrogen 

to the anion. The agreement between the sum of EXAFS signal and the experiment is very 

good. Optimized structural parameters are reported in Table 4.1. The parameters boundaries are 

determined for 68.3% confidence level. 

 Fig. 4.2: EXAFS spectrum of iodide L3 edge. The upper panel shows EXAFS signal associated with I‐O (black) and I‐H (red) 
radial distribution. In the lower panel, total signal and experiment are displayed.  
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The reconstructed g(r) of I-O and I-H from the best fit parameters are shown in Fig.  4.3 

together with g(r) derived from QM/MM simulation. Consistent with the conclusions from the 

calibration of the simulations (see article below), the reconstructed g(r)’s are in good agreement 

with QM/MM simulation. Interestingly, the coordination number of hydrogen and oxygen are 

in good agreement with the reported values of 5.1 and 6.6, respectively derived from DFT 

simulation 73. These values are smaller than those yielded by QM/MM simulation, which is 7.9 

and 9 for hydrogen and oxygen, respectively. The refined g(r) of I-O shows an opposite 

asymmetry to that of QM/MM simulation, this discrepancy is believed to originate from high 

uncertainties of βX (X=O,H), due to the low correlation with other parameters. 

Table 4.1. Optimized structural parameters of ( )I Og r and ( )I Hg r , in comparison with 

the decomposed QM/MM g(r) for the first shell. 

 Best fit values Lower boundary a Upper boundary a First shell QM/MM 

g(r) 

NO 7.1 5.5 9.2 9.05 

NH 3.6 1.6 6.0 7.93 

RO 3.50 3.46 3.54 3.62 

RH 2.66 2.60 2.76 2.81 

σO
2 0.03 0.02 0.04 0.063 

σH
2 0.02 0.009 0.05 0.11 

βO 0.03 0 0.42 0.92 

βH 1.06 0 2b 1.086 

E 12.9 11.8 14.2 - 

NX, RX, σX, βX, E (X=O: oxygen,H: hydrogen) are coordination number, averaged distance from the 
anion, dimensional less skewness and energy shift, respectively. 

a The boundaries are determined at 68.3% of confidence level 

b βH shows a large uncertainty for 68.3% of confidence level the upper boundary reach the max allowed 
value, 2. For 95% of confidence, βH: 0.4 - 1.9 
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4.4   Conclusions 

A detailed study of local structure of iodide in water using peak fitting method is presented 

for the first time. The resulting structure of iodide first solvation shell is in good agreement 

with QM/MM simulation. The results show that an accurate structure can be achieved for a 

disordered system by the simple peak fitting of radial distribution function.  
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Fig. 4.3: Refined radial distribution function of I‐O (solid black) and I‐H (solid red), and those derived from QM/MM 
simulation. 
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Chapter 5 Femtosecond Optical Transient Absorption of aqueous iodide 

5.1      Introduction 

In recent years, there have been intense studies of solvation dynamics of iodide in water 

using femtosecond laser absorption spectroscopy. Dynamics of the solvated electron upon one- 

and multiphoton excitation has been investigated by several groups 13,14,19. The mechanism of 

one-photon detachment is mainly based on two models. The first model involves the creation of 

contact pair via CTTS excitation. Upon one photon excitation of iodide, the valence electron is 

promoted to the lowest excited state s-like orbital of the CTTS. The electron creates with an 

iodine radical a so called contact-pair at a rate of kp, where the electron either non-adiabatically 

recombines with the parent atom (geminate recombination) at a rate constant kn or escapes the 

solvent cage at a rate constant kd to become a hydrated electron. This model was proposed by 

Staib and Borgis for aqueous Cl- 17 and was implemented on I- by Bradforth’s group 15. The 

second model is based on the diffusion-limited recombination where the reverse electron 

transfer reaction is immediate once the geminate partners reach a certain separation (reaction 

radius). The kinetics of solvated electron is fitted using this model to get a reaction radius and 

parameters for the potential well created by iodine and electron 22. This model shows a better fit 

to the data than the Staib-Borgis model since the recombination of electron with partners are 

determined by the distance to the iodine radical, meaning that the escaped electron in the Staib-

Borgis model can still be non-geminately recombined if it is within the reaction radius of 

iodine, which is closer to the truth. 

The photophysics of iodide under multi-photon excitation is very different from the one-

photon case 22. Pioneer experimentalists in this subject are Eisenthal and co-workers 13 who 

monitored the kinetics of electron generated by two and three photons of 312.5 nm from the I-. 

They found that the multiphoton absorption of aqueous iodide promotes the electron from the 

ground state to higher lying states of the CTTS band, p-like state, where it non-adiabatically 

relaxes to lowest states of CTTS band, s-like state in 50 fs. The electron in the lowest CTTS 

state then relaxes in 80 fs to the ground state of the I-. The solvation process of I- can be totally 

different if I- is excited to different upper states of the CTTS band, for which no other works 

have been reported. 
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In this work we apply both kinetics and diffusion-limited models to study the kinetics of 

electron upon one-photon excitation. The results are then compared with the literature. Though 

our main concern in multiphoton excitation is to find the production yield of iodine atoms at the 

same pump wavelength and fluence as in the x-ray experiments, the analysis reveals new 

insights in solvation dynamics of iodide upon multiphoton excitation. The kinetics of electron 

and iodide bleach under multiphoton excitation mechanism are reported for the first time and 

discussed. 

5.2      Single photon excitation 

In the following section, we present all-optical pump-probe studies on aqueous iodide using 

one-photon detachment. The sample is excited at 240 nm and the solvated electron is probed at 

800 nm. At this probing wavelength the signal is dominated by the solvated electron with its 

molar absorption εe = 17600 M-1cm-1, while the absorption of diiodide I-
2 is negligible in 

comparison with that of solvated electron (Fig.  5.1). The kinetics of the electron signal are 

studied under a excitation range of 13-75 mJ/cm2 and the sample concentration was varied 

within 50-1000 mM. Details of the experiments are described in chapter 3. 

Fig.  5.2 shows a typical time trace of 240 nm pump-800 nm probe for a 50 mM sample 

(fluence 35 mJ/cm2). The data is very similar to the kinetics of electron generated by 255 nm 

pump as reported in ref. 15. The rise time of ~200 fs is obtained after a deconvolution of the 

rising edge (fitted with a step function) with our cross correlation time of 0.2 ps, which is 

consistent with the appearance time of solvated electron found by other groups  15,19. The decay 

is fitted with two exponential decay functions plus an infinite exponential decay yielding a first 

decay time τ1=15.7 (0.3)  ps with a relative amplitude of 57%, τ2=103 (6)  ps taking 18% of the 

maximum, the survival probability remains 25% of the maximum at long delay times. These 

decay times are relatively longer than those observed in 255 nm pump 800 nm probe 14.  
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Fig. 5.1: Absorption extinction of fully relaxed solvated electron (solid curve) and diiodide I‐2. (dotted curve). Taken from ref. 
130 
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The simplest model based on competitive kinetics suggested by Staib and Borgis 17 is 

employed. The following reactions are accounted for to simulate the kinetics: 

 
*

( ) ( )solv solvI h I    (5.1) 

 *
( ) ( )( : )pk

solv solvI I e   (5.2) 

 ( ) ( )( : ) nk
solv solvI e I   (5.3) 

 ( ) ( ) ( )( : ) dk
solv solv solvI e I e    (5.4) 

where ( )solvI  , *
( )solvI  , ( )( : ) solvI e and ( )solve are solvated iodide, excited iodide anion, I:e contact 

pair and solvated electron, respectively.  From this set of equations, one derives a set of rate 

Fig. 5.2:  Kinetics of solvated electron probed by 800 nm upon 240 nm one‐photon excitation. Solid circle is measured data, 
solid curve represents 3 components exponential decay fit, dotted curve show the fit using Staib‐Borgis model. 
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equations for the time dependent species populations (annotated by the species symbol inside 

square bracket) 

 

( )
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(5.5) 

where P(t) is initial excited population of iodide created by the pump pulse. We assume that the 

pump pulse has a Gaussian profile, thus the initial population of photoproducts has the same 

shape, with a pulse duration given by the cross correlation 

 
2

2
( ) exp

c

t
P t f

t

 
   

 
 (5.6) 

where f and tc are fractional excitation and cross correlation time, respectively. The analytical 

solution for Eq. 5.5 after the pump was achieved assuming that the cross section for the 

( )( : ) solvI e  pair is the same as for the solvated electron ( )solve : 

 
( )( ) p d n

k tp p d k k td n
SB

d n d n p p n d

k k kk k
t e e

k k k k k k k k
  

 
     

     
 (5.7) 

The dotted curve of Fig. 5.2 displays the fit of the numerical solution of Eq. 5.5 with the 

experiment, yielding best fit parameters 1/kp=0.19 ± 0.04 ps, 1/kn=29.3 ± 1.1ps, 1/kd=76.9 ± 3.7 

ps. These values agree with those of Kloepfer et al. who fitted the kinetics of the solvated 
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electron using the above analytical solution. As can be seen from the figure, the fit shows a bad 

agreement with the data from 100 ps onwards. The deviation of the model with experiment 

stems from the assumption that electrons that initially diffuse away from their geminate 

partners are no longer available for recombination leading to a leveling-off of the fitted curve 
16. The continued decay in the experimental data reflects secondary recombinations.  

For a better modelling of the geminate recombination, an interaction potential between 

geminate partners is required. The approach is based on Shushin’s semi-analytical theory 102 for 

diffusion-controlled reaction in a potential well. In this model, geminate partners interact by 

means of an attractive mean force potential (MFP), U(r), with Onsager radius a (at which 

( )U a kT  ). It can be shown that the recombination and escape from the potential well are 

pseudo first-order reaction. The survival probability is given by 22 

 
1 2Im exp( )erfc( )

( ) 1 (1 ) 1
Imd

Wt Wt
t p

  


 
     

 
 (5.8) 

where r dW W W  is the total decay rate (Wr , Wd being decay rate of recombination and 

dissociation), /d dp W W is the escape probability of a geminate pair generated in the potential 

well (ri < a), 2 1/2/ 2 (1 / 4)i     , where 2 /dp a W D  with D being the diffusion 

constant. In the derivation of Eq. 5.8, it was assumed that all the geminate pairs were generated 

inside the potential well (ri < a). In more general case, Sushin’s equations must be averaged 

over the initial electron distribution P(ri); a compact analytical expression similar to Eq. 5.8 

cannot be obtained in such a case but a numerical solution can be computed from the Laplace 

transform of ( )t  using Eq. B11 and B24 given in Appendix B of ref. 22. In Shushin’s theory 

all geminate pairs for which ri < a have the same recombination dynamics, so that the overall 

kinetics are not sensitive to the exact profile of P(ri) at these short distances.  
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This model is implemented for the 240 nm pump-800 nm probe time trace. The best fit 

parameters are shown in Table 5.1 together with reported values for comparison: 

Table 5.1: 

 λpump(nm) pd α W-1 (ps) 

This work 240 0.221±0.003 0.41±0.02 17.5±0.3 

Lian et al. 
22 

225 0.216 0.34 14 

In order to estimate the Onsager radius a, we use a diffusion coefficient at room temperature 

D=0.56 Å2/ps from the published values 0 0.1
I

D   Å2/ps 28 and 0.46
aqe

D   Å2/ps  103. The 

resulting Onsager radius estimated for Lian’s best fit values is 4.4 Å versus our value is 5.8 Å. 

The mismatch between these two values may come from the excitation energy. In fact, our 

Onsager radius is within the predicted values of the average center of mass separation between 
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Fig. 5.3: Open circle curve represents the same data as Fig. 5.2, solid curve shows the fit using MFP model. 
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iodine and electron 5.5-6 Å derived from simulation 104. From our best fit parameters, we 

estimated time constants for the recombination and dissociation of the geminate partners (via 

the relationship between pd and Wd given above) to be 22 psr  and 79 psd  , respectively. 

These decay rates are in good agreement with kn and kd obtained from the kinetics model. 

Fig.  5.4a displays the kinetics profile of 240 nm pump-800 nm probe for pump fluences 

within a range of 13-75 mJ/cm2, the sample concentration is 50 mM. All curves have the same 

kinetics supporting the Shushin’s theory which states that all geminate pairs for which ri < a, 

where a=5.8 Å, have the same recombination dynamics. In order to simulate the kinetics of 

electron beyond 100 ps, where subsequent products of the iodide photodetachment process are 

formed, we included all known photochemical reactions. The reactions are based on the 

photodetachment studies of Br- 105. Eq. 5.9-5.17 are subsequent reactions to the set of Eq. 5.1-

5.4. For early reactions in Eq. 5.1-5.4, the rate constants kp, kn and kd  obtained from the fit are 

utilized, the rate constants for subsequent reactions, k5-k13 are taken from published values. 

Table 5.2 shows the rate constants and its reference. These completed set of reactions are later 

used to calculate the population of iodine radical needed for analyzing the x-ray data, as 

presented in chapter 6. Fig. 5.4b shows the normalized solvated electron population for different 

excitation yields corresponding to different pump fluences. These calculations are in good 

agreement with experiment, where the kinetics profiles are independent of the initial fraction of 

photogenerated iodine radical. 
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Fig. 5.4: a) Normalized transient absorption of the solvated electron for a 50 mM sample and pump fluences between of 13‐
75 mJ/cm2. b) Theoretical solvated electron evolution of the same sample concentration at excitation yield 0.1‐0.6 %, 
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98 
 

 4
2

koI I I    (5.9) 

 5
2 2 3

kI I I I       (5.10) 

 6
2

ko oI I I   (5.11) 

 7
2 3

koI I I    (5.12) 

 8

2 3

K
I I I    (5.13) 

 9
2 2k

aqe I I     (5.14) 

 10
2 22 2 2kH O e H HO     (5.15) 

 11
2 2

k
aqe I I    (5.16) 

 12
3 2

k
aqI e I I       (5.17) 

Table 5.2 Rate constants 

 Rate constant (M-1s-1 Reference 

k4 9.6x109  From fit 

k5 2.5x109 106 

k6 1.5x1010 107,  106 

k7 5x109  107 

K8 7.2x102  108 

k9 9.1x1010  109 

k10 6.4x109  110 

k11 5x1010  111 

k12 3.5x1010 112 
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In order to investigate the dependence of excitation yield on the pump fluence and examine 

whether there is a nonlinear regime in the photodetachment, we plotted the transient absorption 

of the 800 nm probe at 1 ps time delay versus the pump fluence (Fig. 5.5). The yield of solvated 

electron is a linear function of the pump intensity. The contribution of the solvent to the signal 

via two-photon absorption is negligible as observed in the transient absorption of pure water at 

the maximum pump intensity. This excludes a scenario where I- is driven beyond the CTTS 

state into continuum (i.e. two-photon excitation) 13 but confirm that electron is generated when 

I- is excited to the lowest state of CTTS band (one-photon excitation). 

 

 

The decay of electron is independent of the pump intensity but it is a function of sample 

concentration at long time delay. As shown in Fig.  5.6a, below 100 ps the solvated electron 

exhibits roughly the same kinetics for a concentration ranging from 50-1000 mM. At early time 

after the photodetachment, the recombination rate of electrons with partners is mainly affected 

0 10 20 30 40 50 60 70 80

0.00

0.05

0.10

0.15

0.20

0.25

0.30

  

 


O

D
 a

t 
1 

p
s

Pump Fluence (mJ/cm2)

Fig. 5.5: Transient absorption of solvated electron at 1 ps as a function of pump fluence (solid circle). Solid line shows the 
linear fit to the data. 



 

100 
 

by the separation between electron and iodine atom, the reaction radius of 5.8 Å obtained from 

the above analysis is much smaller than the iodide-iodide distance of ~12-32 Å for the 

corresponding concentrations 1000-50 mM. Therefore, the short-time dynamics are not 

influenced by sample concentration. However, when the subsequent products of the iodide 

detachment appear, the electron population decays faster in higher sample concentration. This 

is mainly due to the formation of polyiodide molecules which are the electron scavenger, as 

shown in Eq. 5.14-5.17. Fig. 5.6b qualitatively illustrates the sample concentration dependence 

of electron population.  
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Fig. 5.6: a) Normalized transient absorption of solvated electron for sample concentration s of 50, 200, 500, 1000 mM, pump 
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5.3    Multiphoton excitation 

5.3.1     Ultrafast kinetics of electron generated by multiphoton excitation in water 

Before presenting the results of two-photon excitation in I-, we start with the investigation of 

water at similar pump energies. Fig. 5.7a shows the evolution of electron probing at 800 nm 

upon 400 nm pump over a pump range of 292-850 mJ/cm2. The spike appearing at 1 ps in all 

curves is from a short-lived precursor of the hydrated electron whose absorption spectrum in 

the near IR undergoes a rapid blue shift in the first 2 ps after photogeneration 113,114,115,116. The 

signals remain constant after the spike, the level of electron survival probability increase as a 

function of pump intensity. This is explained by the continuous red shift (at least till 50 ps) of 

the solvated electron absorption band with the increasing water temperature due to pump laser 
117,118. From the temperature dependence of the electron spectra, Crowell et al parameterized 

the electron molar absorption as function of temperature and wavelength 119. Using this 

function we calculated the electron molar absorption at 800 nm for temperature ranging from 

20 to 80 °C. The curve from 20-55 °C can be approximately fit to a linear function 

( ) 15668+81t t   with t being temperature. To estimate the temperature change in water when 

the pump fluence increases from 292 to 860 mJ/cm2, we compare the difference of the real 

signal at 6.8 ps (where the electron thermalization is over) for 860 mJ/cm2 pump with the signal 

of 292 mJ/cm2 pump (rescaled to the maximum of the former curve at 1 ps) to estimate the 

temperature effect on the high pump intensity signal. In this treatment, we neglect the 

difference in the decay rate due to the different electron populations at 6.8 ps, this is acceptable 

because the rate constant for the electron recombination in bulk water is 3 x 1010 M-1s-1  120, 

which leads to a slow decay in the considered time scale. From the resulting molar absorption 

change due to temperature effect 1185  M-1cm-1, we estimate a temperature change 

14.5 Ct   from the above linear function. This is an average temperature over the 200 µm 

path length of the sample. In fact the temperature distribution is highly inhomogeneous along 

the pump path due to the multiphoton absorption. Crowell et al modeled the electron 

distribution, which has the same profile as a function of temperature, along the 400 nm pump 

direction, and estimated a water temperature increase of 28 °C at the surface of the sample for a 

pump fluence of 1.7 TW/cm2 (corresponds to 528 mJ/cm2).  
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Fig. 5.7b shows the dependence of the signal at 1 ps on the pump intensity. A quadratic and a 

cubic function of pump intensity were used to fit the data. The cubic function shows a better 

agreement with the data than the quadratic function, with a sum of square error (SSE) for the 

cubic of 3.2x10-6 versus 1.2x10-5 for the quadratic one. This result indicates a three-photon 

excitation in water, which is in agreement with previous studies 120. 

  

 

5.3.2     Ultrafast kinetics of electron generated by multiphoton excitation in 

aqueous iodide 

Following the studies of multiphoton excitation in pure water, we present here our 

investigation of I- anion in water under the similar pump conditions. Fig.  5.8a displays the 

electron kinetics probed at 800 nm upon 400 nm excitation of laser pulse in a range of fluence 

of 60-860 mJ/cm2. These time traces are fitted with double-exponential decay functions. Decay 

times of the first and second terms are shown in Fig. 5.8b. Unlike one-photon excitation, the 

decay time of electron signal in this case is an increasing function of pump intensity. This 

finding is rather counterintuitive since a fast decay should appear in high pump power where an 

initially larger amount of electron is generated. One might concern that this is the result of the 
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Fig. 5.7: a) Kinetics of electron in water under different pump fluences. The electron is probed at 800 nm under 400 nm  laser 
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initially spatial electron distribution. The larger separation between electron and iodine leads to 

the slower decay. However, the broadening of electron distribution is determined by the pump 

energy 121. This happens when the number of absorbed photons increases at high pump power. 

The argument on the increasing electron spatial distribution is also excluded as it is evident 

from the pump intensity dependence of bleach I-, presented in section 5.3.3. Temperature effect 

could explain the observed data. The following section discusses how temperature causes this 

behavior. 
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The level of remaining electron survival probability at long times is an increasing function 

of the pump intensity. A similar behavior was observed in one-photon excited electron signal of 

I- in water, where the level of signal at long delay times is higher for the higher temperature of 

the solution under similar pump conditions 19. It is believed that the red shift of the electron due 

to temperature increase is the origin of the decrease in decay rate and the high remaining signal 

of electron survival probability. As previously discussed, water temperature can increase by 

14.5 °C when pump fluences increase from 292 to 860 mJ/cm2, in the case of I- the heat process 

can even be more efficient since the ejection of electron due to multiphoton absorption also 

releases heat into solvent bath. The finding presented in Fig. 5.8 can be qualitatively interpreted 

as the following: the water molecules which do not eject electron dump the pump energy as 

heat to the solvent bath, at the same time a multiphoton process in I- also contributes electron 

and heat to the solution. After a blue shift of the pre-thermalized electron (in 2 ps) the electron 

absorption band is continuously shifted to the red 120, this causes a continuously increase in the 

electron signal compensating for the decrease due to the recombination. Even though the curves 

in Fig. 5.8 were corrected with the electron contribution from the solvent, we cannot correct for 

the temperature increase in the sample. Therefore, the higher pump intensity the slower the 

observed decay time. Based on the heat conductivity of water, Crowell et al estimated that a 

time needed for diffusive heat exchange to disappear is 0.3 ms in neat water. So, the 

temperature effect or red shift of the electron absorption remains in a sub-nanosecond 

measurement of the electron signal. 

In order to examine the excitation mechanism, we show the transient signal of the electron at 

1 ps over a range of pump intensities in Fig.  5.9. At high pump intensities the solvent 

considerably contributes to the signal due to three-photon process, this contribution is 

subtracted (presented by solid circle). The electron yield of the subtracted signal up to 520 

mJ/cm2 shows relatively the same fit quality between the quadratic and the cubic function of 

the pump fluences. At higher pump power, the yield tends to saturate, probably because of the 

nonuniform absorption of the 400 nm light in the jet. The high absorption of the 400 nm pump 

light near the jet surface could deplete the electron sources, while in the back of the jet, the 

pump intensity dramatically decrease generating less electrons. At this pump wavelength, it is 

possible that the detachment is similar to that of 312.5 nm pump, where two-photon absorption 
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regime is operative at low excitation intensity and three-photon absorption occurs at high pump 

intensity 13. As also observed by Long and co-workers, a second rise after a first peak at early 

times are absent at 800 nm probe but it was seen at 625 nm probe 13. The pump intensity 

dependence of the 625 nm probe time trace leads to a conclusion on the different excitation 

processes at high and low pump intensities in Long et al report. With our data is not possible to 

conclude whether two, three photon excitation or both processes happen in I-/water with 400 

nm pulse laser excitation. 
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Fig.  5.9:  Transient  absorption  at  1  ps  plotted  versus  pump  fluence.  Square  solid  is  raw  data,  circle  solid  is  signal  after
subtracting solvent contribution. Dotted and solid curves present quadratic and cubic  function  fit, respectively. The  fitting
range is 0‐ 520 mJ/cm2. 
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5.3.3     Transient bleach of aqueous iodide 

One of our main goals for measuring the electron yield under 400 nm pulse laser excitation 

is to derive the excitation yield at the same pump condition in x-ray probe experiment. Because 

the electron profile shows strong thermal effect, it is not possible to get a true excitation yield at 

long decay times where the signal is contaminated by temperature effect induced by the pump 

pulse. On the other hand, even though the electron contribution from the solvent is subtracted 

by measuring the signal from the pure solvent, it is not guaranteed that the solvent with I- has 

the same absorption cross section as the pure solvent. Another way to determine the excitation 

yield is to look at the bleach signal of I-. Fig. 5.10 displays the bleach signal of the iodide anion 

at 240 nm on the CTTS band for 400 nm pump. The transient absorption is normalized at the 

maximum bleach, the double peaks near time zero are due to cross phase modulation, where 

pump and probe pulse overlap. The negative signal clearly indicates the loss of iodide anion 

due to the photodetachment. Though it is partially covered by the artifact near time zero, we 

found that the recovery time of the bleach signal is an increasing function of the pump 

intensity. The bleach signal at 240 nm is calculated using rate constant kp, kn and kd  for the one-

photon excitation (section 5.2). The theoretical signal (dotted curve in Fig. 5.10) shows a much 

slower recovery time than the experiment. This behavior is a result of a red shift of the CTTS 

band due to the increasing temperature  23, which was observed in our UV-VIS measurement 

(Fig.  5.11a). In Fig.  5.11b we plot the extinction coefficient at 240 nm as a function of 

temperature, extracted from Moskun et al.’s data. The fact that the bleach signal recovers faster 

than the predicted one is a consequence of the increase in the absorption coefficient due to the 

laser-induced temperature increase in the sample. In principle, the higher pump intensity causes 

the faster recovery of the bleach but this is not the case in Fig.  5.10. In fact, this behavior 

originates from the inhomogenity of pump absorption along the pump axis due to multiphoton 

absorption. This inhomogeneous pump absorption leads to a hot portion in the front part of the 

jet while a much lower temperature of the solution is present in the back of the jet. The 

concentration profile of photoelectrons generated by 400 nm laser pulse along the pump axis is 

calculated by Crowell et al for various pump intensity 120. For a pump intensity equivalent to 

515 mJ/cm2, the electron concentration at the surface is 90 mM whereas the mean 

concentration across the 90 µm jet is 15.5 mM. In our measurement, the pump fluences are 

varied from 280-1200 mJ/cm2, the jet thickness is 200 µm which is larger than their value, thus 
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the temperature effect on the bleach signal is even more pronounced. In a qualitative 

explanation, at low pump intensity the measured signal, which is an averaged profile over 

sample depth, get more temperature effect than at high temperature. As a matter of fact, 

averaging the bleach signal with temperature effect over the sample thickness with temperature 

profile provided by Crowell et al 120 could explain the data in Fig. 5.10. 
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Fig. 5.10: Kinetics of I‐ bleach probing at 240 nm for 400 nm pump laser at various pump fluence. The double peak at time‐
zero is artifact due to cross phase modulation. 
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From the bleach signal one can determine the portion of bleached I- using the formula for 

the absorption change OD c l    , where ,  ,  OD c  and l are transient bleach signal, 

molar absortivity, bleach concentration of I- and sample thickness, respectively. At early times, 

c equals to the concentration of photogenerated iodine atom, the fractional excitation can be 

calculated by /f c c   with c being the sample concentration. Fig. 5.12 displays the excitation 

yield at ~ 0 ps versus pump fluence, in this data the contribution of water is subtracted. At the 

highest pump fluence 1.2 J/cm2, the sample is excited by 4.5%. The curve tends to bend over at 
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Fig. 5.11: a) absorption of CTTS band for temperature 25‐90 °C. The arrow indicates the shift direction of CTTS band when the 
temperature increase.b) extinction at 240 nm as function of temperature (source: 23) 
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high pump intensities, the origin of this behavior is analogous to one observed with 800 nm 

probe. Our aim is to find the excitation yield at 1.7 J/cm2, used in the x-ray experiment. 

However, due to the limitation of laser power the pump condition at x-ray experiment could not 

be reached, and we anticipate a yield close to 4.5% by extrapolation. 

  

 

 

The temperature effect at both probing wavelength is an obstacle to estimating the electron 

yield under multiphoton excitation. The induced-temperature not only causes a spectral shift 

but it also changes the diffusion properties of electron 19. However, it is believed that the heat 

energy is not sufficient to change the ejection distance of the electron. Fig. 5.11a shows that 

there is an isosbestic point crossing the red-shifted CTTS band. Probing iodide bleach at this 

point will reveal the kinetics of iodine radical free from thermal effect. Fig. 5.13a shows the 

bleach signal at the isosbestic point 211 nm for pump fluencies ranging 150 – 300 mJ/cm2. The 

fact that the signal shows the same profile at different pump intensities indicates that the curves 

track a real population of bleached I-, it also implies that within the excitation range, the 
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reaction radius between iodine and electron is the same. Fig.  5.13b shows the profiles at 

different sample concentrations, within 160 ps the kinetics of 10, 20 and 50 mM I-/water are 

very similar.  
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The I- bleach signal of 20 mM sample is fitted using rate equation Eq. 5.5 with the fit range 

of 1.4-160 ps. Since the early time data is excluded (due to the time-zero artifact), we assume 

that the appearance time of the electron is the same for one-photon excitation where 

1 200pk fs  . The fit is shown in Fig.  5.14, the resulting best fit parameters are

1 56.4 6.7 psdk    , 1k 97.9 7.2 psn
   . Contrary to one-photon excitation, the non-adiabatic 

recombination rate is smaller than the dissociation rate, this is a consequence of a broader 

spatial electron distribution in multiphoton excitation 22. 

 In order to study subsequent reaction after I- photodetachment, we probed the I-
2 population 

at 419 nm, which is in the middle of its first absorption band (Fig. 5.1). The time trace at 419 nm 

(400 nm pump) is fitted with rate equations for the full chemical reactions. I-
2 is formed mainly 

via -
2+I I I  , its rate constant is a free parameter for the fit, other rate constants are taken 

from the resulting kp, kn, and kd of I- bleach and the reported values. The transient signal at 419 

nm is contributed by the electron and I-
2. The signal is expressed by 

 2

2
419 419 419( ) ( ) ( )Ie

e I
S t c t l c t l 



       (5.18) 

where 419
e , 2

419
I


are extinction of electron and I-
2 at 419 nm, ( )ec t  and 

2
( )

I
c t  are concentration of 

electron and I-
2 resulted from rate equation, l is sample thickness. Fig.  5.15 shows the fit of 

kinetics at 419 nm, the resulting excitation yield of 0.46% is in good agreement with the value 

estimated from electron signal at 570 nm (in the same measurement where the transient 

absorption is probed by the white light continuum), the reaction rate k4=9.6x109 M-1s-1 for the 

above reaction is in good agreement with the published values, which are in a range of 8.8x109-

1.2x1010 M-1s-1 107,112.   
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5.4    Conclusions 

We observed a similar time trace at 800 nm for one-photon 240 nm excitation to previous 

study 15. The best fit parameters using kinetics model 1/kp=0.19 ± 0.04 ps, 1/kn=29.3 ± 1.1ps, 
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Fig. 5.14: I‐ bleach signal at 211 nm upon 400 nm pump (open circle) and fit (red solid) using Staib‐Borgis model .
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1/kd=76.9 ± 3.7 ps are comparable to previous reported values 16. The MFP model delivers 

consistent values of reaction rate with the kinetics model. The resulting Onsager radius of 5.8 Å 

is larger than the reported value 4.4 Å for 225 nm pump 22 but comparable to the value of 

Laubereau group 19. 

The multiphoton excitation using 400 nm pump laser induces a temperature jump in the 

sample. The heat shifts the electron and the CTTS bands to the red increasing the molar 

absorptivity making it difficult to find a real solvation dynamics. The estimated temperature 

increase in neat water when the pump increase from 292 to 860 mJ/cm is ~14.5 °C. A similar 

temperature is predicted in 50 mM I-/water which increase the decay time of electron transient 

absorption signal with pump intensity. The transient absorption at 1 ps of the timetrace at 800 

nm as a function of pump intensities indicates a comparable possibility of two and three photon 

absorption under 400 nm pulse laser excitation (Fig. 5.9). The kinetics of bleach iodide at 240 

nm probe shows different recovery times for various pump intensities. The increasing recovery 

time with the pump power is a consequence of the highly inhomogenity of pump photon 

distribution along the pump axis. The pump fluence dependence of the transient bleach signal 

predicts an excitation yield close to 4.5% in the x-ray experiment at 1.7 mJ/cm2. A 

recombination and dissociation rate of iodine and electron are found by fitting I- bleach at the 

isosbestic point of the CTTS band 211 nm. The resulting 1 56.4 6.7 psdk    , 1k 97.9 7.2 psn
    

reflects a slower recombination than the dissociation of I:e contact pair as a result of broaden 

electron distribution which is in contrary with one-photon excitation. The reaction rate of 

iodine radical with iodide, k4=9.6x109 M-1s-1, found to be in good agreement with previous 

studies.  
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Chapter 6 Picosecond‐resolved x‐ray absorption spectroscopy 

6.1    Introduction 
 

In this chapter, we present our study on electronic and structural change of iodide upon 

multiphoton excitation with 400 nm laser pulses probed by transient x-ray absorption 

spectroscopy. The chapter is composed of two main sections: electronic properties at the L1 –

edge and structural properties measured at the L3-edge. 

6.2    Electronic properties 

6.2.1   Transient XANES around the Iodine L1 edge 

A main part of this thesis deals with the photogeneration of nascent iodine radicals in water, 

following the reaction 

 0I nh I e     (6.1) 

using 400 nm light. Since the photon energy is much lower than the lowest excitation CTTS 

band (see chapter 1), photogeneration of iodine atoms is a multiphoton process, with n photons. 

It is not easy to precisely quantify the yield of this reaction in a real experiment, since many 

factors contribute, including small variations in lateral pump beam profile. In addition, the 

iodine atom itself is hardly detectable (only in the deep UV 23) in an optical experiment, and 

relying on the intense absorption of the solvated electron throughout the UV-vis offers only an 

upper limit of this yield, since multiphoton ionization of the neat solvent may also contribute 

under such excitation conditions. In Chapter 5, we have measured the photoinduced bleach 

signal of the iodide CTTS absorption, which – according to Eq. 6.1 – reflects the amount of 

photogenerated atoms, but this applies only in the absence of other absorption bands, which is 

often not the case. For example, the solvated electrons still absorb around 230 nm, and leading 

to some uncertainty in the determination of the atomic concentration from such optical 

measurements. 

In consequence, while we can establish some boundaries for the neutral atom concentration, 

we cannot deliver its precise value under the pump-probe conditions used in the x-ray 
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experiments. This concentration, however, is vital for generating the photoproduct x-ray 

absorption spectrum, and therefore we employed different methods to extract its value to the 

highest precision possible, which are described below. 

A representative set of transient absorption at various time delays at the iodine L1–edge is 

displayed in Fig. 6.1, along with static iodide XAS at the L1 edge for comparison.  

The transient spectra show positive and negative features near 5185 and 5192 eV. The 

positive peak arises from a resonant 2 5s p  transition upon the electron ejection from the 5p 

orbital of iodide by the laser pump pulse. The transient spectra show an apparent peak shift and 

broadening for both transient features with increasing time. This is due to the formation of 

subsequent products, predominantly I-
2 formation. The time dependence of the new absorption 

at 5184 eV is displayed in Fig. 6.2. A heuristic single-exponential fit 0 0exp( ( ) / )y I t t      of 

this curve delivers a time constant of ~ 1 ns, which is in line with the rate constant for reaction 

Eq. 6.1 for c0 = 100 mM (1.04 ns). The 2 5s p transition of the solvated iodine atom 

disappears due to atom-electron recombination and formation of diiodide. However, diiodide 

has a corresponding transition 2 us  , which experiences a blue shift with respect to the free 

atom (Fig. 6.3). This is responsible for the gradual peak shift of this transient absorption. 
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The 400 nm pump/white light continuum probe experiments show that up to 50 ps the only 

photoproducts of iodide detachment are the iodine radicals and the electrons for a sample 

concentration of 50 mM, the subsequent product I-
2 comes into play after 500 ps. The positive 

peak of the transient absorption at 50 ps is attributed to only I0, whereas at later times the peak 

is superimposed with contributions of I-
2 and I-

3, resulting in a broadening. From this data, and 

knowing the absorption cross section of the species I0, I-
2 and I-

3, we can extract the population 

of each species, thereby tracking their population kinetics. The transient absorption A  at a 

given time delay can be expressed as: 

 
0 0

2 2 3 3
0( , ) ( ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ))

I I I I I I I I I
A E t c t E c t E c t E c t E c E l                     

 
(6.2) 

where 2 3 ( , , )X X I I I     are the extinction coefficients of I-, I-
2 and I-

3, respectively. ( )Xc t  are 

the time-dependent concentrations of species I-, I-
2 and I-

3, l and 0c  are sample thickness and 

reactant sample concentration, respectively. At 50 ps, the sample contains only I-, I0 and the 

solvated electron, which is silent in the x-ray domain. Equation 6.2 can be approximated as 

Fig. 6.3: A schematic energy diagram of I‐2 formed by the combination of six electrons of  I‐ and five electrons of I0 atom.
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 0 0( ,50 ) (50 ) ( ( ) ( ))
I I I

A E ps c ps E E l        (6.3) 

Based on this equation, one can calculate the absorption spectrum of I0 if the concentration 0I
c

is known. To have an idea about the shape of I0 we depict its spectrum for three different 

concentrations of iodine (Fig. 6.4). Excitation yield f at time zero is calculated from 0I
c at 50 ps 

by the rate equations. As can be seen, the intensity of the resonant peak is larger for a smaller 

excitation yield, while the edge jump remains constant, as expected. The smaller excitation 

yields also cause the edge to shift slightly more to the blue, at the same time the dip between 

the edge and pre-edge peak become deeper, and even negative which is unrealistic. A detailed 

analysis on the dip values is presented in section 6.2.3. The negative feature in the transient 

absorption spectra (Fig. 6.1) is responsible for the blue shift and the dip in the I0 spectrum. 
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Fig. 6.4: Three possible scenarios for the I0 spectrum for time zero excitation yield of 3.5, 5 and 24%. The black curve (f=3.5%) 
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6.2.2   Simple fit procedure for determining the XANES of atomic iodine 

 

The excitation yield is an important factor for determining the absorption cross section of I0. 

In principle, this factor could be derived from the all-optical pump-probe measurements (see 

chapter 5), but in our case it is unknown due to the limitations of pump power. We exploit the 

fact that the transient XANES after 50 ps consists of only the reactant iodide and atomic iodine 

atoms, and we fit the spectrum using a simple model. Hereby we assume that the iodide 

spectrum consists only of an edge step (lifetime broadened) and we include a Gaussian-shaped 

peak to mimic the first MS feature at 5194.5 eV (Fig. 6.5). 

 

 

For the atomic spectrum we assume a Lorentzian function for the 2s5p transition, and a 

shifted edge step (arctan) and Gaussian MS feature (can shift in energy and in amplitude). 

Interestingly, this fit minimizes the square residuals when applying these functions to Eq. 6.3 to 

calculate the transient XANES (Fig.  6.6b). In this figure, the 2  values are calculated by 

varying the I0 concentration keeping all other parameters fixed to the best fit values. The 
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Fig. 6.5: Fit of  I0 and  I‐  spectra using a  superposition  functions.  I‐  (blue curve)  is modeled with an Arctan and a Gaussian
functions  (dark green curves).  I0  (black scatter)  is modeled with a superposition of a Lorentzian, an Arctan and a Gaussian
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resulting excitation yield is 7 4%f    with a confidence level of 95% (Fig. 6.6b). The best fit 

of the transient spectrum is shown in Fig. 6.6a. The iodine XANES spectrum, generated from 

the resulted best fit values is shown in Fig. 6.5. 
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Thus we obtain from this fit the following parameters (Table 6.1) 

Table 6.1: Fit results using simple fit, the parameters are resulted from fitting I0 

spectrum (Fig. 6.5) with excitation yield obtained from Fig. 6.6b 

 I- I-
3 

a I2
b I0 

Atomic peak (eV) - 5188.4 5188.4 5184.97 

Ionization potential (eV) 5190.9 5192.1 5194.3 5193.19 

Area of atomic peak normalized 

to I2 

 2.34 1 0.8 

FWHM of atomic peak (eV)  3.17 3.03 3.15 

FWHM of edge (eV) 1.66 1.5 1.35 0.93 

Edge jump normalized to I2 0.98 3.02 1 0.96 

Binding energy of 5p orbital 

(eV)b 

- 3.7 5.9 8.2 

a The spectrum of  I‐3  is derived from static measurement of a solution of  I‐3 and  I
‐, where the concentration ratio of the two 

species is known. 
b The I2 spectrum is obtained from static measurement of I2 solid mixed with BN. 

bBinding energy is determined by the difference of the edge position and the atomic peak position. 

The model we used is only approximate, since it disregards the detailed origin of the 

XANES spectra: while the edge step and peak functions are fairly accurate, the MS features are 

merely heuristically taken into account. Nevertheless, the agreement is startling, and can serve 

as a starting point for a more thorough analysis, which we perform next. 

6.2.3   Fitting the temporal evolution of the Iodine L1 pre‐edge peak 

 

Another strategy to derive the excitation yield is based on the decay rate of the kinetic trace 

of Fig.  6.2 and on the solution of the rate equations to determine the initial population of 

photogenerated iodine radicals. The fitting strategy for the time scan is illustrated by a 

flowchart of Fig. 6.7. In this fit, the two free parameters are the excitation yield f and the time 

zero t0.  
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1. We start with an initial guess for the excitation yield of the 50 mM sample, the 

concentration of I0, 0I
c  is then calculated from the rate equation.  

2. The molar absorption of iodine, 0I
 is obtained via Eq. 6.3.  

3. From the 0I
 and the transient absorption of 100 mM sample, we extract the 

concentration of I0 generated at 50 ps in this sample, from which we determine the 

initial excitation yield based on rate equation. The I0 and I-
2 concentrations at 2 ns are 

calculated for the resulting initial excitation yield. 

4. With these parameters and the transient absorption of 100 mM sample at 2 ns, the 

absorption cross section of I-
2 is determined via Eq. 6.2, with the assumption that the 

I-
3 concentration at 2 ns is negligible.  

5. Once the absorption cross section of I0, I-
2 and I-

3 (from the static measurement) are 

found, the time-dependence of the signal at 5184 eV is computed via Eq. 6.2 with 

( )Xc t  obtained by solving rate equation for the initial excitation yield in 100 mM 

sample, which is obtained in step 3.  

6. The calculated signal is compared with data via the 2 value. The residual is then 

minimized by adjusting initial guessed f and time zero.  

Note that the cross correlation of 70 ps is implemented as FWHM of the propagated 

Gaussian pump pulse in the rate equation (see Eq. 5.5 in chapter 5). 
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The best fit signal is shown in Fig. 6.8, together with concentration kinetics of I-, I-
2, I

0 and I-

3. In this approach, the main best fit parameter is excitation yield. It is reasonable that the decay 

profile of the time scan only depends on the initial excited concentration of iodide. With the 

rate equation established from the previous section, we should get a reliable f by fitting the time 

scan. Fig. 6.9 shows the correlation of the pair parameters f and t0 at 3 levels of confidences 

68.3%, 95.4% and 99.73%. The resulting best fit parameters are 5 3%f   and 

0 11 1.54 pst    for confidence level of 99.73%. The excitation yield is comparable with the 

value of  ~4.5%  derived from the optical pump-probe measurement at a lower pump fluence of 

1.2 J/cm2 (Fig. 5.12). This confirms the reliability of the analysis. The uncertainty of t0 is close to 

our experimental jitter time between laser and x-ray delay of 2 ps. In order to find a real range 

of f values, we investigate the dependence of average absorbance of the dip ranging from 5190-

5193 eV in Fig. 6.4. It is obvious that the absorbance of I0 must be positive or zero for the whole 

energy, so f values that lead to a negative absorbance in the dip range are unreasonable. This is 

a model independent method to determine lower boundary values of f. It was found that the 

lowest acceptable f is ~5% (Fig.  6.10), which is our best fit value. However, a rather high 

uncertainty of f values are found for a confidence level of 95.7%, the upper boundary of f in 

this case is 24% (Fig. 6.9), which generates the I0 spectrum as shown in Fig. 6.4 (green curve). 

Fig. 6.7: Flowchart for fitting the time dependent of Fig. 6.2. In this procedure, transient absorption of 100 mM sample at 50  
ps and 2 ns are involved. 
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Taking into account the two fitting approach (section 6.2.2 and 6.2.3), we conclude that f is 

within 5-24%. 

From the resulting excitation yield f=5%, we calculate the absorption spectra for neat I0 and 

I-
2. The reconstructed spectra of transient species I0 and I-

2 are shown in Fig. 6.11, along with the 

static I- and I-
3 spectra as reference. The pre-edge peak position of I-

2 , which is 2 us 

transition is shifted by ~1.5 eV with respect to I0, indicating that the I-
2 u  is located ~1.5 eV 

above the iodine 5p orbital. The peak intensity of the two spectra is comparable which is 

consistent with the simplified analogy that I-
2 is composed of an I0 and an I-, although the exact 

integral of the peak can be different because the orbital of I-
2 is different from that of I0. The 

edge jump of I-
2 is ~2 times larger than the I0 or I- due to the contribution of both I0 and I-. The 

edge position of I0 is shifted by ~3 eV to higher energy with respect to the I- edge. This is due 

to the higher electrostatic attraction for the outgoing electron to the I0. 
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Fig. 6.8: Upper panel:  temporal evolution of transient signal at 5184 eV of Fig. 6.1 and its best fit using kinetics model. Lower
panel shows individual concentration of I‐ (denoted as Im), I0 (I0), I‐2 (I2m) and I‐3 (I3m) as a function of time. 
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Fig. 6.9: Contour plot of f and t0 correlation for three confidence levels of residuals 99.73% (purple), 95.4% (blue) and 68.3% 
(dark red). 
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Fig. 6.10: Dependence of mean absorbance on initial excitation yield at dip feature of I0 spectrum from 5190 to 5193 eV.
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The area of the resonant peak reflects the charge density of 5p orbital, by comparing 

intensity of this peak with neutral I2, Park et al. found electron transfer from Bi2Sr2CaCu2Oy 

lattice to an intercalated iodine in I Bi2Sr2CaCu2Oy 
122. Using this approach, we can determine 

the degree and direction of charge transfer in aqueous I0 system. The spectra of I0 is fitted with 

a Lorentzian and an Arctangen step function plus a Gaussian to model a multiple scattering 

(MS) feature right after the edge, where the Lorentzian is given by 

2 2
0( ) 2 / (4 ( ) ))f E L w E E w         with L corresponding to the area of the 2 5s p peak. 

The I2 spectrum is fitted by the same function after rescaling the spectrum to the edge jump of 

I0. The ratio of best fit L values for I0 and I2 is 3.21(±0.3)/2.73(±0.17). A ratio of area ~1.18 

indicates that there might be charge transfer from a nascent iodine atom to the surrounding 

water molecules. On the other hand, the upper boundary of f value (f=24%) yields an area ratio 

for I0 and I2 of 0.85/2.73 (≈0.31), indicating a reverse charge transfer from the surrounding 
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Fig. 6.11: Absorption for 1 M of I0, I‐2, I
‐, solid I2 and I

‐
3 at a given sample thickness of 280 µm. The I0 spectrum is generated

with f=5%. The I‐3 spectrum is derived from a static measurement of a solution containing I‐3+I
‐. The solid I2 spectrum is also a

static measurement whose edge jump is rescaled to that of I‐ absorption.  
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water molecules to the iodine atom. Table 6.2 summarizes the best fit parameters for I-, I-
2, I

-
3, 

I2 and I0 spectra using the above function. The resonant peak positions of poly-iodine 

molecules show a blue shift with respect to that of iodine atom which is the consequence of a 

transition from 2s to σ* antibonding orbital located above the 5p level of iodine atom. The 

ionization potential (the edge position) increases with the decreasing average charge on one 

Iodine species, where the average charge located at the Iodine atom for I-
2 and I-

3 are -1/2e and 

-1/3e, respectively. The blue shift of the edge with the decreasing average charge is a 

consequence of the stronger binding energy of the electron in more positively charged atoms. 

Table 6.2. Best fit parameters obtained from absorption spectra of iodine species. 

  I‐  I2
‐  I3

‐  I2  I0

Atomic peak(eV)  ‐  5186.5  5188.4  5188  5184.9 

Ionization potential (eV)  5190.9  5191.7  5192.1  5193  5193.8 

Area of atomic peak  ‐  2.59  6.4  3.05  3.21 

Edge jump for 1M  0.45  0.97  1.39  0.46  0.45 

Binding energy at 5p  5.5  5.2  3.7  5  8.9 

Edge jump normalized  1  2  3  1  1 
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6.2.4   Kinetics of the photoproducts 

 

Now that the absorption cross section of all species is known, the population of each species 

can be extracted from the transient absorption spectra (Fig. 6.1) via Eq. 6.2. The spectrum of 

each species is fitted with a superposition of a Lorentzian, arctan and a Gaussian  function 

before passing to Eq. 6.2 for fit. The extracted concentration of I0, I-, I-
2 and I-

3 at various time 

delays are shown in Fig. 6.12a (50 mM) and Fig. 6.12b (100 mM), together with the theoretical 

curves. As can be seen, the data is fairly consistent with the calculations from rate equations 

(solid curves). The data for the 100 mM sample is in better agreement with theory than that of 

the 50 mM sample. The discrepancy in the latter might arise from the uncertainty of the sample 

concentration due to the evaporation of the solvent by the pumping laser. The error bar of the 

extracted concentration in both samples are underestimated because the uncertainty of the 

molar extinction of the species were not included in their modeling functions. 
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Fig. 6.12: Extracted concentration change of I0 (red triangle), I‐2 (green triangle), I
‐
3 (blue hexagonal) and I

‐ (black circle) at 
various time delay. The solid curves show the calculations with the same color assignment. 
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6.3   Transient Structure of Aqueous Iodine Atoms 

The reconstructed I0 L1 edge shows a shallower modulation above the edge compared to I- 

L1 edge (Fig. 6.11), implying structural changes. The signal to noise of the recovered I0 spectrum 

is not good enough to carry a structural analysis. All structural analysis rely on the L3-edge data 

which is much more sensitive to the structure than the L1 edge (as mentioned in section 4.1). 

Our transient absorption at the L3 edge shows sufficient statistics to extract structural 

information (Fig. 6.13). Feature A on the rising edge of the static spectrum probably originate 

from multiple scatterings. Fig. 6.14 displays the reconstructed I0 L3-edge spectrum for f=3.2% 

which is extracted from the transient L1 edge for 100 mM sample (f for 100 mM sample is 

devived from the calculation for Fig. 6.12b). A blue shift of ~3 eV for the edge is observed, 

possibly reflecting both solvent shell structure and oxidation state changes of the iodine atom.  

It is not realistic to do a structural analysis based on angle and bonds distance change of 

specific water molecules with respect to iodine due to the disordered property of the system. 

We implemented a proper technique similar the approach used in the EXAFS analysis for the 

static I- presented in chapter 4. In this method, the radial distribution of aqueous iodine is 

derived from fitting the differential EXAFS signal,  . The  is given by 

 0( ) ( ) ( )
I I

k k k       (6.4) 

where 0 ( )
I

k  and ( )
I

k   are the EXAFS spectra of I0 and I-, respectively. The ( )k can be 

calculated directly from the transient absorption: 

 
( )

( )
A k

k
c





 

  (6.5) 

where c is concentration of photogenerated iodine at the given time delay of the transient  
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Fig. 6.13: Transient absorption at 50 ps for I L3 in 100 mM sample (solid circle) and static I‐ absorption (solid line).
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spectrum, ( )A k  is transient absorption spectrum in k-space ,  is the edge jump of the I- 

static absorption. In fact, to enhance the structural sensitivity of the EXAFS spectrum, we do a 

k-weighing of ( )k . The 0 ( )
I

k  is calculated from an assumed g(r) using the similar 

procedure presented in chapter 4. The ( )
I

k   is the static experimental spectrum presented in 

Chapter 4. The shape of the I0-O RdF is optimized to fit the ( )k  using Eq. 6.4. The radial 

distribution function of I0-O is modeled by only one  -like function (Eq. 2.7). The EXAFS 

signal associated with hydrogen scattering is calculated from g(r) of I-H derived from QM/MM 

simulation. The modeled 0 ( )
I

k  is shifted in energy space before being subtracted by static 

( )
I

k   to fit the experimental ( )k . The photogenerated iodine atom, c at 50 ps obtained 

from transient absorption at L1 edge for 100 mM sample is 2.2 mM (corresponding to time zero 

f=3.2%). In total, we have 4 parameters modeling g(r) and an energy shift E0. The optimization 

is carried out in Matlab using GNXAS software for calculating EXAFS signal. The boundaries 
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Fig. 6.14: Reconstructed I0 L3 edge for excitation yield f=3.2%. The I
0 spectrum is recovered from the transient 50 ps in Fig. 

6.13 of 100 mM sample. 
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for fitting the parameters are large enough so that the best fit values are well covered. Fig. 6.15 

shows the ( )k k and its best fit curve.  

 

 

The reconstructed radial distribution function of I0 is shown, along with the refined I- g(r) 

and the simulated g(r) of I0-O 28 in Fig. 6.16. The first maximum of 0 ( )
I O

g r


is found to be 4.15 

Å compared to 3.5 Å derived from I- EXAFS refinement. The fact that the solvent shell of 

iodine is extended supports the hydrophobic property of the iodine atom in water, and this is 

predicted in our classical MD, QM/MM and DFT simulations, refer to the chapter 4. The iodine 

solvent shell is predicted to expand by 0.35 and 0.6 Å by the QM/MM and DFT simulation, 

specifically DFT simulation shows a small peak at 2.9 Å and a broad g(r) with first maximum 

at ~4.1 Å. Koneshan et al. 28 found a 0 ( )
I O

g r


 with first maximum at 4.25 Å (blue curve in Fig. 

6.16), which is elongated by 0.65 Å compared to ( )
I O

g r 
. This elongation is in very good 

agreement with our value. The extracted 0 ( )
I O

g r


 is significantly broader than that of ( )
I O

g r 
, 
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Fig. 6.15: k‐weighted   at the L3‐edge of iodine (solid square) and its fit (solid curve). See text for details of the fit.



 

135 
 

reflecting a more diffuse structure. The coordination number is important factor indicating the 

number of water molecules in the first solvation shell. A coordination number of oxygen for 

iodine hydration shell of ~20 is resulted from the fit (Fig. 6.15), which is larger than that of I- 

with 7 (refer to chapter 4). The larger coordination number is a consequence of the larger and 

more disordered solvation shell. MD simulations show that the coordination number in iodine 

solvent shell is 27 which is not far from our value. Table 6.3 summarizes the best fit values 

with their boundaries. Note that R in this table is not the first maximum position but it is the 

position that divides the g(r) into two parts with equal area.  
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Fig. 6.16: Recovered iodine‐oxygen radial distribution function is shown together with the refined I‐‐O and the predicted I0‐O  
28 radial distribution function. 
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Table 6.3. Structural parameters of iodine solvent shell. 

 Best fit value Lower 

bound (99.7%) 

Upper bound 

(99.7%) 

Uncertainty 

(99.7%) 

N 19.96 13.68 28.17 7.25 

R(Å) 4.6 4.5 4.7 0.1 

σ 0.32 0.27 0.43 0.08 

β 1.42 1.22 1.65 0.22 

E(eV) 3.32 2.35 6.06 1.86 

The recovered EXAFS spectrum of I0 is displayed in Fig. 6.17. The modulation amplitude of 

I0 EXAFS is lower than that of I-, which is consistent with the reconstructed L1 edge spectrum.  

 

 

3 4 5 6 7

-0.10

-0.05

0.00

0.05

0.10

k (A-1)

 

 

k

 I- Experiment

 I- fit

 I0 fit

Fig. 6.17: Experimental EXAFS spectrum (solid circle) and fit (black solid line) of aqueous iodide together with the 
reconstructed  EXAFS spectrum of iodine L3‐edge (red curve) . 
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In the EXAFS analysis, the uncertainties of fit parameters are very important since they 

indicate the reliability of the extracted structure. The uncertainty in our analysis is performed 

based on a similar approach used in analyzing I- EXAFS in chapter 4. Once the fit of ( )k k

has converged, we do a pair correlation test for a total 10 pair of parameters. The boundaries 

for best fit parameters are set for 99.7% confidence level. The contour plots for the 10 pair 

parameters correlation are shown in the Appendix. An uncertainty at 95% of confidence level 

found for R is 1.08 Å. So, an elongation of iodine solvent shell 0.65 1.18R   Å is found. 

The uncertainty will obviously be smaller if the S/N of transient absorption is larger especially 

in the EXAFS region. 

6.4   Conclusions 

We have developed an independent way for obtaining excitation yield based on a rate 

equation model. The resulting excitation is consistent with the laser pump-probe data. The 

absorption cross section at L1-edge of short-lived species I0, I-
2 are revealed. The I0 absorption 

spectrum indicates that there might be charge transfer from the iodine atom to the caging water 

molecules. The atomic peak shift of ~1.5 eV in I-
2 spectrum with respect to that of I0 is found, 

showing the energy difference between the u  orbital in I-
2 and the 5p orbital in iodine atom. 

The edge positions obey the rule of the average charge residing on iodine ion. The extracted 

kinetics of iodine species is in agreement with calculations of kinetics reaction. 

We demonstrated that structure of a disorder system can be determined by fitting the 

transient EXAFS. The analysis is based on the peak fitting of g(r) applied for I- EXAFS. The 

resulting 0 ( )
I O

g r


shows a significantly broader feature compared to ( )
I O

g r 
, reflecting a more 

disordered structure. It also indicates that the solvent shell of iodine atom is larger than that of 

I- by 0.65 1.18R    Å. This structure is responsible for the shallow modulation of the 

recovered I0 EXAFS. 

The proposed time-resolved analysis approach is a promising method for analyzing disordered 
system such as aqueous halogen anion. The method will partly be applied for fs resolved data 
analysis. 
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Chapter 7   Femtosecond XANES study of aqueous iodide 

7.1   Introduction 

Now that we have learnt from I0 L1-edge that at 50 ps there might be charge transfer 

between the iodine atom and the surrounding water molecule. In order to answer how and when 

this happens we need to know its dynamics at very early time. For tracking the solvation 

dynamics of I-, one should probe the iodide anion itself and the neutral iodine atom by x-ray 

absorption, which would deliver both electronic and geometric structure during the solvation 

process. However, to access to early states of the process a sub-picosecond resolution is 

required. We employed femtosecond x-ray pulses generated by the laser slicing technique at the 

SLS (see section 3.5) to investigate the solvation dynamics of iodine following the 

photodetachment of iodide. 

In the following section, we present our investigation on energy-resolved and time-resolved 

L1 and L3 edge spectra of iodine upon multiphoton excitation of 400 nm laser pulse. The energy 

resolution were ~2 eV. 

7.2    Iodine XANES spectrum 

Fig. 7.1a displays the L1 edge transient absorption at 300 fs, the transient spectrum at 50 ps 

normalized to the maximum of the feature A of 300 fs spectrum is overlaid for reference. As 

can be seen, both spectra have a similar shape, except that the feature B in the spectrum at 300 

fs is deeper than the 50 ps spectrum, the entire spectrum is also blue shifted by ~0.6 eV. The 

broadening of feature A (which corresponds to the 2 5s p transition) in the 300 fs spectrum 

is likely due to a poorer energy resolution (see section 3.7). The deeper amplitude and the blue 

shift of feature B indicate a stronger blue shift for the edge of I0 spectrum at 300 fs compared to 

50 ps. A shift to higher energy of the I0 edge can be understood by the fact that at 300 fs the 

degree of the occupancy of 5p orbital is lower than that at 50 ps. Though it is not as clear as the 

L1 spectrum, feature B of the L3 spectrum shows a similar shift (Fig.  7.1b). The difference 

between the 50 ps and 300 fs transient spectra at L3 edge implies different solvent shell 

structures between the two time delays. 
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In order to examine the shape of I0 spectrum we use the same approach applied for the I0 

spectrum at 50 ps presented in the section 6.2.2. Fig.  7.2 shows the dependence of the I0 

spectrum on the excitation yield. A similar trend to the I0 spectrum at 50 ps is observed, a 

smaller f values results in a higher 2 5s p peak and the lower absorption at the feature 

between the peak and the edge of the spectrum (called dip).  
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Fig. 7.1: Transient absorption at L1 (a) and L3 edge (b) for 430 mM sample, pumped by 0.8 J/cm2.
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A lower limit for the excitation yield can be determined by plotting the dependence of the 

average absorbance of the dip versus the yield (Fig.  7.3b). It is found that the I0 spectrum 

becomes reasonable for f≥2.7%. The areas of the Lorentzian functions resulting from the fit of 

I0 spectra are normalized with that of the spectrum of solid I2 whose edge jump is rescaled to 

the edge jump of the reconstructed I0 spectra. The area of the peak in the unit of solid I2 peak 

(Fig. 7.3b) represents the occupancy of the 5p orbital 122, thus hinting possible charge transfer 

directions (a ratio larger than unit implies a charge transfer from I0 to solvent prior to the 

absorption of x-ray, a ratio smaller than unit implies the opposite). The figure is later used to 

determine the occupancy of the best recovered I0 spectrum. 
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We performed a simple fit of the transient L1 spectrum based on the procedure described in the 

section 6.2.2 to find the XANES of iodine. The best fit transient spectrum is presented as red 

curve in Fig. 7.1a. The best-fit excitation yield of 4.67% leads to a reconstructed I0 spectrum 

presented in Fig. 7.4a for L1 edge and Fig. 7.4b for L3 edge. 
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Table 7.1 shows the best fit values for the transient L1 edge. While the atomic peak of the I0 

spectrum at 300 fs is located 0.6 eV lower than that of the spectrum at 50 ps, its edge position is 

shifted by 1.2 eV with respect to the 50 ps. These imply that binding energy of the 5p electron 

decrease by 0.6 eV, whereas that of 2s electron decrease by 1.2 eV after 50 ps. 
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  Table 7.1. I0 XANES best fit parameters 

 I0 at 300 fs I0 at 50 ps 

Atomic peak (eV) 5185.6 5184.97 

Ionization potential (eV) 5194.4 5193.19 

Area of atomic peak normalized to 

that of solid I2 

0.85/0.79a 0.66/0.79a 

FWHM of atomic peak (eV) 3.6 3.15 

Excitation yield (%) 4.7 7 

Binding energy of 5p electron (eV) 8.8 8.2 

 

The area of the 2 5s p  peak is 1.1±0.3 times larger than that of neutral I2, implying a 

possible charge transfer from the nascent iodine atom to water molecules occurred before the 

iodine atom is probed by x-ray. The peak area in the unit of I2 atomic area is larger than the 

value found for I0 XANES at 50 ps using the same analysis strategy. The decrease of the 

transition peak is consistent with the fact that a larger atomic peak (smaller occupancy) leads to 

a stronger binding of the inner electrons of iodine atom, thus resulting in a larger edge shift of 

the XANES at 300 fs compared to the XANES at 50 ps. It also suggests that this absorption 

cross section change is a result of a fast back charge transfer from the water molecules to iodine 

atom. The XANES L3 edge at the early times exhibits a shallower modulation compared to that 

at the later time. This indicates a more diffused hydration structure of iodine atom at early time 

before it is relaxes to a better defined structure over time. Unfortunately, a quantitative 

structural analysis based on the transient L3 edge at 300 fs is not possible due to the poor 

quality of the spectrum.  

7.3  Conclusions 

The femtosecond x-ray transient data shows interesting features that could provide new 

insights in the electronic structure of the iodine atom. Using a simple fitting procedure for the 

transient absorption we extracted the XANES spectrum of iodine atom at 300 fs. The 

reconstructed L1 edge spectrum shows that the binding energies of the 5p and 2s states increase 

aarea of the lorentzian peak of I2 after edge jump of the spectrum is normalized to 

that of the I0 at 300 fs 
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by ~0.6 eV and ~1.2 eV, respectively with respect to those at 50 ps. An increase in the 

2 5s p transition probability is consistent with the increase of the ionization energy of iodine 

atom at 300 fs compared to 50 ps. The 2 5s p transition probability is found to decrease by 

~1.1 times from 300 fs to 50 ps, suggesting a possible back charge transfer from water 

molecule to iodine atom. Further studies are underway to have a full picture of the electronic 

change and the reaction path way of iodine atom. 
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Chapter 8 Conclusions and Outlook 

8.1   Conclusions 

Ultrafast optical and x-ray spectroscopies were applied to study solvation dynamics in the 

case of an atomic solute in water, aqueous iodide, upon impulsive photoionization. We 

succeeded in observing the photogenerated iodine atom by x-ray absorption for the first time. 

Previous studies using ultrafast optical spectroscopy were capable of tracking the kinetics of 

electron 16 and the transient states of iodide CTTS 13 but did not deliver the rearrangement of 

water molecules upon photoexcitation of aqueous iodide. Using picoseconds and femtosecond 

x-ray pulse we are able to capture not only the solvent structure but also the electronic state of 

photogenerated iodine after the excitation by femtosecond laser pulse. 

Though the initial purpose of our all-optical pump-probe measurements was to determine 

the fractional yield of excited species, for pump conditions identical to those of the laser 

pump/x-ray probe experiment, the multiphoton excitation reveals new insights into the 

solvation process. A strong temperature effect is observed in the kinetics of electron due to the 

red shift of the solvated electron absorption band after a blue shift of pre-thermalized electron. 

The increase temperature is due to the pump laser depositing heat in the solvent bath. The 

continuous red shift of electron absorption band changes the true electron dynamics, thus 

hiding the real solvation dynamics. Probing the iodide bleach in CTTS band is supposed to 

avoid the temperature effect on the electron, thus finding the iodine kinetics according to a 

stoichiometric reaction (Eq. 6.1). However, the CTTS band experiences a red shift with 

increasing temperature as well. The effect appears as the dependence of recovery time on pump 

fluences. Fortunately, the CTTS band has an isosbestic point, which is not affected by 

temperature. For the first time, we find the mere real kinetics of electron under multiphoton 

excitation using a rate model. The resulting 1 56.4 6.7 psdk    , 1k 97.9 7.2 psn
    reflects a 

slower recombination than the dissociation of I:e contact pair as a result of broaden electron 

distribution which is in contrary with one-photon excitation 16. Pumping the sample with one 

photon at 240 nm reproduces the previously reported electron kinetics 15. The electron kinetics 

is well modeled with by the mean force potential (MFP) theory and the rate equation using the 

concept of iodine-electron contact pair. 
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Structural analysis of the iodide static solvent shell shows that quantum 

mechanics/molecular mechanics (QM/MM) simulation provides the better description of the 

shell than classical molecular dynamics (CMD) and density functional theory (DFT) 

simulation. This is a consequence of a better description of water-water interaction in the 

QM/MM simulation.  

The analysis of time-resolved XAS data demonstrates new methods for estimate excitation 

yields of a photodetachment process, which is vital information to reconstruct absorption 

spectra of photoproducts, without a priori knowledge on the excitation conditions. Time-

resolved XAS yields the XANES spectra of short-lived photoproducts from 300 fs to several 

nanoseconds. These absorption cross-sections are used to reproduce the population kinetics of 

photoproducts. 

The solvent structure of hydrated iodine after 50 ps is discovered for a first time using a new 

analyzing approach based on g(r) refinement. The finding shows that the solvation shell of 

iodine is expanded by ~0.6 Å, compared to that of I-. Its structure is also more diffuse, thus less 

rigid, than I-. 

Femtosecond XANES study found that binding energy of 5p and 2s electron decrease by 

~0.6 eV and 1.2 eV, respectively when the time increases from 300 fs to 50 ps. Simultaneously, 

the strength of the 2 5s p transition decreases by ~1.1 times. This hints a possible absorption 

cross section change due to charge transfer from water to iodine atom. 

8.2   Outlooks 

Although the solvation shell of iodine has been found, its uncertainty is rather large. This 

originates from the small signal-to-noise transient EXAFS data, as well as in the nature of the 

solvent shell itself: the hyprophobic iodine radical leads to a larger cage size, which in return is 

filled with much more cage water molecules, which are less attached to the radical, thus leading 

to this rather diffuse cage. However, we can nevertheless imagine that this can be better 

determined with better statistics, thus at advanced new free x-ray electron laser sources. 
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The interesting femtosecond XANES data needs to be further analyzed. The data could 

provide totally new insights in the solvation dynamics of iodide under multiphoton excitation. 

Further studies of this data are undergoing. 
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Appendix A Determination for uncertainties of the parameters of iodide 

static solvation shell 
 

Parameters that define iodide solvation shell are: NX, RX, σX, βX, E (X=O: oxygen,H: hydrogen) 
which are coordination number, averaged distance from the anion, dimensional less skewness 
and energy shift, respectively.  

 

 

 

 

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
12.4

12.5

12.6

12.7

12.8

12.9

13

13.1

13.2

13.3

13.4

β
H

 E
shift

 correlation

β
H

E
sh

ift

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

β
O

 β
H

 correlation

β
O

β H

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
12.4

12.6

12.8

13

13.2

13.4

13.6

13.8

β
O

 E
shift

 correlation

β
O

E
sh

ift

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
1.5

2

2.5

3

3.5

4

4.5

5

5.5

β
O

 N
H

 correlation

β
O

N
H



 

149 
 

 

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
2.6

2.62

2.64

2.66

2.68

2.7

2.72

2.74

β
O

 R
H

 correlation

β
O

R
H

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

β
O

 σ
H

 correlation

β
O

σ H

1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

N
H

 β
H

 correlation

N
H

β H

1.5 2 2.5 3 3.5 4 4.5 5 5.5
12.4

12.5

12.6

12.7

12.8

12.9

13

13.1

13.2

13.3

13.4

N
H

 E
shift

 correlation

N
H

E
sh

ift

1.5 2 2.5 3 3.5 4 4.5 5 5.5
2.6

2.62

2.64

2.66

2.68

2.7

2.72

2.74

N
H

 R
H

 correlation

N
H

R
H

1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

N
H

 σ
H

 correlation

N
H

σ H



 

150 
 

 
6.2 6.4 6.6 6.8 7 7.2 7.4 7.6 7.8 8
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

N
O

 β
H

 correlation

N
O

β H

6.2 6.4 6.6 6.8 7 7.2 7.4 7.6 7.8 8
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

N
O

 β
O

 correlation

N
O

β O

6.2 6.4 6.6 6.8 7 7.2 7.4 7.6 7.8 8
12.4

12.5

12.6

12.7

12.8

12.9

13

13.1

13.2

13.3

13.4

N
O

 E
shift

 correlation

N
O

E
sh

ift

6.2 6.4 6.6 6.8 7 7.2 7.4 7.6 7.8 8
1.5

2

2.5

3

3.5

4

4.5

5

5.5

6

N
O

 N
H

 correlation

N
O

N
H

6.2 6.4 6.6 6.8 7 7.2 7.4 7.6 7.8 8
2.6

2.62

2.64

2.66

2.68

2.7

2.72

2.74

N
O

 R
H

 correlation

N
O

R
H

6.2 6.4 6.6 6.8 7 7.2 7.4 7.6 7.8 8
3.485

3.49

3.495

3.5

3.505

3.51

3.515

N
O

 R
O

 correlation

N
O

R
O



 

151 
 

 
6.2 6.4 6.6 6.8 7 7.2 7.4 7.6 7.8 8

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

N
O

 σ
H

 correlation

N
O

σ H

5 5.5 6 6.5 7 7.5 8 8.5 9
0.022

0.024

0.026

0.028

0.03

0.032

0.034

0.036

0.038

0.04

N
O

 σ
O

 correlation

N
O

σ O

2.58 2.6 2.62 2.64 2.66 2.68 2.7 2.72 2.74
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

R
H

 β
H

 correlation

R
H

β H

2.58 2.6 2.62 2.64 2.66 2.68 2.7 2.72 2.74 2.76
12.4

12.5

12.6

12.7

12.8

12.9

13

13.1

13.2

13.3

13.4

R
H

 E
shift

 correlation

R
H

E
sh

ift

2.58 2.6 2.62 2.64 2.66 2.68 2.7 2.72 2.74 2.76 2.78
0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

0.055

R
H

 σ
H

 correlation

R
H

σ H

3.485 3.49 3.495 3.5 3.505 3.51 3.515
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

R
O

 β
H

 correlation

R
O

β H



 

152 
 

 
3.48 3.485 3.49 3.495 3.5 3.505 3.51 3.515 3.52 3.525
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

R
O

 β
O

 correlation

R
O

β O

3.45 3.46 3.47 3.48 3.49 3.5 3.51 3.52 3.53 3.54
11.5

12

12.5

13

13.5

14

14.5

R
O

 E
shift

 correlation

R
O

E
sh

ift

3.485 3.49 3.495 3.5 3.505 3.51 3.515
1.5

2

2.5

3

3.5

4

4.5

5

5.5

R
O

 N
H

 correlation

R
O

N
H

3.48 3.485 3.49 3.495 3.5 3.505 3.51 3.515 3.52
2.6

2.65

2.7

2.75

R
O

 R
H

 correlation

R
O

R
H

3.485 3.49 3.495 3.5 3.505 3.51 3.515
0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

R
O

 σ
H

 correlation

R
O

σ H

3.485 3.49 3.495 3.5 3.505 3.51 3.515
0.027

0.028

0.029

0.03

0.031

0.032

0.033

0.034

0.035

0.036

R
O

 σ
O

 correlation

R
O

σ O



 

153 
 

 

 

0.027 0.028 0.029 0.03 0.031 0.032 0.033 0.034 0.035 0.036
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

σ
O

 β
H

 correlation

σ
O

β H

0.027 0.028 0.029 0.03 0.031 0.032 0.033 0.034 0.035 0.036
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

σ
O

 β
O

 correlation

σ
O

β O

0.027 0.028 0.029 0.03 0.031 0.032 0.033 0.034 0.035 0.036
12.4

12.5

12.6

12.7

12.8

12.9

13

13.1

13.2

13.3

13.4

σ
O

 E
shift

 correlation

σ
O

E
sh

ift

0.027 0.028 0.029 0.03 0.031 0.032 0.033 0.034 0.035 0.036
1.5

2

2.5

3

3.5

4

4.5

5

5.5

σ
O

 N
H

 correlation

σ
O

N
H

0.027 0.028 0.029 0.03 0.031 0.032 0.033 0.034 0.035 0.036
2.6

2.62

2.64

2.66

2.68

2.7

2.72

2.74

σ
O

 R
H

 correlation

σ
O

R
H

0.027 0.028 0.029 0.03 0.031 0.032 0.033 0.034 0.035 0.036
0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

σ
O

 σ
H

 correlation

σ
O

σ H

Fig.  A.1:  Correlation maps  for  all  possible  combination  of  the  pair  parameters.  The  three  circles  correspond  to  three
confidence levels 68.3% (dark red), 95.4% (blue), and 99.73% (purple). The uncertainties presented in section 4.3 are yielded
from 95.4% of confidence level. The blue cross shows the best fit values. 
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Appendix B Determination for uncertainties of iodine solvation shell at 50 

ps 

 

Only first solvation shell of gI-O(r) is fitted. Parameters that define the shell are: NO, RO, σO, βO, E 
which are coordination number of oxygen, averaged distance from the anion to oxygen, 
dimensional less skewness and energy shift, respectively.  
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Fig. B.1: : Correlation maps for all possible combination of pair parameters. The three circles correspond to three confidence
levels 68.3% (dark red), 95.4% (blue), and 99.73% (purple). Because the uncertainties corresponding to 68.3 and 95.4% are
out of calculating range, most of the uncertainties given in section 6.3 are those at 99.7% confidence level except for that of
R which is at 95.4% of confidence level. The blue cross displays the best fit values. 
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