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Abstract

Numerical simulation of the tokamak scrape-off layer (SGQLan essential tool
for the prediction of the conditions to be expected in future fusionorsastich as the
ITER project, now under construction in Southern France. One partycutgsbrtant
issue regards the estimation of the expected transient poads lon plasma-facing
components (PFC) due to magnetohydrodynamic plasma relaxations, known as Edge
Localised Modes (ELMs). These loads are a major cause of cdiocdifER owing to
the very severe restrictions on PFC lifetime (especiallydibertor targets) that they will
impose if their amplitude is not maintained below a given sizen Ehvaugh SOL plasma
modelling has reached a comparatively high level of sophisticatien TER divertor is
being designed in part with complex edge plasma codes), the majosityations are
performed for steady state conditions, necessarily excluding tleepdies of transient
events.

This thesis explores the utility and validity of the fluid pias Monte-Carlo
neutrals approach to SOL and divertor modelling in the presence ofi¢pesmdent ELM
phenomena. It aims to test the most complex tool of this type tyrearailable, the
fluid (B2.5)-neutral Monte-Carlo (EIRENE) code package SOLPS5nsaaivariety of
ELM sizes in two very different tokamaks, TCV and JET. Although eSS package
has been the modelling tool of choice for ITER design, it has not yetslgstamatically
used for the study of ELM transients. A key element throughout gsrauis
benchmarking — seeking the best possible agreement between both experichent a
simulation and between different codes for the same experiment,assimgny different
measurements as possible to constrain the model. Such benchmédamgisaare still,
unfortunately, comparatively rare on today’s machines.

Fully time-dependent simulations (2-D plasma, 3-D neutrals) hawn be
performed of four H-mode plasmas, two each on TCV and JET, coveypsy IT and
Type | ELMs over a range of pedestal collisionality and energy lexbpéer ELM from
AWgim ~ 0.005-> 0.7 MJ. The high end of this limit corresponds to the current
maximumAWe_u which is thought to be tolerable on ITER for acceptable divertgetar
lifetime. The two tokamaks differ radically in size, input powed divertor geometry,
but share carbon as the main PFC material. The SOLPS5 sonsldtave thus been
performed with all carbon charge states included but do not feattivatad poloidal
drift terms.

The approach is first to seek the closest match to experimepsaream,
pedestal/SOL and downstream target profiles during the inter-ELMephdss is
achieved through the specification of radially varying perpendicular lgadimd heat
diffusivities and/or convective radial velocity in order to accouwnt the different
transport levels in the edge and SOL regions. Poloidal variation eé ttransport
coefficients is also applied to distinguish between main charSdr and divertor
regions. This is important in a device like TCV with rather unconeeal divertor
geometry. Similar reasoning applies even more to the ELM itséichwis known to
burst into the SOL in the outboard, unfavourable curvature region and isxinesely
poloidally localized. This has also been accounted for especially iratthmpts to
simulate the TCV ELM events.



The complexity of the ELM instability continues to prevent a completeretical
description of the evolution of transport during the event. In SOLPS5, tipest and
currently only method by which the ELM can be simulated is to iserdae anomalous
transport coefficients used to simulate the pre-ELM state duaingrief interval
corresponding to the ELM duration, such that the total energy expelled) diis time is
compatible with that measured experimentally. In the case of Ty@¢ Ml ELM, where
reasonable upstream and downstream data are available arddorte largest number
of sensitivity studies have been performed in this thesis withPSDhgreement is good
in the pre-ELM phase and reasonable, but less satisfactory durigtheThis ELM is
a largely convective event in terms of pedestal temperatligse and is, by virtue of
its low AWEg_ v, the “least kinetic” of the four events studied. Nevertheless, cosmpani
the SOLPS5 simulation results at the divertor target with tirose dedicated Particle-
in-Cell kinetic transport code calculations for the same ELM, detraiasthat kinetic
effects are important and must be properly accounted for (by amimpdjustment of
kinetic coefficients in the fluid simulations). This presumably bexresven more
important as the ELM size increases, but can only be tested texthet that the
appropriate experimental data is available. As a consequencenthéve conclusion
from the work presented here is that the use of SOLPS iedicpve sense for ITER
would at best provide indicative results.

In addition to the code-experiment benchmark, a code-code comparisondhas als
been performed, checking SOLPS5 against published and well known timeddepe
Type | ELM simulations obtained with the dedicated JET code siteE2D-Nimbus.
A benchmark of this complexity has not previously been attempted and has bee
reassuringly somewhat successful, albeit with some unresolved discrepancie

A key feature of ELM boundary physics occupying much current researtteare
energy deposition asymmetries observed at the targets, which féneoumner target
during the ELM for forward toroidal field direction and which appeaet@rse when the
field direction is inverted. These trends are opposite to the lmhiaséen in inter-ELM
phases, behaviour which is conventionally understood to result from toromakegy
and the contribution of poloidal drift physics. Added complexity comes fragnetic
geometry, a prominent feature of the TCV-JET comparisons descnlibi$ ithesis, the
results of which seem to influence the simulation results (whicimadanclude drift
effects).

A recent development has been the suggestion that the ELM, in convecting
plasma from pedestal to SOL regions, carries with it memotiyeohigh toroidal rotation
velocity known to characterise the H-mode pedestal on all devibés hypothesis has
been tested here in a preliminary manner, and for the first tirtiesi kind of simulation,
by imposing a toroidal velocity inside the magnetic separatrix insimelations and
studying the radial transport of this toroidal momentum into the SQipliéd in the first
instance to the TCV Type Il ELM, the indications are thatgfer of this rotation into
the SOL can drive target asymmetries in the direction seegrienentally, though there
are significant negative consequences for the resulting target priofiteher parameters
for which a potential resolution would require protracted further studighwvhas not
been possible here.
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Version abrégée

Les simulations numériques du scrape-off layer (SOL) sont unesséintiel afin
de prédire les conditions attendues pour les futurs réacteursiaie tels que le projet
ITER dans le sud de la France. Une question particulierement imigogintéresse a
I'estimation des charges transitoires subies par les compdsésdsat face au plasma
(PFC) et qui sont dues a des relaxations magnétohydrodynamiques du giasmes
sont le nom de Edge Localised Modes (ELMs). Ces charges sonhpoddnte source
d’'inquiétude pour ITER en raison des tres séveres limitationsdigda de vie des PFC
(en particulier pour la cible du diverteur) gu’elles peuvent entraniur amplitude
n'est pas maintenue au-dessous d’un certain seuil. Mémensddalisation du plasma
dans le SOL a atteint un certain niveau de sophistication (letelivet’'I TER est congu
en partie a l'aide de complexes codes de plasma du bord), latéades simulations
sont effectuées pour des conditions d’équilibre qui nécessairemen¢ éxalescription
des événements transitoires.

Cette thése explore l'utilité et la validité de la modélsatdu SOL et du
diverteur avec une approche fluide pour le plasma et Monte-Carlolgomeutres en
présence de phénomenes d’ELM dépendants du temps. Le but est deotestier plus
complexe de ce type a I'heure actuelle, I'ensemble de codes SOllR& pour le
plasma (B2.5) et Monte Carlo pour les neutres (EIRENE) pour unétévate tailles
d’ELM dans deux tokamaks tres différents, TCV et JET. Mémeessé€mble de codes
SOLPS5 a été choisi comme outil de modélisation pour le desigkRIIT n'a pas
encore été utilisé systématiquement pour I'étude des ELM traasittJn point crucial
est le benchmarking en cherchant la meilleure correspondaneel’erpérience et la
simulation, de méme qu’entre différents codes pour la méme exp&rien cherchant a
imposer des contraintes au modeéle en utilisant le plus grand nombildepdesmesures.
Ce genre de tentatives de benchmarking sont malheureusement encgueurates
machines actuelles.

Des simulations dépendantes du temps (plasma 2D, neutres 3D) eiftctéges
pour quatre plasmas en mode H, deux chacun pour TCV et JET, en couvrampieke
d’ELM Il et | sur un intervalle de collisionalité au piédesthld’énergie expulsée par
ELM de AWgum ~ 0.005-> 0.7 MJ. La borne supérieure correspond au courant
maximum AWg m que I'on pense tolérable pour ITER afin d’avoir une durée de vie
acceptable pour la cible du diverteur. La taille, la puissan@rtég ainsi que la
géométrie du diverteur des deux tokamaks different radicalementompae te matériel
utilisé pour les PFC est du carbone dans les deux cas. Les gEimautatec SOLPS5 sont
donc effectuées pour tous les états de charge du carbone inelisesans les termes de
dérive poloidale.

L’approche consiste en premier lieu a chercher la meilleome@spondance avec
les profils cible en amont, en aval et sur le piédestal/S@dae la phase inter-ELM.
Ceci est effectué en spécifiant les diffusions perpendicul@essparticules et de la
chaleur qui varient radialement et/ou la vitesse convectialeadans le but de tenir
compte des différents niveaux de transport pour les régions du bordSflduUne
variation poloidale de ces coefficients de transport est ausséeitafin de distinguer le
SOL de la chambre principale et la région du diverteur. Cecingstrtant dans une



machine telle que TCV qui posséde une géométrie atypique pour la régioredaudi
Le méme raisonnement s’applique de maniére encore plus prononcé&pbuen lui-
méme. Il est connu pour se répandre dans le SOL de la régioreerdért la courbure
est défavorable et il est donc extrémement localisé. Il eé gt compte spécialement
pour les tentatives de simulations des ELM de TCV.

La complexité de l'instabilité des ELM continue d’empécher unergd®n
théorique de I'évolution du transport durant I'événement. Dans SOLPSS5, la plussimple
actuellement la seule méthode qui permet de simuler des ELM'agimenter les
coefficients du transport anomal qui sont utilisés pour calcukat pée-ELM pendant un
bref intervalle correspondant a la durée de 'ELM de fagon queel’énergie qui est
éjectée pendant ce temps est compatible avec les résyjiatsrentaux. Dans le cas des
ELMs de type Ill dans TCV, ou des données raisonnables en amontastlesont
disponibles et pour lequel le plus grand nombre d’études de sensibiliéée effectuées
dans cette thése avec SOLPS, I'accord est bon dans la phdseMret raisonnable
mais moins satisfaisant pendant 'ELM. Cet ELM est un événelarggment convectif
en terme d’effondrement de la température au piédestal grast, a sodWg v qui est
bas, le « moins cinétique » des quatre événements étudiés. Par aardnepéraison des
résultats obtenus avec SOLPS5 sur la cible du diverteur et ceuké s I'aide de code
cinétique de transport Particule-in-Cell montre que lesstieétiques sont importants et
gu’il faut en tenir compte convenablement (en ajustant de manppemiée les
coefficients cinétiqgues dans les simulations fluides). Celaedewertainement encore
plus important quand la taille de 'ELM augmente mais ne peutdité qu’en disposant
des données expérimentales appropriées. De ce fait, la conclestant¢ du travail
présenté ici est que l'utilisation de SOLPS dans un esprit decpo@dpour ITER devrait
au mieux fournir des résultats indicatifs.

En plus du benchmark code-expérience, une comparaison code-code a aussi été
effectuée en vérifiant SOLPS5 avec la suite de codes EDGERiDtISi dédié a JET et
qui a obtenu des simulations publiées et bien connues d’'ELM de Typenda@&pes du
temps. Un benchmark de cette complexité n'avait pas été tepaéaaant et a été d'une
certain maniére réussi, méme si les raisons de certdiffésences n'ont pu étre
identifiées.

Un point important de la physique des limites de 'ELM qui inté&rgdsis la
recherche de nos jours est I'asymétrie de la déposition d’énebbgervée sur les cibles
qui favorise la cible intérieure pendant 'ELM dans la direction ftmp toroidal et qui
apparait opposée quand cette direction est inversée. Cette &rekncontraire au
comportement observé durant les phases inter-ELM et qui est convelidiomems
compris comme le résultat de la géométrie toroidale & dentribution de la physique
des dérives poloidales. Une complexité additionnelle vient de lagj@ermagnétique,
un sujet saillant des comparaisons entre TCV et JET dédites cette thése, qui
influence les résultats des simulations (qui ne contiennent pas d’effetsvag.dér

Un développement récent est de suggérer que I'ELM, en convectiomant |
plasma de la région du piédestal a celle du SOL, porte en foéitaoire de la haute
vitesse de rotation toroidale connue pour caractériser lespaéde mode H dans toutes
les machines. Cette hypothese a été testée de facon prékmahgiour la premiére fois
dans ce genre de simulations, en imposant une vitesse toroidafgédelir de la
séparatrice magnétique dans les simulations et en étudiantngpdra radial de ce



moment toroidal vers le SOL. Dans un premier temps, en appliqguardweELMs de
type Il dans TCV, les indications sont que le transfert de cetation vers le SOL peut
mener a des asymétries sur les cibles dans la directionvébesexpérimentalement.
Pourtant les profils obtenus pour les cibles dépendent significativediantres
parametres dont la résolution nécessiterait une longue investigadi qui n'a pas été
possible ici.

Mots clés :physique, plasma du bord, fusion thermonucléaire, tokamak, TCV, JET,
simulations numériques, scrape-off layer, ITER, ELM, SOLPS, B2.RRERE,
benchmark, transport , diverteur
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1. Introduction

1.1. Fusion - clean energy for the future

1.1.1. Current world energy situation

The technological society of today is powered by energy. By histotaradiards,
the world in which we live has only just begun to consume it. The reep&iin industry,
agriculture, medicine and hygiene have brought about an increase ajlatbal
population during the last four centuries by an incredible factormdfUeited Nations
forecasts indicate that the present population of 6.5 billion pealblgrow to a value in
the range 8-13 bhillions over the next 50 years. This unprecedentedsaangzopulation
coupled with rising prosperity in the developing world, means that thelgleb@nd for
energy continues to grow year by year. In the developing regions such aanfisia
Africa, where the energy use per person is about one tenth of thastern world,
economic development is urgently needed to improve their very low standavoh@f
The energy use required, especially in China and India, is imtgeasry fast. Despite
the efforts of the industrialized nations to reduce their gghezonsumption, the
worldwide energy demands are expected to double or even triple inxihbatfeof the
century [1].

The discovery of fossil fuels — gas, coal and oil — offered to humartkénduge
reservoir of concentrated energy, created by nature during many maligresars from
the remains of dead plants and animals. Presently, fossil fueisl@i80% of world total
energy consumption. If nothing changes, we will have consumed in two hundred years
most of the fossil resources accumulated over hundreds of millioysac$. Currently
known oil reserves are predicted to last no longer than half cent3ly The weakness
of our present energy system, which is dominated by fossil fuelsjng haghlighted
ever more by the serious consequences, which are the major tireats planet. Of
particular concern is the significant increase of the dependeneyeargy imports from
the foreign countries with scarce fossil sources and thus furdkdestian to fossil fuels.
According to a Green Paper of European Commission [4] where the &riargy supply
is discussed, Europe currently imports about 50% of its energy and actiessis taken,
this fraction is predicted to rise to 70% by 2030. Fossil fuelsatdaistributed evenly
around the world; oil and gas in particular are extremely loahliéth, for example,
about 70% of all oil located in the Middle East. Such dependency bodds$ potential
for international tensions, or even wars. “Energy independence” dahere@hplies
“energy security” and represents one of the crucial needs of many countries.

Most crucial in the short term, however, is the environmental.issegvy use of
fossil fuels has damaging effects, such as acid rain and smdge#) wiith the resulting
impact on health. Considerably more serious, however, is the relieaadon dioxide
(CO,) as a result of fossil fuel consumption, which retains the hetiteoéarth in the
atmosphere through the greenhouse effect. It is now widely recognizgtifiecilty that
this is responsible for most of the current global warming trexidvall be the cause of
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(possibly catastrophic) further temperature increase, Thathggeleased report issued
by the International Panel on Climate Change (IPCC) of the Unisgbrté [5], states
that “the chance that the rise in temperature since 1950 iaused by human
interference is considered to be less then 10%”. In the lagurge the average
temperature on earth has risen by 0.6° C, while over the past 5§ thearise in
temperature has taken place twice as rapidly as in the previous 50 yearslolinat curb

our use of fossil fuels, this century will possibly see a temperatse of up to 5.8°C.
The temperature increase has a variety of consequences for tloner@nt on the Earth,
namely extreme weather conditions, such as heavy storms, rains, iheaiseaves,
change of ocean currents, rising sea levels, diminishing biodivetsitNeedless to say,
that the economic consequences of this are considerable. A gla@rage temperature
increase of greater than 2-3 degrees is generally considerechighbethreatening. To
avoid exceeding this limit, CQemissions will have to be reduced drastically - by at least
60-70% in the coming fifty years [6]. According to scientific predits, the acceptable
concentration of C@is not more than 550 ppm, double of what was before the industrial
revolution.

The world has entered a new “era of consequences and responsibiléyfuture
energy system must change completely, requiring a transition teddyen economy.
The major challenge is to provide the population with affordablencéad safe energy
sources. There is no single solution to this challenge. No alterrenergy source can
currently fully replace fossil fuels. All viable energy sowdbat can contribute to a
sustainable energy mix should be developed as soon as possible and supfottesl w
appropriate allocation of funds.

1.1.2. Currently available energy options
— part of the solution

The options, likely as a solution only for the first half of thisitaey, are
following: energy conservation, switching to renewable energy sourcesasimggethe
share of nuclear energy for the generation of electricity andiragtCQG from power
stations.

The most promising alternative options for transport are battergneowelectric
vehicles and the use of hydrogen fuel generated by splitting water, bi@@ognit to
release energy in fuel cells or burning it directly. This wild#he effect of increasing
electricity demand, and its share in energy demand, particularly in developedesountri

Renewable energy sources such as biomass, solar, geothermahdnenerigy
have experienced rapid development over recent years, and have a geatalpit
contribute to a C@free energy system, especially in the first half of this cgntur
Hydropower is the largest renewable source: it provides over 17%eofwvorld’s
electricity. Most of the suitable locations for hydropower haveadirdeen exploited, so
the growth of renewable sources will have to come mainly ftumrest of the sources,
which currently contribute to only about 1% to the world energy demand. When
considering their potential contribution to energy supply, the fact thalvaedahe energy
technologies suffer from isolated availability and are variableture is often neglected.
Moreover, they are subject to sudden local climate change and reoprrplex
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management of the electricity supply network and often the additioosi of
accompanying energy storage. They can make a large contribution in cowuitnies
distributed population and lack of electricity network, but they can makeaomynor
contribution to the energy demand in regions currently occupied by the developed
nations. According to the most optimistic predictions, they may bet@kslgpply at most
around 50% of the energy demands in 2100 [2-3].

Nuclear power, currently producing about 15% of the world's eldgt(@imost
7% of worldwide energy [7] demand), is the technology of nuclear fiskiang half-life
nuclear waste (millions of years), transport of radioactive madégeand fear of accidental
release of radioactive material (e.g. Chernobyl) remain disadvargagasf nowadays
the technology has reached a high level of technical advancemeity, aad reliability.
According to the predictions, the reserves of uranium are limitedhriology of new
generation of fission reactors with breeders consuming most of dhairhigh level
waste is under development, but has risks and leads to the proliferation.

The development, acceptability and economics of G€guestration are still
uncertain and it is not cheap technology. The increased energy negpuiiseof capturing
and compressing CCsignificantly raises the operating costs of CCS (Carbon Capture
and Storage) equipped power plants. Moreover there are additiondiene®sr capital
costs. The process increases the fuel requirement of a ptan€@5 by about 25% for a
coal-fired plant and about 15% for a gas-fired plant [1]. The cost sfetttra fuel, as
well as storage and other system costs are estimated to increase thearostgyofrom a
power plant with CCS by 30-60%, depending on the specific circumsti@jcédgter all,
the fact is that even with possibility of G@apturing the fuel supplies are limited and
thus the C@sequestration is no long term solution.

1.1.3. Thermonuclear fusion — principles and advantages

Are there other options for clean and safe energy production? Foryupesel
Thermonuclear Fusion - the energy which powers our sun and stars., |alffacatter
present in the universe was at one time formed by fusion of the tighlsent,
hydrogen. In the sun, hydrogen is converted into helium by fusion, providing enough
energy to keep the Sun burning and to sustain life on Earth.

Fusion is one of the most promising technologies for both economichgenait
sustainable environment. This safe, environmentally responsible and tongiergetic
option has the potential to produce electricity continuously, on a larfge-aed with
competitive cost in the range predicted for the cost of renewai#egy sources. In
comparison to renewables, fusion is particularly suited for theateetl supply of base-
load electricity all day and every day, rain or shine, without amditicost of storage.
Fusion would be an ideal complement to other intermittent renevsthleces in a
sustainable and safe energy mix.

In an EU Green Paper published in 2000 — ‘Towards a European strategg for
Security of energy supply’ [4] and a progress report published in 2005 ¢3lprig-term
role of fusion is recognized: ‘Thermonuclear fusion also bodes welht future and
could take over the reins from some existing energy sourcesd®wae middle of the
century”.
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How does it work? Fusion is the “opposite” process to nuclear fission, in which
neutrons split heavy nuclei into smaller components, leading to the pgoydattfurther
neutrons and a chain reaction. In fusion two light nuclei fuse togithferm a larger
one. From all possible reactions of light elements, the best céadatathe terrestrial
fusion (the highest cross-section at the lowest temperaturegivieen the two heavy
isotopes of hydrogen, deuterium and tritiukig(1.1). The reaction generates a nucleus
of helium (alpha particle) and a fast neutron with high kineticggnekpproximately ~
17.6 MeV of energy released by this reaction can be used to heabwatber medium
and run electric power producing turbine generators. In fact, theohgercent of
hydrogen mass is converted to this released energy according toirESnstguation
E=md, relating mass and energy.

Deuterium ]
Helium

L
¢ \ - G++"

g / \

Energy
(" “

Tritium Neutron

Figure 1.1. Schematic of fusion reaction

Both nuclei have a positive electric charge and therefore regielotiaer. In order
to overcome the electrostatic repulsion and bring the nuclei clasggle to fuse, they
need to move very rapidly. This can be achieved at extremely high somgsre.g. ~15
million degrees in the sun or in the range 100-150 million degreesemesttial fusion
reactor. Even at much lower temperatures, the initially gaseolatéues are stripped of
their electrons to form a gas of independently moving charged patrtidlhis “soup” of
charged particles is the fourth state of matter and is cglladma”. It represents more
than 99% of total mass of matter in the universe. The extremelygsgravitation force
holding plasma in the Sun is substituted by strong magnetic force actitinge particles
fusing in the ‘artificial suns’ on the Earth, the fusion reactors. The most atVanocept
of such a reactor is called TOKAMAK, described in section 1.2.

Fusion offers several attractive advantages compared to the ddreat@e or
conventional sources of energy.

Quasi- unlimited energy sourceThe fuels of this practically limitless source of
energy are available abundantly everywhere around the globe in fargghequantities
for millions of years of energy supply. These heavy forms of hydrogenc{alpe
deuterium) are freely accessible for all nations. Each d¢ifrerdinary water contains
about 33 milligrams of deuterium, which can be easily extractedwectrolysis. If

18



fused with tritium, that is equivalent to some 340 liters of gasolingum is radioactive
and has a half-life of about 10 years, which means that it disitésegvary rapidly.
Therefore, it is hardly found in nature and has to be produced aityfidnside a fusion
reactor, tritium is produced from lithium, a light metal, whishused for example in
batteries. The earth’s crust contains enough lithium for thousands 1&f geanergy
supply at the present world wide level, and the world seas al$ait@nhuge supply of
lithium. The energy released from fusion reactions is enormouslustrake: the lithium
from 1 laptop battery combined with deuterium from 100 litres déwean produce 200
000 kWh of energy, covering the electricity use of an average Europeamm @ver 30
years. This corresponds to the energy released from the combustibaudf40 tons of
coal. To operate for a whole year generating about 7 billion kWh ofrieigc D-T
fusion plants would use just 100 kg of deuterium and three tonnes of lithium.

CO,-free energy sourceSecond crucial feature of fusion is its cleanliness. There
are no CQ emissions, no long-lived nuclear waste and the ash of fusion, Helian, is
inert, non-radioactive and harmless gas. Typical coal-fired poweaorstdevours 3
millions of tones of fuel and produces some 11 millions of tones gft€{eld the same
annual output as fusion power plant.

Inherently safe energy source:Fusion being an opposite process to fission,
doesn’t involve a chain reaction. Therefore, no runaway reaction (explasipogsible.
In the reactor volume of 1000°ror more, there will be only 2g of fuel enough for just a
few seconds of operation. The fuel must be continuously supplied to itwe faactor. If
fuel supply is closed, reaction stops and any deviation from normal condé@auh$o its
slowing down. Even in the worst possible in-plant driven accident scenario, the thek
general public would be below the level at which evacuation of theaswead the power
plant is required. The highly energetic neutrons produces by fusiororeactin activate
the structural materials of the vessel. However, the use oadtwation materials can
limit the half-life of the resulting waste to about 10 yeavhat means, that after 100
years their radioactivity drops to a value of one 10'06Dits initial value (what is
comparable to that of ash from coal power station) and they cacysad. Even though
Tritium is radioactive, it is produced inside of the reactor andranwsport outside the
plant is needed. Half-life of about 10 years is negligible comparedramium or
Plutonium, fission reactor fuels.

Competitive price of fusion electricity: The most important conclusion of
independent studies on economic aspect of electricity generated byrrusiea is that
the cost will be comparable to that of electricity generatedtbgr sustainable energy
sources. According to European Fusion Power Plant Conceptual Study (FR2Sgd
by EFDA in April 2005 [9], the cost of future fusion electricity stimated from the
models to 5-10 Eurocents per kWh. This falls to the range of expkdtee costs of
other renewable sources. The important economic asset is thabfmtios cost relates to
capital amortization. The cost of fuel would represent a negligéneentage of the total
cost of which at least 70% is an initial investment. Moreovettefeal costs’ such as
those associated with environmental damage or adverse impacts ugbn wkigh are
substantial part of coal-fired plants, are not included in eb&iision plant. Unlike the
fossil fuels-based electricity, which cost is dominated by the ebgprimary fuels,
fusion-based electricity is not expected to be very sensitive dnoedc or political
events.
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1.1.4. History and future of fusion

In 1920, Sir Arthur Eddigton, English astronomer, was the first to peotes
fusion of hydrogen powers the sun. In 1938, 18 years later, Hans Bethe,tedlthéa
exact way, in which the protons in the sun fuse together to form heliudf50 the first
small experiments were constructed to study magnetically confinetigda®sf the size
that could easily fit on the top of the table. In sixties the ‘tadaera’ was born. At the
first world fusion conference, ‘Geneva Atoms for Peace Conferemcganized by
International Atomic Energy Agency IAEA and held in United Natiomsl958, the
fusion research was declassified. After it was understoodhbaninimal size that was
thought to be sufficient for the fusion reactor was too small, ageweration of large-
size tokamaks came into operation in late seventies and eghiiesij including the
European machine JET the experiments of which are one of the subjdassthesis. In
1985 in Geneva and idea of international effort to develop fusion enertipefbenefit of
all mankind was launched by agreement between US President Reag&ersdl
Secretary Gorbachev of the Soviet Union. In 1988 the design for the nexttiggnera
machine ITER (International Thermonuclear Experimental Reafi®f) was started
between Europe, Russian Federation, Japan and the USA. Unfortunatetiestge
presented in 1998 was considered too expensive by the partners, and a-cedtced
design was requested. A smaller and less expensive version of BUERith the same
overall scientific objectives, was designed and approved in July 2001. THR |
Agreement was officially signed at the Elysée Palace in Baril November 2006 by
Ministers from the seven ITER Members. ITER is truly worldlsvieffort, including
China, the European Union, India, Japan, Korea, Russia and the United, State
representing over half of the world's population. ITER means the dyeiwLatin and it
is the biggest and most exciting global research project, and the first to denecthsir &t
is possible to produce commercial energy from fusion. The partnefBE& project
finally decided that the facility will be built at Cadaraéhd-rance. The construction will
take about 10 years and it is scheduled to power up in 2019. ITERdsel#$0 produce
500 MW of fusion power, while only 50 MW is required as an input for hgatie
plasma, which means an energy gain of a factor of ten. Compatbkd largest fusion
reactor existing today, JET, the plasma volume of ITER is alrandirhes larger, which
makes it easier to keep the plasma confined for a longer tireB® &ims to be the first
fusion experiment to produce net thermal power and will open the pathdWwssion-
based power plants. In October 2008 df BREA Fusion Conference in United Nations
in Geneva fusion community celebrated th& B@niversary and the fact that after the
efforts of scientists worldwide, fusion is ready to move out of |#ratory. The
construction of ITER, which will be followed by a twenty years regeprogram, started
in 2008 in Cadarache.

After ITER, a next step called DEMO is foreseen: a fusiongpoeactor that will
demonstrate tritium self-sufficiency and first large-scadeteical power production. The
so-called “fast-track” approach (proposed by EU Council Presiden®0@i) with
testing of appropriate plasma-facing materials in paralitd development of prototype
power plant DEMO/PROTO could achieve net electricity production edfmyears after
the decision to construct ITER, after which commercial deploynoé fusion energy
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could start. If development steps are performed sequentiallyad)stee time to net
electricity production will be extended to about fifty years.

During the last few decades, enormous scientific and technolqgmgiess has
been achieved in research of nuclear fusion. This rapid progressigarable to that of
computer chips, described by Moore’s law. The so-called ‘triple produedisuring the
performance of the fusion plasma doubled every 1.8 years while the nunttzersigtors
on computer chips doubles every 2 years. The increase of tlegrgaduct during last
thirty years represents factor of 10.000 and only another factor of 6dsdhéo attain the
level required for power plant [11].

According to the predictions fusion has potential to cover upto 3&f %he
world’s electricity in 2100. The models, investigating the futurergy scenarios show
that the role of fusion in the energy market during this centurygndatly depend on
measures to reduce @@missions. For a reasonable emission limitations (at angevera
reduction of CQ emissions) fusion may provide up to 20% of the electricity
requirements in 2100 [12].

Fusion being an extremely complicated technology, unfortunately suffers from the
lack of awareness and interest by mainstream media, polgicéad public. As a
consequence of the combination of these factors it has been delaygutdwiraately 20
years. Despite of that the fusion power has a potential to axaetly at the time when
the need will be the highest.

1.2. Tokamak —principles of magnetic plasma
confinement

Since there are no materials that can withstand extremely émngpetatures of
fusion plasma, it is important to isolate it from the wallshef fusion reactor. Therefore
strong magnetic field is used, with the magnetic field lines cldsitigemselves without
touching the walls. The plasma charged particles are forced tbamoiuad the magnetic
field lines run around in the circles for thousands of kilometetsowitever encountering
the wall as in a ‘magnetic cage’. This approach called “magoenfinement”. Another
way of producing fusion is an inertial confinement [13], where the fusastion is
initiated by heating and compressing a fuel target typically in forpetét containing
mixture of D and T by using high-energy beams of laser light. So far it has beenvaittracti
for its possible military applications unlike the magnetic confimgniigsion which is in
addition usually considered more promising for energy production. Theadeahced
magnetic confinement approach is so far the fusion device called dkkavhat is a
Russian acronym for ‘toroidal chamber with magnetic field collee plasma is heated
in a ring-shaped toroidal metallic container (vessel) and &espy from the vessel walls
by applied and self-generated magnetic fields (unlike another magmetimement
concept, stellarator with only applied magnetic fields). In a ntagrield, charged
plasma particles are forced to spiral along the magneticliinedd. This is necessary also
to avoid the cooling down of plasma by contact with wall materialssémgbing the
fusion process. Moreover, the isolation of the plasma minimizezlia&se of impurities
from the vessel walls into the plasma that would contaminatéuatteér cool the plasma
by radiation. The tokamak principle is illustrated schematicallyfFig.1.2 From
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geometrical point of view there are two parameters charaoggrihe size of each
tokamak, the major radius of the torus, R and the minor radius, andefmé plasma
cross-section.

inner poloidal field coils

poloidal magnetic field
outer poloidal fiald coils

|'I':".S|J|tiﬂE,hE|iGﬂ| magneﬂcﬁeld toroidalfiald coils

plasma electic current fitolcal mApneiE ek

Figure 1.2. Tokamak principle Extracted from [14].

The magnetic field has toroidal ¢B and poloidal (B) components, which
together form a resulting helical field (B).

B=Bo +Bo (1.1)

The toroidal field, which guides the particles around the torus (“leag’), is
maintained by magnetic field coils surrounding the vacuum vessel. Thidaiofield
provides the primary mechanism of confinement, but cannot confine thimaglan its
own. The radial decay of the toroidal fieldi(B- 1/R) results in the’B x B drift [15]
which causes the charge separation. This generates a vedatdatdleld which leads to
radial movements of the plasma column througk B drift. A poloidal field must
therefore be added, guiding the particles around the plasma cross section (“shprt way”

“*Olp
B, = 1.2
0 F ot (1.2)

It pinches the plasma away from the walls and raaistthe plasma's shape and
stability. The helical field, characterized by &chiangle B,iich €nables a single field line
to cover almost the entire doughnut-shaped surface.
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B, B
6pitch :izge (13)

It plays an important role in particle and energypasition on the plasma facing
components (PFC) especially divertor plates (segasel.3.1). The number of toroidal
rotations made by a given field line in order tompbete one poloidal rotation is
expressed by the so-called safety factor and canritien, in the large aspect ratio (R/a),
circular approximation as:

— rBCD
RB,

The poloidal field is induced both internally, Iiye toroidal plasma current
driven in the plasmagI(which is induced by the coils passing throughdéetre of the
torus representing the primary winding of the tfarmaer), and externally, by coils that
are positioned around the perimeter of the ve3sed. powerful toroidal plasma current
acts as the secondary winding of the transformdraam reach high values (e.g. up to
7MA has been reached on the one of the largestrtaks JET and up to 17 MA will be
possible on the next generation device, ITER, Wjtlon the order of 21 MA being
required in most tokamak reactor designs).

The neutrons without electric charge escape théroog field and are captured
in the walls of the tokamak. They carry the mosthef energy released by fusion reaction
and by collisions with walls generate heat, whgmamoved by the coolant (i.e. helium
or water). In real fusion power plant this will Wao the heat exchanger to produce steam
powering the turbine coupled to electrical genarain conventional power station.

(1.4)

1.2.1. Tokamak efficiency

The ratio of fusion power to the input power reqdirto raise the plasma
temperature for fusion reaction to run, so-calledsion gain” Q. If the fusion power
exceeds the power required to heat and sustaipléisena, the “breakeven” is achieved
(Qor=1). Future power plants aim to attain of coursecimbigher values of & (e.g.
ITER Qr=10) and if fusion reaction becomes self-sustaip&ma ignites and gg=co.

In order to achieve a power-generating fusion mraahd ensure that plasma exceeds
“breakeven”, the so-called Lawson Criterion (forated in 1955 by British scientist John
Lawson) must be satisfied by ensuring that prod@igulse duration and plasma density
exceeds a given threshold for a fixed temperatdme usual expression used nowadays
for fusion reactors is given as:

Tnt >3.10°Km™s (1.5)

The product of plasma temperature T, central dgmsind energy confinement time

(measure of how long the energy in the plasmataned before being lost) on the left
side of EqQ.1.5 is so-called “triple product”. Téenfinement time increases dramatically
with plasma size because large volumes retain mmegh better than small ones. An
ultimate example is Sun whose energy confinemene tis massive. The number of
fusion reactions per unit volume is roughly proporal to the square of the density.
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Therefore the density of fuel ions must be suffidie large for fusion reactions to take
place at the required rate. For sustained fusiarctar, the following plasma conditions
need to be maintained simultaneously:

v' T: 100-200 million °C (for D-T reaction to occur #ET over 100 million °C is
needed, other fusion reactions (e.g. D-D, D)Heequire even higher
temperatures).

v 1.4-65

v n:1-2x16° m* (approximately 18 g.m®, i.e. one millionth of the density of air)

A significant fraction of losses in magneticallyrdmed plasma is due to
radiation. The fusion power is also reduced iffind is diluted by impurity atoms or by
the accumulation of Helium ions from fusion reastidself. In order to achieve high
enough temperatures required for fusion, diffelegdting methods are used in research
devices as described in section 1.2.2. However,nthe¢ step machine ITER and the
commercial fusion reactors will require the sel&tieg.

The alpha particles (Hp(second product of fusion reaction apart fromtres)
are confined by magnetic field and transfer theergy to the plasma fuel ions (D, T)
through Coulomb collisions. If this process, callabha-heating is sufficient to
maintain the density and temperature of plasmaatired levels by itself, the fusion
reaction becomes self-sustained. This conditiocalked ignition and is six times more
demanding than the condition for breakeven in teomsonfinement time and plasma
density.

The effectiveness of the fusion reactor in ternfisfusion power density is
expressed by the measure of plasma pressure npechédi the magnetic field strengfh,
Fusion power density varies roughly @8 at constant magnetic field and in
configurations with externally driven plasma cutras @/(l/aB)* where the fraction of
so-called bootstrap curreng is constant.d is a net current, which occurs due to the
banana-shaped orbits of particles in the plasmé witong density and temperature
gradients. This bootstrap current plays an impontale in the advanced scenario of the
future power plant, where it dominates over thepla current driven by pulsed solenoid.
By avoiding the inefficient and expensive coolimguh of plasma between the pulses of
Ip tokamak becomes economically viable.

1.2.2. Plasma heating

The basic heating which is generated naturalljokamak plasma is thehmic
heating produced by the strong toroidal plasma currentThis current inherently
resistively heats the plasma electrons and ionedtiisions in the toroidal direction. In
order to increase the confinement and of the plama performance of the reactor
several forms of additional (external) heatingwsed.

One way to transfer energy to plasma particlesdanegal is to provoke their
collisions with the neutral atoms (in fusion reac» or T) of high energy which are
injected into the plasma. Accelerated beams of gatier ions are neutralized before
injection into the plasma in order to be able togisate the confining magnetic field.
This is calledheutral beam injection heating (NBI) and, for example at JET, can deliver
an additional heating power in excess of 20 MW.
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Another method is electron-cyclotron resonance heating (ECRH).
Electromagnetic waves of a frequency matched tatioot frequency of the electrons,
spiraling around the magnetic field lines in tok&mare able to resonate its wave power
into the plasma particles. This heating system ddhsantage of being localized at a
particular location in the plasma. Energy is transd to the plasma at the precise
location where the electromagnetic waves resongketiae ion/electron rotation.

1.3. Edge, scrape-off layer and divertor plasma

Most of the field lines in the tokamak are sosed, because they reside on
magnetic flux surfaces which do not intersect ahyhe solid surfaces bounding the
tokamak plasma. However, close to the walls, sofrtbeomagnetic field lines intersect
the solid materials of the vessel at some locadiot the particles following these field
lines are guided into collisions with the first Waind deposit their energy onto the
plasma-facing material. These ampén field lines. The volume entirely filled by the
closed field lines is calledonfined volume Particles escaping this region comprise the
‘plasma exhaust The border of the confined region is known aslthst Closed Flux
Surface (LCFS)or separatrix (Fig.1.3. The narrow region outside this border, usually
only few cm wide, is the area where the plasmasemtially scraped off from the core
plasma. In this so-calle8crape-Off Layer (SOL), all magnetic field lines are open and
particles reaching these field lines will directtyersect material surfaces. This region of
tokamak between the solid materials of the vessdlsvand the main plasma volume,
often referred to aplasma edge is a considerably researched area of fusion @asm
physics, which studies the phenomena related texttstence of the opened field lines at
the edge of the confined plasma volume. Howeverequgsma is used in the fusion
community mostly to discuss the plasma inside #pamatrix (in the pedestal region for
H-mode plasmas —see section 1.3.2; and where rhids¢ oadiation occurs for L-mode).
The properties of plasma edge control the power fzenticle exchange between the
burning plasma and the vessel walls.

The behavior of plasma edge and SOL is stronglypleauwith theplasma-wall
interaction. The plasma-facing components (PFC) are subjeqiatticle and heat
fluxes that strike the first wall continuously and tragly in bursts (see chapter 3). They
lead toerosion, releasing surface material into the plasma wheaets as ammpurity ,
which can migrate into the core plasma, causingtiat loss and plasma fuel dilution.
Eroded impurities can also be confined in the S@ismpa, often migrating to locations
remote from the point of release. The main mechara plasma erosion isputtering
[16], of which two main types can be distinguished. Riaissputtering, is the process by
which atoms from material surfaces are ejected tduthe bombardment by energetic
plasma ions and neutrals (with energy above théesmg threshold energy). Chemical
sputtering occurs through the chemical reactionth@fwall material and plasma. Itis a
particular problem when carbon is used as firstl wadterial (as it is in both of the
tokamaks studied in this thesis TCV and JET) —ahawn ions and neutrals react readily
with carbon to form hydrocarbons with sputteringlgs generally much higher than
those common to physical sputtering (more detaisis chapter 2).
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Figure 1.3. Geometry of field lines in tokamak [3]

At sufficiently high energy densitiesnelting (for metals) or sublimation (for
carbon) of solid material can occur, causing veid erosion of the surface. High ion
fluxes on metals can cause blistering. Another mi@ksource of local wall erosion is
arcing, which occurs when the electric potential betwpksma and first wall materials
exceeds a critical level.

1.3.1. Limiter, X—-point, Divertor

The fusion processes in burning plasma must beeged from the cold reactor
components. To guarantee sufficiently high plasméty low fuel dilution and the
highest performance, the plasma-wall interactiorstniue localized and controlled. This
is achieved in a tokamak by forcing the interactioroccur at specific material surfaces
which then define the last closed flux surface aadarate open from closed magnetic
surfaces. In the historically earlier and simmption, objects calleimiters are placed
on the walls to limit the confined region by defigithe LCFSFKig.1.4). This concept has
two main disadvantages. Firstly, material reledsednpact of the plasma on the limiter
can penetrate straight into the core and degraderdperties. Secondly, most of the
ionisation occurs inboard of the LCFS in a limitemfiguration. As a result, the very
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high T. and T at the plasma edge (due to the absence of logalaitton cooling) causes
too high power fluxes at limiters. These are unptadgle for fusion reactor, unless
strongly radiating edge is used, which in turn reggiinjection of extrinsic impurities
degrading core performance. A third important peablof limiter configuration is that
only L-mode (see section 1.3.2) can be obtained thedefore a very large size of
machine would be required to gain back confinentamugh the size.
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Figure 1.4. Example of limiter and divertor configurations from the JET tokamak ([3])

Most tokamak designs (including TCV and JET, whacé the main focus of this
work (see Chapter 5), and ITER) opt for more a stglated solution developed more
than 20 years ago. This concept is based on tlificadion of the magnetic field lines
at the plasma edge, so that the field lines of Sk are diverted into a region more
remote from the confined plasma, where the plaam@se interaction and particle
exhaust are localized. This configuration is achéely using the poloidal magnetic field
coils or even dedicated internal coils to geneeateéX-point’ (seeFig.1.3), where the
poloidal magnetic field is zero. The resulting metgmn field topology is also referred to
as adivertor configuration (sed-ig.1.4). The region of SOL adjacent to the confined
plasma is defined asipstream and the region neighbouring the target plates
downstream The intersections of the separatrix with diverttatgs are calledtrike
points. An important advantage of divertor over limitertigt the materials facing the
plasma exhaust are not generally in direct contattt the main plasma, reducing the
probability that impurities released by the plaswadl interaction can penetrate to the
core. In addition, the use of a divertor generagggons of amplified particle recycling
(see Section 1.3.1.1), in which cold neutral gashmns can naturally develop, reducing
charged particle fluxes to the divertor plates assisting in power handling. Moreover,
this high recycling region improves in turn impuriscreening, making it harder for
eroded material to reach the confined plasma. fiddsction of particle and energy flux
is known as divertor detachment (see section 1.)8ahd will be mandatory on the ITER
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tokamak and future DEMO reactors if the high stestdye power flux densities that will
be experienced there are to be maintained withgmeering limits.

The weak poloidal field near the X-point (zero-figloint) forces magnetic field
lines in this region to make many transits aroumel torus before terminating on the
divertor targets. This long particle residence tpnemotes energy loss (due to collisions
with ions, neutrals and electrons), assisting wedor action. The path of the exhaust
particles along a field line from their entry pointthe SOL to their intersection with a
solid surface is known as tlegennection length.In the symmetric divertor configuration
with the equal distances from X-point to the batigets it can be approximated as:

L., = 7Rq= naB,/B, (1.6)

The distance along magnetic field in the SOL betw2@oints of contact with the
solid surfaces is ~ 2¢b, In divertor configurations, this path is longést the particles
residing in the immediate proximity of the sepaxrasince in this region the field lines
pass closest to the magnetic field null). In félog X-point represents the perpendicular
projection of a field line with zero pitch. The cwction lengtican be very long (from
target to target at separatrix ~30m in TCV, ~60nd&T, ~200 m in ITER). This results
in the cooling down the plasma at the targets ahatvs electrons and ions to recombine
to neutral atoms and locally extinguish the pladtaae’.

1.3.1.1. Modes of divertor operation

There are different modes of the divertor operatdepending principally on the
SOL density, input power, connection length anac&din geometry. If the plasma density
in SOL (and core) is low, input power high andfe tonnection length short, the plasma
temperature remains high from upstream to downsineggions and most of the power
entering SOL reaches the strike point regions. Utitese conditions, the plasma sheath
(see chapter 2) controls the exhaust of power anticfes to the targets. In this so-called
sheath-limited regime the heat is simply proportional to the producthd particle flux
and temperature at the sheath entrance.

For constant SOL input power, as the plasma derssiigised, the plasma flux to
the targets rises. An increase in density in thé 8ffects the plasma collisionality which
leads to finite electron conduction and thus teemgerature drop. This promotes an
increased energy loss through ionization and etmita In addition the increased
recycling due to the flux amplification near thegets occurs also (charged particles
encountering solid first wall recombine on the aoés). This increases the convective
flux and temperature dependence and adds to th@ucbwe temperature drop. This is
calledrecycling regime The temperature drop may be further enhancedrdésepce of
the impurities (due to increased radiative lossesextending the connection length
between upstream and downstream. Since the predming proportional to the product
of the density and temperature) is constant aldve dach particular field line, the
downstream density increases as temperature #rifpets drops. Even though the power
flux to the targets is still controlled by sheaithis reduced with temperature drop. In
contrast to sheath limited regime more energyssigated volumetrically.
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If plasma density is increased even further thenlmer of charged particles
reaching divertor plates diminishes to negligitdedls. The release of impurities and
subsequent radiation losses drop, temperature agsseand recombination forming
neutrals occurs over a large volume and measundidlpdlux at the target plates drops
by more than an order of magnitude. Neutrals trarig the residual power and
particles deposit these over broad areas redubm@eak values to acceptable levels for
materials to sustain the bombardment. Neutral glastican create a ‘cloud of gas in the
divertor region’ what can cause that plasma becaoswletely separated from the solid
surface, the regime referred todagertor detachment With the low temperatures in the
divertor a region of high neutral pressure can higvand this enables helium ash to be
pumped out efficiently. Such a removal of the exasi crucial for the functioning of a
reactor. If plasma is not detached, is it refetceds attached.

1.3.2. Edge transport barrier, H-mode

Most of the particles in the plasma dransported parallel to magnetic field
lines due to their natural feature to follow theldilines (see section 2.2). However, there
are processes which force plasma particles to éesikirom the confined volume, and
diffuse across the magnetic field. Particles ertber SOL only by thiscross-field
transport which occurs at low rates compared with transpéhg the field lines (see
section 2.3). They may leave the confined volumepsi due to the fact that their orbit
around each field line has a finite radius or tieay ‘jump’ from one guiding line to
another due to collisions with other plasma pasiabr due to fluctuating electric fields
causing so called turbulent cross-field transport.

At fixed temperature the fusion rate is proportidoahe square of pressure. One
can basically distinguish between two different raien modes. The case when the
pressure falls off smoothly to zero at the edgethef plasma is referred to as low
confinement modeLtmode). When the pressure drops off very steeply atetiige, and
is uplifted elsewhere by the ‘height’ of this drdpgh-energy confinement modéi-(
mode) is achieved. This regime is a ITER operation lasescenario. H-mode is
associated with strong edge transport barrier (ETHE) region of very high pressure
gradient near the plasma edge which is naturatigyoced by X-point configuration. This
barrier against cross-field transport significantigduces the turbulent transport of
particles onto the open field lines thereby incirgashe density and temperature of the
core plasma. The different upstream profiles osipla density and temperature in H-
mode and L-mode are depictedHig.1.5

Despite of much progress made over the past twaddscin the description of an
H-mode, an understanding of the basic mechanisatdghd to an H-mode is one of the a
major topics of fusion research around the world.

The improved confinement and high performance pieyiby insulation at the
edge in H-modes comes at the price of violent gnengissions from the plasma, that can
heat surfaces to several thousands degrees icteofraf a second. The strong pressure
gradients across the H-mode transport barrier ead to instabilities and strip off the
outer layer of the plasma and throw out violentskaiof particles and energy, which are
thus ejected out of the region of closed field din€hese bursts, calldttdge Localized
Modes (ELMs) are double-edged swords. On one hand, they lagtrles to escape the
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plasma and would inhibit the accumulation of heliagh in a working reactor. On the
other, if they are not controlled, they would erdlde plasma-facing surfaces too rapidly
for a power plant to be viable. The subject of ELiSladdressed in detail in chapter 3.
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Figure 1.5. Upstream radial profiles of density and temperature of typical L-masth (
and H-mode (blue) at TCV tokamak.
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1.4. Motivation and aim of thesis

Fusion is one of the future energy options, whiagh play an important role in the
sustainable energy mix. There are neverthelessadssues to be resolved both by the
new next step device ITER and by ongoing researchd period of its construction. Of
particular interest is the physics in probably thest complex region of a fusion reactor
where plasma physics and surface/atomic physics: e scrape-off layer (SOL) and
divertor plasmas. Understanding SOL transport dagnpa-wall interaction is extremely
important as they determine the particle and pogsdraust, plasma fuelling and the
erosion rate of the first wall materials and the$ e boundary conditions for the
confined plasma.

A powerful instrument for both improvement of urstanding the plasma edge
and prediction of the conditions to be expecteld ER, is numerical modeling. Although
the code packages to simulate the SOL plasma iirglightly simplified in terms of the
true physical situation, they are ever more sopaittd and in many cases are able to
capture the experimental observables. The biggedt raost complex edge plasma
physics code package, the SOLPS suite [17], hasp been used for simulations of the
ITER divertor and SOL [18]. However, attempts taetally match the code output
against experimental data for specific tokamakdisges on today’s machines are still
relatively scarce. And still, the comparison wigmr experimental measurements is a
crucial element in the validation of any numericabdeling. Benchmarking of the
different codes against each other is an equalpontant task, checking the overall level
of consistency of the codes which solve the sanmblem with different numerical
schemes. This is particularly important for SOLPS¥hich is the principal edge
modeling tool used to predict the ITER divertor fpanance [19]. A good level of
agreement between simulation and experimentalfdatapresent machines significantly
contributes to the building of the confidence @dgicting the future tokamak operation.

The ELMs, associated with transient power loadplasma-facing components
(PFCs), represent an issue which is one of the meajocerns for ITER. Their transport
in SOL has been lately subject of considerable arete activity [20]. If ELM-size
scalings derived on the basis of today’s experisigmbve to be correct, ELM-target
interactions will cause unacceptable divertor taggesion and thus significantly reduce
the expected lifetime of the ITER divertor [21- 2&8F a result, much research on present
devices is focused on ELM elimination or mitigatidnderstanding these modes, from
formation to interaction with the divertor targedad first wall surfaces, is a critical
element in devising mitigation strategies and irmargidying the level of material
interaction (and hence component lifetime) to beeeked in the ITER Baseline operating
scenario.

Even though several numerical codes have triedddemthe ELMs transiently,
they have been so far rarely used for modellin§©t and divertor part of the tokamak
plasma during these events. This thesis represemof the first attempts to do so by
extensive time dependent SOLPS simulations of ELM8s work aims to address the
key question of whether fluid codes such as SOL&Ehbe reliably used to model high
energy kinetic transient events.

31



32



2. SOL and edge plasma physics

The introduction of the important terms and deiom$ of the edge and SOL
plasma was given in the section 1.3. This chapites o describe the basics of SOL and
edge plasma physics needed for understanding ofitinke presented in this thesis. The
special focus here will be of the physics treatnmanihe particles and heat transport in
this region on tokamak plasma.

2.1. Fluid vs. kinetic treatment of plasma

In general, magnetically confined plasma can baté either as a fluid or as
kinetic ionized gas which is associated with efechagnetic fields. These two
approaches are applicable in different conditiond tor different phenomena and are
described in more details in the following text.

2.1.1. Kinetic treatment of tokamak plasma

If plasma is viewed as an ionized gas, the kine#éiatment is fundamental in the
description of its motion. Kinetic treatment of ghaa can be imagined as a combination
of the simple kinetic theory of gases, electroméigneffects and collisions of the
charged patrticles. If the plasma is in thermalildagium, velocity distributions are
Maxwellian. In plasma treated as kinetic phenomendiscrete particles with non-
thermal velocity distributions can be included inetplasma description if non-
Maxwellian behaviour is present.

Plasma motion in toroidal magnetically confinedteyss generally evolves in
three orthogonal directions: parallel (]|), diangtgn(”) and radial [{), where the flux
surfaces are defined by || and ~ directions. laraidally axisymmetric system, || and *
can be combined into single poloidal direction #mas the problem of plasma transport
can be treated only in two directions, poloid&) @nd radial [l). However, for
simplification throughout this thesis the paraléid poloidal terms are used with the
same meaning and the diamagnetic direction is echiithe geometry of SOL transport
is discussed in [16, 23-24]. Most of the equatistaded in this section are closed in the
direction parallel to magnetic field, a simplifizat originating from the fact that in most
cases the transport along the field lines domintitegransport across them. Cross-field
transport plays an important role in tokamak plasand especially in the SOL (see
section 2.3.).

The equations describing the kinetic approach arewk as Fokker-Planck-
Poisson system [25]. The Fokker-Planck equation is

9 v, 0, +2EVB e sy = T 6, 45 (2.1)
ot 2 m bli(e))

a
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and the Poisson equation is
Oj¢ =-0,E, = _4n(ee_[fedve +e _[fidvi) (2.2))

where s is parallel distancg,is electrostatic potential and, &, m, and f, the velocity,
charge, mass and distribution function of specie@lactrons or ions), respectively.

ZCab is term due to inter-species collisions other thaents where the particles appear
or disappear anéa represents the net volumetric source (+) or sihlo{+the patrticles.

The term ea.(|§+va x I§)) is the Lorentz force wittE and B electric and magnetic field

respectively. Perfect absorption at the plasmadsoterface (s=Loy) is typically assumed
when applying these fundamental equations to the [8&sma.
fi(s=LeonVy, >0) =f(s=L, Ve >0,) =0 (2.3.)

This assumption excludes secondary and thermatretee@mission from the surface
which is generally present in the experiment and s@ongly influence the deposited
heat loads [26].

Neglecting the collisional effects (nE Cab in Eg.2.1) yields the Vlasov-Poisson

problem and neglecting the Coulomb force by setkwp on the left side of Fokker-
Planck equation (Eqg. 2.1.) reduces it to the fdree-Vlasov equation.

(%+v”.mujfa =%fa =S, (2.4

In this case the Lorentz force is purely magneitid thus vanishes for parallel motion
and decouples the ion and electron distributionendd, the ion and electrons are
distinguished only by their masses with paralletiororegardless of their charge. This is
identical to the kinetic theory of gases [27] whistan important starting point in plasma
kinetic analysis.

The treatment of plasma transport using the Folkanck-Poisson system of
equations is quite complicated and codes usingapmoach (e.g. BIT1 see in section
6.1.5.6) are extremely CPU intensive.

2.1.2. Fluid treatment of tokamak plasma

In this section the fluid approach to plasma tranisgs presented, which is in
general relatively simple (compared to the kinapproach) and therefore is usually used
as a first candidate for the numerical solutiorplasma evolution. However, if the fluid
description is applied to kinetic phenomena, apipnakions must be used as for instance
to the highest moment of particle distribution @guraor to parallel heat flux in form of
kinetic corrections (section 6.1.5.6.2).

Tokamak plasmas are usually treated as electricatinducting, collisional
magnetic fluids and their dynamics are describedmagnetohydrodynamics (MHD).
MHD theory is a fluid (continuum) theory and, uikhe kinetic approach, cannot treat
discrete particles. Since this approach is builtflard, thermodynamic equilibrium, it
considers averaged values of the plasma parameidreut requiring details of the
velocity distribution function f(x,v). It is impoant to note that in an ionized plasma,
particle collision times vary strongly with plasn@mperature. The normalized neo-
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classical collisionality,u* is inversely proportional to the electron-electiaoilisional

mean free patiAee and is thus directly proportional to density whilecreasing as the
square of the temperature.

Rq
v* = 2.5
83/2)\468 ( )
T 2
A, =L, =1.727x107 —=— [m] (2.6)

n..InA

whereeg is inverse aspect ratio (a/R)/Ans Coulomb logarithm (for typical edge plasma
parameters in range ~15-17 [16,28Pdensity and dtemperature of electrons. In Eq.2.6
temperature is expressed in electronvolts [eV]dmigtd from jouls [J] when multiplying
by electric charge e=1,62.1DC), however in some equationswill be given in degrees
kelvin [K] (when conversion to J is done by muRiplg by Boltzmann constant
k=1,38.10° J.K%). In general throughout this thesis, if not stawifferently, the
equations including Boltzmann constant k include tiktamperature expressed in degrees
kelvin and in those equations without Boltzmannstant it is expressed in electronvolts.
In general the collisional mean free path are @efias,

Meeii = Vinej-Te; col (2.7)
where V¢ is the thermal velocity for electrons and ions
(k_l_ei Jl/Z (2 8)
Viei = ’ :
“ me,i
with Te,; being temperatures of electrons and ionswng, are the collisional times
Te3i/2

Te,i,col - ne.I’nA (29)

As plasma gets hotter the distance of closest appraf charged plasma particles
decreases so that both electrons and ions offeh mimaller cross-sections for Coulomb
collisions. The net result is that such collisiimesome far less frequent and the collision
times increase. Hence, as plasma is heated it B=cdess collisional very rapidly.
Therefore fluid approach is usually valid in coldemd denser plasmas with higher
collisionalities L*=1). For the plasma to be collisional the spatialesx of collisions
Aeeji Must be shorter than other characteristic scaigtthe of system |Lincluding the
typical scale lengths of thermodynamic paramewgsgity n, temperature T and pressure

p) and magnetic field &, ; = (0J,B/B)™.
L|| >> e (2.10)

In the SOL, these characteristic lengths usuallgrapmately equal the connection
length Leon IN general the fluid description is usually razedoly valid in SOL plasma in
steady state. However, during transient events,HikMs, this is no more the case.

The set of MHD equations is formed by the corabon of the equations of fluid
dynamics (Navier-Stokes equations - applying Netesecond law to the fluid motion
and assuming that fluid stress is the sum of aisiifi viscous term proportional to the
gradients of velocity and pressure terms) and émpgbf electromagnetism (Maxwell’s
equations — Gauss’ law, Faraday’s law of inductimpere’s law where the charges and
currents are affected by the fields through theshtr force). They consist of the particle
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conservation equation (continuity equation), thenmmotum conservation equation,
energy conservation equation, Ampere’s law.

The simplest form of MHD is ideal MHD, were thesistivity of the fluid is
sufficiently small that the fluid can be treated asperfect conductor. In this case,
Ampere’s law contains no electric field and no #lediffusivity. However the plasma
as an imperfectly conducting fluid must be tredbgdresistive MHD, where the finite
resistivity/diffusion coefficient is included. lather words, Ampere’s law contains an
extra term representing the collisional resistivity

If only parallel motion of plasma is consideréde plasma fluid conservation
equations represent a 1D, 2-fluid (electrons ants ioonsidered) system of velocity
moment equations derived from the collisional FakREnck kinetic vector equation.
Here it is written as a function of position in a@lition parallel to magnetic field lines
denoted as x.

Qf eE of -
f+——2=> C,, +S(x, 2.11

In the high collisional limit the plasma fluid eafions mentioned above reduce to
famous Braginskii equations [16,29], which are hgr&n in the direction parallel to
magnetic field.

d(nv) _

Particle conservation — (continuity) S, (2.12)
Momentum conservation di[(miv2 +2kT)n]=-m, (v, —v,)v,,n (2.13)
X
. d|(1 2
Energy conservation ™ Emiv +5KT [nv—q_|=Qg + Q¢ (2.14)
X e

with S, the particle source, x the parallel coordinate andire the velocities of ions and
neutrals. Furthermore ngnp. =nkTe;, total pressure p=pp and a current free plasma
(ji=0) are assumed. The basic plasma condition ofi-neasgrality is satisfied ¢>Z;.n;

(with Z; charge of ion species). Other terms will be expdibelow. Electric fielcE is

assumed parallel t8 and thus the expressions f&xB, 0B x B effects are avoided
[16]). Further simplifications are the assumptiofgquipartition (T=T;) and the neglect
of viscosityll; (see later).

EqQ.2.12-2.14 represent a sum of both electronsi@ms] where terms involving
the electron mass are omitted as small, and infdbh@wving text more details will be
given on how these equation are derived from thiésmmal Fokker-Planck kinetic
vector (Eq.2.11), which is multiplied by the zerofiist and second order of velocity
moment. The particle conservation equation is akthiby multiplication of Eq.2.11 by
the zeroth order velocity momed¥ and by integrating over the entire velocity spaxre t
get the average thermodynamical values:

n= V.:[o}(v).dv (2.15.)

V=—00
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The momentum conservation equation is obtained bifiptication of Eq.2.11 by the
first order velocity momenmv, dv. At this point it is important to distinguish beten

pressure in parallel and perpendicular directipps, nkT, and p=nkTy, where the || and

[0 denote the direction parallel to the magneticdfieind perpendicular direction
corresponding to the gyro-motion of the particlesspectively. If self-collisionality is
weak, the increase of momentum flux (ffimepresenting the acceleration of the plasma
flow tends to be caused by, Tather than #. For this reason the gyration effects are
ignored and it is assumed that flow of momentumagrat the expense of gstrong
pressure anisotropy:p>> py). This is actually expressed by the first part tbé

momentum conservation equation arising from th& ferm of Eq.2.11di(mnv2 +p,)-
X

Multiplication of the second term of Eq.2.11 by firet order of velocity moment results
in the force due to electric field B = —eEn. The third term of Eq.2.11, representing
collisions, involves three components including tien for ion-neutral momentum loss
collisions m, (v, —v,)v,,n,where vi, is ion-neutral collision frequency, the term for
momentum transfer between electrons and ions, sjooreling to the friction force
F =m,(v, —Vv,)u™™n (with ve™™ 0 ZnT?) and, in the case of gixz0 a second

el

collisional force R; =-0.71n(dkT /dx) The latter arises due to the fact that electrons

from colder side with larger collisional frequengy™™tend to push ions in the direction
of increasing Tand ions act oppositely on electrons with the storee.

If collisionality is not weak but rather intermath, it is necessary to take into
account not only pbut also p (intermediate pressure anisotropyZop-). They are
commonly coupled by the force on the plasma exebygdoarallel gradients in the
perpendicular pressurélypp, the so called parallel stress tenSor

M sg(pn -p.) (2.16)

p=(p, +2py)/3 (2.17)
In this case, an additional term must be preserthénmomentum equation which is
especially important for ions since self-collisibtyaof electrons is usually assumed to be
strong enough to ensure that electron pressum®Bo{n.e = p-e) is satisfied. For ions it
is expressed as
dv
n, = —n”& (2.18)
wheren) is the parallel viscosity coefficient. It is worth imgf, that in situations of low-
collisionality, I'; becomes unphysically largHi(- ) and it is necessary to apply kinetic
corrections, which are introduced as viscous stresslinmtthe codes like SOLPS used
in this thesis (see Chapter 4) with values usually
M;»=-0.5p (2.19)
Multiplication of the last fourth term of Eq.2.1Y¥ first order of velocity moment
gives rise to the last term of momentum conservaguation describing the ions created
by ionization of neutral population with a driftiddaxwellian distributionm,v S(x,V) .
Thus, while anticipating pressure isotropy, the fulbnmentum conservation
equation for both ions and electrons can be presastéallows.
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i(minV2 +p||i)_eEn: _mi (Vi _Vn)Uinn+me(Ve _Vi)Ugomn-'-o'?l dkTe (220)
dx dx
9P | eEn=m, (v, -v,)ur"n - 071 IKTe (2.21)
dx dx

By multiplying of Eq.2.11 by second order of thdoaity moment0.5v’d"y; the
energy conservation equation is obtained. Multgilan of the first term of Eq.2.11
yields

dj1l 3 con
&[Emnve’ +§p“v+q|| “} (2.22)

where qﬁO”" denotes the parallel conduction heat flux, arignogn parallel temperature

gradient[; T, which is very important, especially under condaitiaf high collisionality
(see section 2.2). The second term of Eqg.2.11 givesEv, which is energy transfer
from electrons to ions as a result of the ambipolactat field (assuming jwve).
Multiplication of the third term of Eq.2.11 resultsthe energy from collisions associated
with heat transfer. There are three resulting temalsfar simplification they involve only
the collisions of charged particles. First of thesedhierms is the heat transfer due to
self-collisions which couple jTand T, Q5. This term is negligible for low
collisionalities, but for intermediate collisionalitige contribution of p throughll; must
be included and the term thus becomes

d 5 1 2 cond

dx{(zpﬁzminv +I'Iijv+q|| } (2.23)
The second term of energy from collisions associatgd heat transfer is the Joule
Heating due to net drift of electrons against the ipidive collisional force R,
Qi =—R(v, —Vv,). Since ne<<m this heating is transferred to the electron fluichafy

third term of the energy from heat transfer collisicomes from equilibration collisions
between electrons and ions

Q. = 3m, N0 o (KT, —KT,) (2.24)
m;

wherev,, O ninA T;¥2. The multiplication of the fourth term of Eq.2.k§ second order
of velocity moment results in the ionization sourc®aixwellian neutrals

Qg = %ansp (X) (2.25)

Thus by dropping terms with Jrand assuming isotropic electrons, the energy
conservation equations for ions and electrons become:

% (g p + % m.nv? + 11, ]v + qﬁf“d} = envE+Q,, + Qg (2.26)
d _5 cond | —
& E peV + q||,e jl =-envE- Qeq + QR + QE||e (227)
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where parallel conduction heat fluxﬁgﬁdrepresent a closure to the Braginskii equations

[29] in the direction parallel to magnetic fielddawill be addressed in more details in the
next section.

2.2. Parallel transport

It is well known that heat can be transferred byee¢hdifferent mechanisms,
convection, conduction and radiation. In terms ddthteansported parallel to magnetic
field lines there are always two components: the Hfleat arising from the parallel
temperature gradient, tl®nductive heat flux (already mentioned in section 2.1.2.) and
the one connected with the movement of particlekiwihe plasma fluid, theonvective
heat flux. Heat convection is due to the bulk motion of fajidvhere the mass is actually
transferred together with the heat. It refers togbhm of heat transfer due to diffusion
(generally defined as the random Brownian motiopaoticles in the fluid) and advection
(generally defined as transport of matter or heahbylarge scale motion of flows in the
fluid). It is the transfer of thermal energy betweenghboring particles in a fluid due to a
temperature gradient

The net conductive heat flux due to random partiotgion is

dkT

=—x— (2.28)
dx
wherey is the heat conduction coefficient
Y = nk—T (2.29)
mu,

with the self-collision frequencyv, 0 m™?nT*?, Therefore the heat conduction

coefficienty is a very strong function of temperature and cawtitgen as
X =K, T (2.30)

where Ko is a constant. It is important to note, that singc& m™?electron heat

conductivity is much larger than ion heat conduttiye>x; and consequently parallel
convection is often more important than conductmmdns.

The parallel conductive heat fluxes for electronsl @ns are expressed as
follows:

dT, dT. ) 30692
cond — __ e — K. T 5/2 e Wm 2 K = = 2000 2.31
i’ = Xege = ol g WM ke =5 (2.31)
dT, dT, 1249
cond — _y 1=y T2 Wm? Ko = =515 = 60 2.32
q||,| XI dx 0i i dx [ ] Oi Z-4m»l/2|nA ( )

where Z=1, m=2amu and Coulomb logarithmAs15 have been assumed to derive
numerical values [16]. g are expressed in [eV] and g/Bx in [eV.miY].

The parallel convective heat flux for electrons @&tk are usually expressed as
follows:

conv 5
Qe = > kT.nv, (2.33)
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conv l
qem = (E m,v,” +=KT, jnvi (2.34)

The total parallel heat flux is

q” - ql(iond + ql(ionv (235)
where the total conduction and convection heateffuxcluding both ions and electrons
are:

dT,
cond = g, T2 == 2.36
q|| Oe'e dx ( )
assumingoe>>Ko; and Te in [eV]
q"" = (% m.v? + 5ijnv (2.37)

assuming the local ambipolarity=w,=v and &=T,.
2.2.1. Sheath boundary conditions

The parallel heat fluxes closing the fluid conseonratequation in direction
parallel to the magnetic field are linked with theeraction of the plasma flowing in SOL
with the surfaces of divertor targets where the $hsaformed between plasma and the
wall. The sheath problem is a purely kinetic phenameand it is very important in the
context of work described in this thesis, since the pdasamalyzed here are assumed to
be always attached (see section 1.1.3.1.). This anébllogving section deal with the
sheath problem and the kinetic corrections introducethe set of fluid equations for
parallel heat conductivity.

When plasma is in contact with solid surfacesheath is formed between the
plasma and the surface and the heat transported fdtehdjnes is limited by that which
can cross this sheath. Edge fluid codes, such as the@&®5used throughout this thesis,
do not explicitly contain sheath physics (which regsiia fully kinetic treatment, as in the
PiC numerical treatments) and thus they use the #gications up to the last numerical
grid cell bordering solid surfaces (for example theedor targets). To bridge the gap
between the plasma grid and the surfaces, sheath temi@mcoefficients are applied to
describe the kinetic processes of energy and pariitelerfg accomplished by the sheath.
The sheath problem is one of the oldest in plasma hysid has been extensively
studied analytically and numerically [16, 30-31]n the sheath problem the velocity
distribution functions for ions and electrof();, f«(v) evolve according to Fokker-Planck
and Poisson equations (section 2.1.2).

In terms of kinetic/fluid phenomena the SOL dividesoia narrow (~30m)
region in front of the wall (sheath), which requieekinetic treatment, and the rest of the
plasma between two sheaths at inner and outer tavgeits) is also called pre-sheath.
The sheath represents the sink of particles and erfergthe SOL plasma. Since
electrons are more mobile than ions, any surface macb with plasma charges
negatively compared to the plasma potentigkQ)y and quasi-neutrality (valid elsewhere
in plasma) is not satisfied in the sheath. An electeld farises, which pulls in ions to
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satisfy quasi-neutrality until currents balance (uniggdace is biased) to satisfy the
charge balance equation

ei.[fiv”idvi +ee.[fev dv, =0 (2.38)
lons and electrons move parallel to the electridfighich is perpendicular to the solid
surface. The electrostatic sheath in direct contaitt thie divertor surfaces (whereeny)
has size defined by Debye lengkiag

ve 1/2
(5.5::: 10 Te) (2.39)

e

lle

)\DB

and it is called Debye (or Langmuir) sheath. In tmespnce of magnetic field, this

electrostatic Debye sheath is combined with an apmeately quasi-neutral magnetic

Chodura sheath [30] with width of the order of tbe iLarmor radius (radius of ions
gyrating around magnetic field lineg),

o} :—rnivD D%

eB eB

where gis a sound speed, a speed of ion fluid moving towargdsiak defined as:

1/2
C, = [—k(T‘ +Te) j M=Vesg (2.41)

P> Ao (2.40)

m. C

where M is so-called Mach number. The valuess@ire typically in order ~ foam.s* for
D" ions. It is also often expressed as

Z T, +yT, 172
c =|k—= 1" (2.42)
m

S

where the polytropic parametgel for isothermal flowy=5/3 for adiabatic flow with
isotropic pressure ang=3 for 1D adiabatic flow with no perpendicular hdlaix. In
SOLPS it is usually assumed to be adiabatic.

The potential between the pre-sheath and the slea@tance is called pre-sheath
potential e

V., L-0.7T, (Tein [eV]) (2.43)
This potential causes the plasma flow towards tiiease such that the so-called Bohm-
Chodura criterion is satisfied [16].
Vg 2Cq (2.44)

This means that for a stable sheath to form (wigeiesi-neutrality is guaranteed), the
velocity at which plasma particles enter the sheathmust be at least as high as the
sound speedscC

The particle flux to the targets is

I =N,V (2.45)
where the density of electrons at the sheath erdgra obtained from the Boltzmann
relation as
Ng = Ny.exp(VJ/T,) =0.5n, (Tein[eV]) (2.46)

where 13 is density in the SOL plasma at V=0 and a facto0.6 in the right side of
EqQ.2.46 results from using Eq.2.43. While the i@me accelerated in the sheath, the
electrons need to have energy sufficient to be @btarercome the potential barrier. This
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potential barrier consists of the potential diffeze between pre-sheath and Debye sheath
Vse (EQ.2.41) and the potential difference betweerathedge and the surface; if the
surface is unbiased (floatingx\torresponds to the floating potential)

Vg _ m, T 1 .
T = O.SI{Zn( m j(1+ T_ej:|£—(1_ 5. J (Tein [eV]) (2.47)

Herede is the coefficient of secondary electron emissitich is usually ignored. Thus if
T, = T,is assumed,

Vg =3T, (Tin [eV]) (2.48)
In the sheath limited regime the total heat transual parallel to the field lines is

determined by the heat which is allowed to crossstheath. The net energy flux through
the sheath for electrons is defined as

qsee = (ZkTe+ |eVse | + |est |)Fse = yekT I (249)

e se
where the first term represents the net electraat fflex density at the sheath-solid
interface q,,, = 2kT.I',.. The coefficienty, called electron sheath heat transmission

coefficient is defined as
Vv Vv .
Ve = 2+%+% =2+3+0.7=5.7 (Tein[eV]) (2.50)
The situation with ions which are accelerated acrb® sheath is much more
complicated. They have non-Maxwellian distributioat in order to ease the analysis,
they are treated kinetically assuming a Maxwelldistribution drifting with the ion
sound speed. The net ion energy flux through tleatshcan thus be expressed as

e e

qsei = (g le +%micszjrse = yi k-I-irse (251)
If Ti=T,,
qsei = ngiFse (252)

and the ion sheath heat transmission coeffigient3.5. However detailed kinetic
analyses and calculations predict that it is mpg@priate to consider

Qe [ 2KT,T'g, (2.53)
yieldingy, = 2 [16]. If T=T;, the total heat transferred across the sheakiuss t
qse = y'kTeFSE (254)

with y =7 -9 the total sheath heat transmission coefficignt5—- andy, =2-3.5).
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2.2.2. Heat flux limiters

As the previous section has discussed, the pres#itbe sheath places a limit on
the heat flux which can be transmitted by the plmsathe surface on any given field
line. Nevertheless, this is strictly the case anlythe sheath-limited regime when the
collisionality is low and the parallel temperatymfiles flat. Thermal conduction plays
almost no role and the heat transfer happens mbgtthe convection, almost the entire
SOL is stagnant with regard to flow and all thenflacceleration occurs very near to the
solid surface. This is not true in a high recyclidiyertor, where flat gradient of
temperature exists in the region between the Xipamd target due to the plasma
temperature cooling in the region of the targetd Aeryond, reducing gradients and
preventing conduction. The transport is almostativective in this case. Conductivity
is what allows the temperature to drop from upstreto the X-point (provided
collisionality high enough). At this point strongsually ionization driven flows form to
convect material to the targets. But the sheathestists (if attached) and controls the
ultimate energy flow out of the flux tube.

In sheath heat flux limited regime, ¥ =7 is assumed, the heat flux density
through the sheath is

Js, = 7KTnv (2.55)

For M=1 (the condition on the flow speed at theashedge required for a stable sheath
to form) the parallel convected heat flux densdy be expressed as

" = (1 m.v? + 5ijnv = 6kTnv (2.56)
2

When collisionality is not sufficiently high, strgnparallel temperature gradiertsT
develop and the conductive heat flux can becomangortant component of the total
parallel heat flux to the targets. In this caseicWwhs referred to as conduction regime,
the simple sheath expressions no longer sufficea asescription of the total heat
exhausted from the plasma and, if a fluid desanpis being used to model the SOL,
kinetic corrections in the form of parallel heaixllimiters must be introduced into the
set of fluid MHD (Braginskii) equations.

Apart from the standard expression given by E&,2valid for any medium, the
conduction heat flux can be expressed also byaimula derived by Spitzer-Harm, valid
for fully collisional situations:

_ d d
=-2.9x10"n_v, A. —T . =¥..—
qSH el e|l XE,I dx

theite, dX
where K| sH is the Spitzer-Harm heat conduction coefficienthé® the collisionality
(proportional to T2 decreases, the heat flux becomes unphysicalye g — «) and
since the scale-lengths ofjT are not free to evolve, but are limited to theesof the
system (ly), the temperature gradients must steepen in ¢odenable the transfer of heat
along the field lines by conduction. Thus the hidat conduction coefficient¥.; are
limited to some fractiom of the free-streaming heat flux. A simple kinet@rrection in
the form of electron and ion heat flux limitexs; can then be used to reproduce the
effect of this steepening of the profile at intermediate and low collisionalities:
Uim = O Ne; Ve KT, ~ T (2.58)

ei''ej

6Te,i 5/2 H
T, = K”SH.O—X ~T” (Tein [eV]) (2.57)
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Typical values of heat flux limiters are, =0.2— 0&hd a, =0.6—1.5. Choosing the

best values to use in modeling a given situatiomoisstraightforward. A more informed
choice can be made through comparison with expatmhelata or with the results of
kinetic simulations (such as the BIT1 code [32F section 6.1.5.6).

In B2.5 and other fluid codes the parallel conthecheat flux is conventionally
defined as a geometric combination of limited apdz&r-Harm heat fluxes:

ind _ 1 + 1 (2.59)
a, Qim  Osw

In order to understand what is actually repregskbtethe application of heat flux

limiters it is useful to write both in terms of thdependence on temperature:

~ ~cond dT — 5/2 dT 5/2 dT H
Osy = Q" = X“& =Kol ™ aT ax (Tin[eV]) (2.60)
kT 1/2
Oy = 0NV, KT = a.n[—j KT O T (Tin[Kl)  (2.61)
m

The “combined” heat flux density thus increaseserslowly with temperature with flux
limiters (T%) than without them (¥?). The conduction heat flux limiterg,;, are known
also as the free streaming multipliers (ratio @& teat flux to the free-streaming value)
[16]. Without flux limiters the parallel heat trgpmt is always limited by the classical
Spitzer-Harm value at one end (conductive flux) Bpdhe kinetic free-streaming value
at the other (convective flux).

2.2.3. Power deposited on divertor surfaces

As the introductory discussion of Chapter 1 hasaaly made clear, the particle
and energy loads on the plasma-facing surfacearaomgst the most important tokamak
parameters since, if not controlled, they can damagd considerably reduce divertor
target lifetime. This is less of an issue in cutressearch devices, where steady state
power loading is often of insufficient duration b a concern and in which stored
energies are usually too low to be the cause dfifsignt PFC damage. In next step
devices such as ITER, however, PFC lifetime wiltdree a serious threat if power fluxes
are left uncontrolled. For this reason, credibledgtions of the likely heat loads are
required. The SOLPS code has long been used &éssasisese loads during the ITER
design process and it therefore becomes incregsimglortant to pursue cross-checking
and benchmarking of these code predictions on oudevices. This is one of the aims
of the work described here.

There are several terms contributing to the totaligr flux deposited on solid
surfaces intercepting the tokamak plasma. The &rsl most important is the heat
transmitted by electrons and ions across the shegilien by expression Eq.2.54. The
ions bring a directed kinetic energy across thatthequal to their thermal energy plus
that gained through acceleration in the sheathnpieteall Z,eV,, ~3Z kT, and thus the

flux term including both these contributions canoéten as

%micsz +3ZkT,  with E,, :%micsz [J] (2.62)
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The third important contribution to deposited powsrthe potential energy
released by fuel ion recombination to neutralshat surface which is an exothermic
process and releases heat. The neutrals subsgguesainbine to form molecules so that
the total energy released is the combination ofidh&ation and dissociation energies.
For deuterium atomg,, = 13.6e&ndE = 4.52eVand so the recombination term is

diss

qrec = (Z Eion + Z EdissJCsni (E in [‘J]) (263)

If Ti=Te, the total heat flux deposited at the targets is
q||,dep: (V kT + Ekin + Eion + Ediss)rse (E in [‘J]) (264)

where the ternykTI includes bothg., (Eq.2.49) andy,,, (EQ.2.51).

Kinetic energy can be included also in the shea&tt hransmission coefficient
and the total deposited heat load can be approsores:
Qyaep = (7TKT/e+18.1)d", (Tin [eV]) (2.65)

It should be noted that since the target surfamenal is not generally aligned

with the magnetic field vectorB, the real deposited heat flux is corrected by
multiplication by co¥, whereW is the angle between the magnetic field vector thed
surface normal.

sej

2.3. Perpendicular transport

When the plasma escapes across the separatipetofield lines in the SOL of a
diverted configuration, the power is transportethbo the parallel direction towards the
divertors and across the field towards the firstl warfaces. Since parallel transport is
much faster than radial transport it is respondibtenost of the power deposited on the
targets. The slower radial transport determinesaime extent the width and shape of
power deposition perpendicular to the field attdrgets and the extent to which residual
power is deposited on the main walls.

Although the physics of parallel transport is mrebly well understood in the
SOL, the same does not apply to cross-field oratadansport [16]. With respect to 1D
parallel transport the cross-field transport repnés both its source (when plasma crosses
separatrix and gets to the SOL where it is suligeparallel transport) and to some extent
the sink (when plasma moves cross-field outwards filux tube until it hits the limiter
walls). In the radial direction, the conservatidrparticles can be written as:

dgrﬂ =S,, <0 (2.66)

wherel ; is the radial particle flux and the radial souoéearticlesS, is negative in the

sense that the parallel removal to the solid segd8,, ) constitutes a radial particle sink

pll
S, for cross-field particle flux density:
S =S (2.67)

The radial particle balance equation can be wriden in more general form
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dr, __".s

2.68
=TS, (2.69)

[
including the ionization source,$ The parameteris a parallel loss time:
T, C2L,/c (2.69)

con S
The standard way of describing the cross-fieldiglarflux is a combination of diffusive
and convective fluxes which are controlled by ctiosisl diffusion coefficient D and
radial velocity v, respectively. In this case:

r. :—DD$+an (2.70)
r
Assuming diffusive motion, the cross-field partifilex density satisfies Fick’s law
dn
r.=-D,— 2.71
o= Doy (2.71)

where the approximation is often used dif/dr= n/A, with A, being the characteristic
radial scale length of the density (~ radial delesngth defined by the radial exponential
decay of densityn(r) = n(0).exp€r/r,) ).

Radial transport in SOL is very definitely not d&sil, since classical cross-field
diffusion of particles is far too slow to match S@heasurements of the diffusion
coefficient. Classical cross-field diffusion fromeetron-ion collisions only maybe
expressed as:

D™ =8.10"T, *nk(T, +T,)/B? (2.72)
In the SOL plasma this is typically in the rangéd3m?.s*. Diffusion coefficient ) is
generally anomalous compared with classical ratek therefore it is not possible to
calculate it from the first principles. It is uslyabbtained from experiment inferred by
using the Fick’'s law (assuming pure diffusion wittonstant ). Almost all
measurements in the tokamak SOL have found exp@ahdyghaviour in the density
profile [33-38] as would be expected in the simBIBL on the basis of the diffusive
description of cross-field transport. Approximatitige transport in the way of diffusive
ansatz allows simple estimates of the characteriatial width of the SOLAso. in terms
of a characteristic diffusion distance which a ig#at travels cross-field beyond the
separatrix,

)\SOL |:|(DIZITSOL)1/2 (273)

wheretg,, is the characteristic particle dwell time in thOLS AssumingT; = 15, and

neglecting SOL ionization sources yields
n

S. =-D,——

If simple collisional diffusion is considere®®***, very thin SOL is found\ &&° 01mm.

When compared with typical SOL width [33-38] found many tokamaks including
TCV [39],

(2.74)

DEl

class
D O

Ago. =10-30mm=AZ2> (2.75)
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experimental value of Pin a range ~1 fs® is found. This is consistent with the radial
diffusion coefficient empirically obtained from nsmaements in non-toroidal plasmas
expressed by the well known Bohm scaling [40].

D™ =0.06T,/B (2.76)
which is usually ~1-2 fs* for typical TCV plasma.

It is well known that the cross-field transporbgess throughout the tokamak
cross-section is largely turbulent driven, bothhe core and the SOL. Only under certain
circumstances does neo-classical cross-field tahsgpdequately described measured
cross-field transport rates (for example crossifiein diffusivities are often consistent
with neo-classical transport rates in the corehefglasma or in H-mode transport barrier
regions). Electron radial transport is always aalmms and turbulence driven. In the
SOL, radial transport seems to be a mixture oft dviive type turbulence ([41]) and
electrostatic interchange driven type turbulencih(the former seeming to occur closer
to the separatrix and the latter further out raglial the SOL). The latter has been shown
to operate directly on the TCV tokamak ([39,42]jmachine on which much of the work
described here has concentrated. Because of thislént nature of radial transportgD
alone or D = constant does not represent it appropriatelythadeal description is one
of radially varying Dy and . Nevertheless, the field is still some way from a
quantitative ability to prescribe the transporesatriven by these processes, especially
where predictions to next step devices are condeieeen though it is now clear that the
main process of cross-field transport is not diffasthis ansatz is still used in much fluid
modeling to approximate the real situation in tHeseaace of a more quantitative
alternative description. Most modeling approachesuding the work to be presented
later in this thesis, rely on simplistic descripgoof the transport, either as purely
diffusive or convective when it is known that neiths a complete description of the true
driving mechanism(s). In the simulations with fludde like SOLPS, where only the
value of particle flux is important and the detaifsthe nature of B, vo components are
not required, it is practical to write the partiflex density using the effective diffusion

and convection coefficientsf, v==", as follows.
r,=Df (r)? (2.76)
r
r,=nvi(r) (2.77)

Typical values for B*" found experimentally are in the range 0.1-10sth

2.3.1. Perpendicular energy flux

The power from core enters the SOL through ra@isport where usually the
main part of it ends up deposited at the diverdngdts (as discussed in section 2.2.3),
and the remaining part is divided into the powgyatgted on the walls and the radiation.
For example, from ~ 100 MW of power entering theLS® ITER, the fraction of 65-
70% is expected to be dissipated in the divertovddymetric radiation. In common with
the parallel heat flux, the flux of plasma energythe perpendicular direction can be
expressed as a sum of conductive and convectivgyeflews which are themselves the
sum of contributions from electrons, ions and redgtrAssuming the quasi-neutrality, the
expression for radial conductive energy flux ofcélens and ions is as follows:
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QEZr}d = —n(X De,iDDTe,i) (2-78)
whereXe, is the coefficient of cross-field heat diffusivifgr electrons and ions. The
SOL xrej are extremely important since they control the @odecay width, which is one
of the key parameters determining the power depdh solid surfaces (e.g. divertor
targets). Like the other cross-field transport @ioeits, thexge; are anomalous and
cannot yet be derived theoretically from first piples but must be extracted from
experimental data. Very often for modelling purmo&nd because very little information
is ever available experimentally concerningriithe SOL)x . = X IS assumed and the

typical values derived from experiment are in tl@ge 0.1-10 fis® [16]. If CX
collisions are an important factor, the conductezltral heat flux must also be
considered. In this case, if the CX neutral callismean-free-patiicx is shorter than the
temperature gradient scale length, it is possiblegat the neutrals as a fluid:

ain’ = —Ke O T, (2.79)
where K., =n A2, 0., is estimated from the random walk with collisiorfi@quency

Ucx. Within SOLPS, the neutrals are simulated byHEirene Monte-Carlo code which
follows the trajectories of test neutrals in a plasbackground and properly accounts for
the neutral heat transport (see chapter 4).

Perpendicular heat convection by electrons, iows reeutrals may be expressed
by analogy with the parallel convected heat flux.

ASrein :ng. nv (2.80)

ej,n Oej,n

where the ¥, are the radial velocities of the electron, ion aerdtral fluids.

It is worth noting that the net radial convectergergy flux to the walls due to the
ion outflux can be quite small even if the ion et outflux is large. This can happen if
the density is high enough forT; due to CX collisions withhcx< Aion,An. IN Such a
case, the energy fluxes due to ions and neutrdlbalance out (Iv5=nV0y).

Comparisons of experiment and simulations with akyliincreasing v and
constantxp [41,43-44] conclude that depending on densityfedéint energy transport
channels are dominant. If the upstream densityge Bnd CX plays an important role,
the biggest contribution to radially transportedergyy in far SOL is from electron
convection and neutral conduction due to CX cdalhsi In contrast, at low density
diffusion dominates and most of the cross-field povg transported by this mechanism.
In this case the total cross-field power flux maydxpressed as the sum of convective
and conductive contributions for both electrons immg.

a5 = a5 + 5™ =X NkO T, +X;nkO T, +ngenVD +ngi nvg (2.81)
5 5 D

conv — = Tnv. = _nkT_D 2.82

qD 2 O 2 7\’” ( )

9™ =Xk, T ~)(an)\'l (2.83)

.
If the radial particle and energy transport is asstl diffusive and the radial decay
lengths for both density\{) and temperaturé{) are known, the total perpendicular heat
flux on walls can be estimated as:
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o T, T 5 n KT,
qtmt = XDenk)\_+XDink)\_+§DD— (2-84)

Te Ti )\n

In terms of the distribution of the total power SOL from the core into the
parallel and radial transport channels, the trarispdoth directions is strongest close to
the separatrix. The radial transport is naturalghbst there because this is the point at
which the power enters the SOL. However, the séqpanadcinity is also the place with
highest temperatures and the resulting high paraéiat conduction[{T>?) means that
parallel energy transport usually dominates ovdrataheat transport. As a consequence,
the power deposited on the main chamber walls lyswapresents only around one
quarter of the total power which enters the SOImfraore and the majority is directed to
the divertor targets [41].

2.3.2. Perpendicular transport of parallel momentum
and viscosity

In this section the influence of cross-field tramgpon the pressure constancy in
parallel flux tubes will be addressed. Cross-fiedkshsport is not only a source of particles
and heat to the flux tubes just outside the separat the SOL. It represents also the
source of parallel momentum to the flux tubes negghing at the outer side of the flux
tube, which on the other hand experiences a lopamillel momentum by the cross-field
transport.

The total pressure is constant along flux tubeghan SOL and this pressure
constancy is expressed as

= (mnv? +p, +p) =0 (2.85)

assuming no cross-field transport of momentum theflux tube. However, this is not
strictly true for individual flux tubes subject &m influx due to cross-field transport. The
parallel momentum conservation equation for indmaidflux tube should in fact strictly

be written as:

%(mnvz + pe + p|) = Smom (286)

If radial flow is assumed only radially outwardsorfr separatrix to the walls, the
momentum sourcemem iS positive for the tube further out (gaining thementum) and
negative for the tube closer to the separatrixritpsnomentum) and averaged over entire
SOL, Snom =0.

If parallel velocity is assumed to be radially dams in the SOL (dydr=0), the
momentum source due to cross-field particle traridpas diffusive nature [16]:

dn? D.n
Swomp, =MV, S,; =my,D, o =my, K—Dz (2.87)
And, if integrated over the whole length of thexflube:
_ m
[ Somp, dx =LV, D_ 7 (2.88)

n
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with nv, the average flux density along the SOL. In rediibwever, yvaries radially

and the resulting gidr gives rise to additional cross-field transpmfrmomentum due to
perpendicular shear stress at the rate proportitmahdv,/dr, where ng is the

perpendicular shear viscosity coefficient. As witther cross-field coefficients)y is
anomalous and little is known about its valueslusually approximated ag, = nmD
based on analogy with classical transport [16]. ff@mentum source due to the cross-
field transport of viscosity is expressed as:
S _ V||nD

momng )\ 2
v

(2.89)

where), is parallel velocity radial decay length., (~An). This momentum source is of
order of S 5, @and since both make only small contributions &spure balance, they

are often neglected [16]. In other words crosdfteansport does not greatly influence
pressure constancy along field lines.

At this point now that the viscosities in both gel (see section 2.1.2) and
perpendicular direction have been mentioned, ltsisful to distinguish between them in
terms of their influence on the parallel velocitin a magnetized plasma, the viscosity
tensor represents a sum of several component tnatthough the parallel and
perpendicular viscosities are the most importarthiwithe frame of this work. The
parallel viscosity controls the variation along metic field-lines of the velocity
component parallel to field-lines. It arises duethe collision-induced, random-walk
diffusion of particles, with frequenoy, and step-length,d. The perpendicular viscosity
controls the variation of the velocity componengsgendicular to magnetic field-lines. It
corresponds to a collision-induced random-walkugibn of particles, with frequencg;
and step-lengthd,, Compared to the parallel viscosity it is smaligra factor (lerdlpa)”.
Thus, it is the greatly reduced step-length ingkependicular direction, relative to the
parallel direction, which accounts for the smalihed the perpendicular viscosity
compared to the parallel viscosity. Both the patatind perpendicular viscosity
coefficients will be addressed in section 6.3.3.
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2.4. Volumetric processes in plasma and
plasma-surface interactions

The plasma is full of particles (charged or neutraloms or molecules,
photons...) which are subject to different inter-sego/olumetric processes. The most
relevant for tokamak divertor physics are electimpact ionization, charge exchange,
three-body recombination (electron impact recontimng, radiative recombination and
molecular dissociation.

Extensive reviews of atomic and molecular datahfgdrogen, hydrocarbons and
atomic impurities can be found in the series [48¢levant surveys of atomic and
molecular data for fusion including data for linedaother radiation for hydrogen and
impurity atoms and ions are published in [46].

Part of the energy in SOL is always lost by radmtiespecially when impurities
are present. The radiation loss ratgs s the rate at which energy is lost by radiapen
unit volume [16] and is experimentally measuralite €xample using bolometers).fP
must be distinguished from the electron cooling Rt., at which plasma electrons lose
energy by inelastic collisions with ions and atodlshough not directly measurable, it is
used in modelling as a component of the energynbalaAt low temperatures, typical of
the divertor plasma, /R is dominated by radiative cascade and continuutiatian,
while P is dominated by the rate at which recombining tetes lose their kinetic
energy. In this cased>P.ooi(See Eq.2.91).

The powers associated with ionization and recontisnanside Ry Should be
distinguished. Beginning with ionization:

Pooion =P

cooljon radjon

+E, aff (2.90)

ion

whereas" is an effective ionization rate andeEthe ionization potential energy

(Eion(H)=13.6eV). Non-photon energy cost to the electmopulation is only En.
Tab.1.1 compiles the ionization potentials for the chargeates of Carbon, the principal
impurity in the JET and TCV plasmas modelled irs tiesis.

State ¢ c c* c c* c

Eon[eV] | 11 24 48 64 392 490

Table 1.1. lonization potentials for charged states of C

At very low temperature, however LgleV), recombination dominates over
ionization. Poootrec = Pagrec — Eion 0 o (2.91)

coolrec radyec rec

wherea®" is the effective recombination rate (dependentdnThe potential energy of

recombination heats the electrons (at least f@ettrody collisional recombination).

The total amount of energy radiated by singleiglarduring its lifetime in the
plasma is defined as a radiation potentiah g [J]. This quantity depends strongly on
plasma temperature and radiating species and iisatigpin range of ~1-10 keV~1% -
10% J for low Z. Total radiated power,Ragexpressed using the radiation potential is:

I:)tot,rad = Eradpotq)z [VV] (2103)
where®; is impurity particle influx rate due to sputteriogartificial injection.
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In addition to the processes occurring in the paswiume there are plasma-wall
interactions, which are responsible for impuritpguwction and recycling. The former
appears when the particles after striking the serfalease the surface material through
chemical and physical sputtering (as briefly mama in section 1.3.). To do so the
incident particle must have enough energy to oveecthe surface binding energys E
This energy is E ~ 7.4eV for C and the threshold energy for physsmttering of
graphite walls is ~ 30eV and ~ 42eV for D and Cpeesively [16]. The physical
sputtering yield, the number of impurities relead®d impact by one particle, is
calculated by Roth-Bodansky formula [47], but cam &trongly influenced by the
different surface properties like roughness. If Yessel has graphite walls, in chemical
sputtering hydrogenic atoms break C-C bounds arehter C-H bounds while
hydrocarbon impurities are released. Chemical epng yields are studied in [48] and
like physical sputtering yields they strongly degp@m surface properties like roughness,
presence of amorphous carbon layers etc. and aeally higher than those of physical
sputtering. The experimentally reported valuesugially between 1-5% and depend
strongly on surface properties. In the SOLPS cdaesd processes are treated by the
sputtering coefficients. There are three procesdga@sh plasma and neutrals undergo
during the interactions with the wall, contributing fuel recycling. The particle is
absorbed and trapped by the surface, or it is ateite or it is absorbed/adsorbed by
surface and subsequently released as thermal Ipavtith velocity dependent on the
surface temperature. The coefficients relevanth&sé processes are available in the
TRIM database used by Eirene part of SOLPS code thegl are derived from
calculations in [49].
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3. Edge localized modes

The transition from L-mode to H-mode is normallycampanied by the
appearance of edge localized modes, ELMs [50].“Ehing H-mode” is the reference
scenario in which ITER will attempt to reach bugniplasmas with fusion gain of ~10
(the @t = 10 baseline). Without the confinement improvetradforded by the H-mode,
the required fusion performance cannot be obtainBte high confinement is produced
by the formation of an edge transport barrier (thenode pedestal), which “insulates”
the core plasma but which is associated with higisrpa pressure, built up over a very
narrow region at the edge of the plasma (pedestihsvare typically a few cm). This
region of high pressure gradient is destabiliziog MHD modes, known, for evident
reasons, as Edge Localised Modes (ELMs). These srardeboth beneficial, in allowing
the pressure gradients to relax, simultaneouslhelérg particles, allowing impurities
(including He ash in a reactor) to be flushed aat plasma density to be controlled and a
threat, due to the high transient energy densitieg deposit on PFCs posing material
damage and lifetime issues [51-52]. Large ampitdfLMs can also seriously
deteriorate the core confinement [53].

The most serious consequence of the ELMs is thk pepk heat loads with
values ~ 10 times higher than the time-averageeldeaccording to present models and
empirical scalings of experimental data from vasiaivertor tokamaks, the expected
value of energy expelled by uncontrolled ELMs IrER is AWg q ~20 MJ. However,
evaluation of the expected characteristics of pofieres to the divertor during the
ELMs in ITER and experimental measurements of ptasmaterial erosion under such
loads has shown that an acceptable divertor lifetoan only be ensured for ELMs
causing an energy loss &Wg vy ~ 1 MJ. This is a factor of 20 smaller than thpested
natural ELM size and has determined the requiresngmtELM control in ITER [52].
Therefore the elimination and mitigation of thesmsient events is a crucial task for the
fusion community. The method envisaged also inatginal ITER design (2001), uses
frozen pellets of deuterium injected into the edfe¢he plasma at high frequencies in
order to fix the ELM frequency to values required low ELM energy. It has been since
realized that this might not be enough to do thke gmmpletely, so new design
incorporates an additional way of the taming ELMsapplying a weak magnetic field
via external coils employed near the plasma edgehwninix-up the magnetic surfaces in
order to increase particle transport and thus atéighe ELMs. In other words, this
method represents plasma edge ergodisation by aesperturbations of the magnetic
field. One of the major investments of ITER islte in-vessel coils which should ensure,
that the size of ELMs is acceptable for the planopédration of the reactor. As already
mentioned in the motivation of this thesis (sectlo#), the aim of this work is to verify
by the comparison with existing experiments, that ¢xisting fluid numerical codes are
able to predict how the ELMs at ITER will behave.

The ELMs are manifest as repetitive bursts of pladi and heat in the SOL with
quasi-regular or irregular periodicity and représanemporary breakdown of the H-
mode edge confinement barriéid.3.1). With appropriate diagnostics (for example fast,
wide angle imaging of the plasma in visible lighiley can be observed as helical
filamentary structures in the SOEi{.3.2).
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Figure 3.2. Left: Multiple plasma filaments obtained by high spemsibie light camera
imaging on the MAST tokamak (from [54]). Right: dence of filament fine structure
from JET fast reciprocating turbulent transport pelocated in far SOL. Extracted from
[55-56].

The severity with which ELMs can reduce materi&time, even in ITER (not to
mention DEMO reactors, with higher stored energyl @dhus higher ELM energy
transients) has focused the fusion community’sniitie onto this phenomena in recent
years. Understanding the physical mechanism resgentor the particle and power
exhaust due to the ELM and developing predictiveabdity with regard to ITER is an
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issue of highest priority. This thesis contributeghis research effort in attempting to
model the ELM transient evolution in the SOL and Hubsequent effect at the divertor
target. Before describing in subsequent chapteraribthodology of this approach and
presenting simulation results, the following seasioutline some of the key features of
ELM classification, the ELM cycle and a brief deption of some aspects of the theory
of ELM formation.

3.1. ELM classification

A variety of ELM types have been observed in tokesngp0]. The main ELM
classification is in terms of dependence of ELMqgtrency on heating power P. An
important parameter characterizing the ELMs isrthzie in terms of expelled energy per
eventAWg v, Which is often expressed in terms of drop inltplasma diamagnetic
energy Wia during an ELM, and its fraction of the energy stbrin plasma,
AW m/Wpiasmd57] (seeFig.3.1). The basic classification including the most coonm
ELM types is described briefly in the following:

1.) Dithering ELMs occur in the vicinity of the L-H transition thredd power P4, and
are thought to be transitions back and forth betmieeand H-mode confinement.
2.) Type lll ELMs , referred to often also as “small” ELMs, appeatemthe L-H
transition when heating power P is increased. Turstd are smallAWe m/Wpiasma~ 1-
3%) and frequent with repetition frequency of ELMeets g v ~ few 100 Hz, which
decreases with increasing input power abavg. Hype Il ELMs are usually associated
with reduced H-mode confinement (compared with TypELMing H-mode - see
below).
3.) Type | ELMs, called also ‘large’ or ‘giant’ ELMs occur when necheating power is
added to a Type Ill ELMing H-mode [58]. They do matve a definite threshold in terms
of energy loss, but usuallyWe m/Wpiasma> 2% is found. Even if most machines have
very steady Type | ELMing H-modes with periodic EEMalso large isolated and
irregular bursts are observed. Unlike Type Il ELNisu of Type | ELMs increases with
rising heating power P.
4.) Type Il ELMs, known also as “grassy” ELMs, are associated avith strongly-
shaped plasmas (high plasma triangularity) and Ipegtiestal pressure. In comparison
with Type | ELMs, they have lower magnitude andheigfrequency, though plasma
confinement is similar to that in the Type | regimigpe Il ELMs are almost never seen
alone and come usually mixed with ELM-free periodsde Type | phases.

Typical examples for three of the above ELM Typas be seen iRig.3.3

Type | and Type Ill ELMs are by far the most conmiyoobserved in tokamaks
and are of high relevance to ITER. It is now knowowever, that Type | ELMs lead to
unacceptable plasma-facing component lifetime. Typ&LMs, which occur at lower
pedestal pressure and hence lower confinementnaresuitable for ITER’s baseline,
unless the confinement is gained back by operattrigigher }. The key problem is the
risk if the Type | ELMs turn out to be unmitigatakwhilst still retaining confinement).
In that case the solution might be to revert toespligsma with Type 1ll ELMs and hence
suffer the penalty of reduced confinement. The drfop0% confinement means a drop of
fusion gain to around Q = 5, a 50% of Q=10 misgoal. Hence the study of both these
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types of ELMs is very important.ab.3.2 offers the main parameters of the four typical
ELMs found at TCV and JET which are simulated is thiork (see chapter 6, 7).

o

Grassy ELMs

V)

Large ELMs

V)

Giant ELMs

W)
O M A O ® OO N A O ® OO N A O ®
(7 T T T T T T T T T T T T T T

i L <
13.0 14.0 15.0
Time (s)

Figure 3.3. Examples of Psignals obtained for different ELM Types [3].

Type IITCV [Type ITCV  [Type | JET Big Type | JET
AWEg M 700 J 3 kJ 200 kJ 750 kJ
AWEgLm 25% 12% 5% 12%
/Wplasma
frr M 200 Hz 50 Hz 30 Hz 12 Hz -
irregular
Vped' 0.7 0.15 0.12 0.09

Table 3.1. ELM characteristic parameters for typical Type Idamype Ill at TCV and
JET,Vped” is the normalised neo-classical pedestal collisliipgsee Eq.2.5).

3.2. Current understanding of the ELM phenomenon

ELMs are among the most intensely studied andivelst poorly understood
phenomena in tokamak edge plasmas. They were disstovered on the ASDEX
tokamak in 1980 [59] (as a phenomenon accompartiimdd-mode) and since then have
been a subject of steady research activity. Ovegnteyears, this activity has taken on
new urgency with the realisation that ELM-induceéCPerosion will be too severe for
the “natural” ELM amplitudes expected on ITER totbkerated (see the introduction of
this chapter). Several reviews of the topic [2878)- including studies describing the
behaviour and theories of the ELMs [50,58,62] exist the literature. The
phenomenology of ELMs together with various sigreduof the physics processes
involved, are reviewed in [62], where the observagi common to studies of ELMs on
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the different machines are summarized. In the Walig sections the most important
observations and existing theories on the curremerstanding of these complicated
transient phenomena are summarized, with emphasis discussion of the following
issues:

1.) Where, why and how the ELMs arise? — “origin”

2.) What do they look like? - “structure”

3.) How they propagate from the place of their origmt into the SOL? —
"perpendicular transport”

4.) How they propagate to the divertors? — “parali@hsport”

5.) How they interact with PFCs, especially divertag&s — “heat loads”

In the description of the ELM phenomenon thereteu@ important termsinstabilities,
which are most likely the origin of the ELM evemtdd&ilaments, which are associated
with the evolution of the ELM after its onset andgelling to the SOL. The stability of
plasma represents the primary limitation on theeai¥eness of the fusion reactor
expressed by and thus on fusion power density. All models (tie) use pedestal
plasma instabilities to explain the ELM origin abdhavior [61-62]. In other words,
simply said, the plasma goes through a cycle whesedestabilized and then stabilized
again. The stability against these instabilitiesegos the behavior of the edge plasma
[58] and is based on the MHD energy principles.

3.2.1. ELM-cycle

The time between two ELMs is usually much longamtithe ELM event itself.
The ELM phenomenon as an event during the ELMy Hlen@an be pictured
schematically as a cycle consisting of five phadesn large part described in [72]),
which are depicted oRig 3.4 Note that the terminology used to denote eacticpiéar
phase is not generally used in literature, but 9eduhere as a useful reference for
discussion of the simulation results to be presemehapters 6 - 7.

Phase ‘1’ corresponds to the situation before b Ehe so calledsteady staté
or pre-ELM phase, when plasma pedestal is stable and H-nsddeNl-free. The steep
pressure gradient at the edge is maintained bgdbge transport barrier.

Phase ‘2’ represents thgrowth’ stage, when the precursors of the ELM appear
in the pedestal before the plasma crosses theasgpaDevelopment of flute-like ripples
in the pedestal (ii/n«l, where i and n are averdgeanodynamic values of these
perturbations and of ambient plasma respectivelgccompanied by the linear growth of
the small perturbations. This process is considaetHD activity (in case of Type |
ELMs with origin in the ideal MHD peeling-balloorgrmodes (see section 3.2.2.1).
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corresponding upstream outer midplane radial pressurofiles.

Phase ‘3’ is asaturation’ phase when the onset of the ELM occurs by the gjrow
of instability and ELM crosses the separatrix. Tistability increases in magnitude until
the linear growth saturates. Simultaneously, tlessure gradient builds up and when it
exceeds a critical value for stability, flute-likeerturbations change into non-linearly
evolving distinct plasma filaments (fi/n~1). Thegs@re itself does not necessarily cause
this instability, but it can be triggered by anattie current driven by the pressure
gradient, so-called bootstrap curregt(dee section 1.2.1). The filaments are accelgrate
outwards and they consequently intersect the sepaend enter into the SOL. The
pedestal pressure collapses and after very shod the @ signal starts to rise (see
Fig.3.4.lowel). The mechanism by which filaments cross the sgpar(which would
appear to require magnetic reconnection) is not fudy understood and will be
addressed later. Formation of the non-linear pladia@anents is most probably a
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consequence of transport (drift-ordered) effectei@n-linear MHD ordered effects (see
section 3.3.3).

Phase ‘4’ is theeéxhaust’ stage, during which the filaments, once in the S0
subject to strong parallel losses along the figldd to divertor targets. The evolution of
the ELM filament involves strongly non-linear petiations (fi/rl). The particle,
momentum and energy content of filaments, togeth#r the current density associated
initially with the pedestal plasma are conveyedpayallel (poloidal) convection and
conduction to the divertor targets. During this gghéhe plasma dynamics in the SOL are
the result of competition between radial propagaaodparallel losseswhich in turn
also determines the distribution of particles, entrand energy deposited on the PFCs. In
the Dy temporal signal this exhaust stage correspondgerms of plasma-wall
interactions to th&LM rise phase and when the expelled plasma ends up imadb
the intense heat loads at the divertor plates thndtive peak in the Dradiation is
produced.

The last phase ‘5’ is theécovery or post-ELM phase. In thisrélaxation’
phase, corresponding to the whole period afterBEbh& peak has been reached (in
Fig.3.4. lowerbetween points 4 and 5), the pressure gradiemedses until the plasma
becomes stable again and thus identical to pre-fphislse. The cycle is then repeated
until the pressure gradient once again reachestédity limit and another ELM occurs.

3.2.2. Observations and theories of the ELM formation

Since this thesis focuses only on the Type | angeTyl ELMs, the following
section aims to describe the main features aneérdifces between them, concentrating
especially on the phase of the ELM formation andframting the theories summarised
above with experimental observations.

The integrated model of the ELM contains phase$ wery different nature
evolving on different timescales and thus alsouheerlying physics for them is different
and they must be treated by different approachaes.iinportant to distinguish between
the ELM as a coherent MHD instability and indivil&.M filaments which are effects
of that phenomenon in SOL [67-68].

The theories of ELM formation are based on theeapmce of underlying
instability, usually within ideal or resistve MHDo describe the ELM cycle
(qualitatively in terms of periodic build-up of tlasma edge conditions to the point at
which they trigger the instability, the consequieass of the plasma and recovery phase
for the cycle to repeat). Although MHD instabilitheory is generally known to
successfully describe the linear stage of ELM etatu[73], the non-linear phase is
considerably more complex [74].

3.2.2.1. Ideal MHD instability model — Model of Type I ELM

The model for the origin of Type | ELMs based or #xperimental observation
suggests that they are triggered by a combinatidwo MHD instabilities, ballooning
modes with high toroidal mode number n and lowrt@rimediate-n peeling modes [75-
76] (driven by pressure gradiemtand current gradient respectively). This is conéd
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by several analyses of experimental data from mtiffetokamaks [58,77] at AUG, [78] in
DIID, [79] in JT60U, where general agreement witte predictions of the peeling-
ballooning (P-B) model is found. These two radiddlgalized instabilities are studied in
detail in [75] and are briefly described in thddaling text.

The ballooning mode is driven by pressure gradient

a = 2R’ (ilp B? (3.1.)
r

and appears at critical pressure gradieat All theories involving the ideal MHD
ballooning limit predict .y O P where P is sufficiently large to dominate trensport
losses, since the heating time to reach the drigiadient is inversely proportional to P.
They remove an amount of plasma energy givemAWem /Wpiasma O O, Which is
independent of P [75]. Moreover, the ELM transpsrobserved to have a ballooning
character and thus during the ELM, the particle$ emergy are expelled on the outboard
unfavourable curvature side of the torus (LFS) §30- However, while ideal ballooning
limits the critical pressure gradient at which TypELM occurs ¢ ~ a.) an additional
trigger is required for the ELM to appear. Thuiestphenomenon — peeling mode with
low toroidal mode number n — is responsible for B itself [62]. The peeling mode,
driven by edge current density and stabilized bgeegdressure gradient, has features
which are consistent with several properties ofatolk behavior in H-mode during
ELMs. The appearance of the peeling or “kink” madé¢he edge pedestal is supported
by the fact that there is always a finite curreenglty at the plasma edge, either due to a
finite edge temperature to ensure the flow of theio current, 4 or due to a finite edge
pressure gradient in which case the pressure gitadresen Pfirsch-Schliuter ) [16]
and k currents can contribute. The latter is parallethi® magnetic field and is clearly
destabilizing, while ds is parallel to the field on the outboard side loé torus and
antiparallel on the inboard side and as a resulstabilizing at the inboard and
destabilizing at the outboard side. The peeling enisdexpected to emerge at low edge
collisionality while for higher collisionality it @ be stabilized by sufficiently high
pressure gradient [75]. As the plasma is heatedtdality depends on the competition
between the destabilizing effects from increas&ofwhich increases the, land if the
collisionality is reduced, theg) and stabilizing effects of pressure gradient fréon
example ps

Fig 3.5 depicts schematically the ELM cycle evolution grmis of the edge
current density/edge pressure stability diagramcimupled peeling ballooning modes
proposed by [61,75]. With a steep enough presstadignta and high enough current
density J, the pedestal plasma reaches the lowttomediate-n stability limit and an
ELM is triggered. In the stability analysis [58het plasma was found to cross this
stability limit just before an ELM. The mode struiet of the ELM triggering instability
can extend radially across the entire pedestal.ebue stability varies during the ELM
cycle. Just before the ELM, the plasma is stalléh@ ‘low shear’ region). Following the
curve (1) onFig.3.5first, the peeling boundary is crossed, the pmesgtadient rises (as
the edge pedestal develops after previous ELM grasthe ballooning limitd=o.— in
Fig.3.5 denoted as *“ballooning boundary”), which restritkee further increase of
pressure gradient. Meanwhile, as seen in curvetl{@)edge current rises due to the rise
in Ig and L until it reaches the right top corner of the stalliangle’ (indicated as point
3 onFig.3.5. This rise occurs on slower, resistive time scdlds eventually leads to
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destabilizing effects and the low-to intermediatpaeling mode instability occurs and
triggers the ELM when the stability boundary isssed. This is depicted d¥ig.3.5as
curve (4), representing the ‘ELM crash’ with lossemlge confinement and pressure
gradient drop. During the ELM crash the edge pmesguadient flattens and the plasma
becomes stable again. Between the ELMs the pregsadent steepens; builds up, the
pedestal density and temperature increases anddiateg the ELM crash, they usually
both collapse (sometimes only one of them).
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Figure 3.5. Type | ELM model extracted from [75]

3.2.2.2. Resistive MHD instability model — Model of Type III ELM

Unlike in the case of Type | ELMs, under the coiodis in which the Type llI
ELMs exist, not enoughglis driven in the edge region. Consequently thesgune
gradient is significantly lower than in Type | ELMyasmas. Type Il ELMy plasmas are
far from the low-to intermediate-n peeling ballawgistability boundary and it is unlikely
that they are triggered by the same mechanismea$ytpe | ELMs. Compared to Type |
ELMy plasmas, the pedestal plasma of H-modes wyieTlll ELMs is characterized by
high collisionality. These instabilities are curredriven and appear when plasma
resistivity is rather high and thus the edge temfoee rather low, generally below a
critical temperature (e.g. 300 eV in ASDEX Upgrd8é]). This is consistent with the
reduction of their frequencyfy with P, particularly at higher density and suggestole
of resistivity. Thus, these ELMs require a resestfand not ideal) MHD model. The high
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resistivity implies that the behaviour of Type HELMs is more fluid-like (than that of
Type | ELMs). This means that the use of fluid-lshs®del (like the one in the SOLPS
code) could be appropriate as a treatment of thpe Ty ELMs (at least more appropriate
compared to kinetic Type | ELM).

Different resistive MHD instabilities based on ebstions from several
machines have been proposed as the origin of TydeLMs. A model based on data
from ASDEX Upgrade [85] predicts resistive peelmgdes with poloidal mode number
m=3 and toroidal mode number n=1 and resistiveobalhg modes with m=3-20 whilst
resistive ballooning modes with=10 have been invoked to explain Type Ill ELMs on
JET [86]. The resistive peeling m=3, n=1 modesdastabilized by an increase of edge
current gradient and resistive ballooning n>2 molesising pressure gradient. This
observation is consistent with the feature of TypheELMs, that they are known to
stabilize with increasing power singlasma temperature and hence conductivity rise and
thus £.v decreases because greater values of pressurergrach required to destabilize
the ELM at these higher.T

The other group of theories [81] is based on it@dlboning modes with validity
limited by P> P_.4. Another possible theory [87] involves stabilipatiof peeling modes
by increasing of the pressure far< a.. Based on resonant magnetic perturbations,
micro-tearing modes have also been proposed aggeitrfor Type 11l ELMs [88,89].
These modes, driven by the electron temperaturdiegra are unstable in the steep
density gradient region of the H-mode pedestal Theaye growth times in the range 80-
320 ps. Another possible candidate leading to Type ILMS are the interchange
instabilities driven by magnetic curvature and thedynamic gradients (with the growth
time ~ 0,5tp) [87].

3.2.2.3. Precursors of Type I and Type III ELMs

A variety of fluctuations are observed in conjuantiwith the ELM phenomenon. Of
particular interest argfecursors which may have a causal relationship to, or acha
trigger for, the ELM burst of magnetic fluctuatioméd transport. There is a clear
distinction between the ‘precursors’ for Type | afdgpe Il ELMs. The main
characteristics observed for the precursors otaidLMs at TCV and JET are listed in
the Table 3 and will be addressed in the followiagt for both Type Il and Type |
ELMs. This information helps to define what thedk&LM start time” is, which can be
used as an indication for the simulations (see@eét5.1).

AWELm Precursor Precursor Precursor toroidal
IWeLm frequency growth time * | number n

JET Type I 2-9% 15 kHz 10Qus 0-4

TCV TypeI |3-11% 50 kHz

TCV Type III | 2-6% 120 kHz 5Qs 5-8

Table 3.2. Typical ELM precursors observed at TCV and JET] [62
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The Type | ELM onset takes place on the Alfveimoet ~ta=L|/va, Where ¥ is
Alfven speed (speed of typical plasma oscillatidnoms and magnetic field, an MHD
wave), which is much shorter than resistive timalesc. Compared to the obvious Type
Il ELM precursors (see later), the precursorsTigpe | ELMs are less evident, slowly
rotating or not even detectable. Turbulence is ofesk to grow on ideal MHD
timescales, although toroidal asymmetries sug@pastsome other mode acts as a trigger.
Type Il ELMs have obvious magnetic precursors witigh n ~ 5-15, ballooning
structures, doy ~ 50-150 kHz and they are slowly growing on theisteve time scale
1,=Lo/Dy, with Ly being the transverse gradient scale length otlbetromagnetic field
in which lines diffuse across the width of the e structure of the developing ELM
[90-92].

3.3.3 Observations and theories of ELM filaments dynamics

The observation of filamentary structures assodiatgéth ELMs on several
tokamaks [93-99] is a relatively recent developméfany (~10-20 for Type | ELMSs)

plasma filaments appear during the exhaust stadelbf. These filaments ar@ -field
aligned (flute-like) perturbations (observed tddul the pre-ELM magnetic field lines)
with average thermodynamic quantities well in esce$ the ambient values, so that
fi/n>1. They are localized in the plane perpendiculathto magnetic field (drift plane)
and have characteristic length scales along thé fibich are much longer then those
across the field. The filaments can thus be pidtia isolated, field aligned plasmoids,
whose pressure greatly exceeds the ambient backdjrand are therefore driven mainly
by their own field and pressure gradients. ELMrfients are bursts of particles expelled
onto the open field lines moving collectively agdbke field to the main vessel wall and
traveling to the divertor targets by parallel matiorhey rotate toroidally and travel
radially deep into far SOL and are detected lonigrahe end of magnetic activity (for
instance at JETfiamen~2MSs >Xuup~20Qus). As the filaments move radially, they may
stretch and shear in the perpendicular plane on alisintegrate into ever smaller
filaments [100-102]. This filamentary break-up i®nsistent with the frequent
observation, notably using electric probes in thg $lasma, of a sharp “front” followed
a slower “trailing wake” of smaller events [103Fig.3.2 right and Fig.3.6). The
filaments are usually observed to rotate toroidatysome fraction of the pedestal
toroidal velocity and the combination of this tatai rotation with radial movement
appears, in experimental measurements at fixeddadltmroidal location in the SOL as a
succession of arriving filaments, with intensitycoeasing with the time. Analysis of the
‘exhaust’ stage in terms of the filaments and theddrELM filament dynamics in terms
of pedestal heat loss from filamentary object isfqgrened in [103].Fig.3.6 shows an
example from ASDEX Upgrade demonstrating how déferfilaments become visible at
different times in the ELM evolution.
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yellow region defines the ‘remote tiles’ area witicreased sensitivity. Extracted from
[98]

The succession of filaments is observed not onl§inme, but also spatially, for
example as discrete field aligned bands on diveeigets [105]. The filaments rotating
with different fractions of radial velocity and bgi moved radially outwards differently
and thus hit the target in the different distanfresn the strike point. The pattern of
power deposition at the target plates invariablyststs of an intense footprint at or near
the separatrix, with individual filamentary bandscdted usually further out in the
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divertor SOL. In cases where filaments are cleddyected far from the strike zones,
they usually carry only a small fraction of thealoELM power [98]. If the filamentary
picture of the ELM formation is correct (sEg. 3.4, then the intense power deposition
profile at the strike point is in fact itself congsml probably of many filaments with the
difference being that the geometry of the magnigid (proximity to the X-point null)
pushes the filaments extremely close together sighin the absence of a diagnostic
capable of extremely high spatial resolution, tmelividual filaments cannot be
distinguished. Only those filaments which propagée into the main SOL are
sufficiently separated to be clearly visible asdsat the target, by which time parallel
transport has exhausted much of the filament enekig. 3.7 shows a recent example
from ASDEX Upgrade, demonstrating the presenceilaménts in the target power
deposition profile.

The key feature of this picture as far as the nlodgpko be presented later is
concerned is that, although the ELM appears, ilitye#o be a composite event made up
of many individual filaments, it can reasonablytleated from the point of the SOLPS
simulations (which cannot account for the filameypteharacter) as a prompt increase in
radial transport in the SOL.

The key observables pertaining to the evolutiothefELM filaments, which are
based on the available experimental data fromaalid tokamaks are summarized in
[106-107]. The radial velocity?¥-™ of the filaments in SOL is strongly subsonic (much
smaller than the pedestal sound speee):"/c*® ~ 0.01-0.1 <<1. The measured time-
of-flight values of vF across many machines are ~ 1km/s with both act#igr[54]
and decelerating [55,108] filaments reported. Expentally, vi"="" is in good agreement
with radial velocity calculated from local gradismf electric potential obtained from
reciprocating Langmuir probes (LP). Moreover thepamgation velocity of turbulent
filaments (blobs) in the SOL of L-mode dischargesiresponds well to the values of
vo=™M. Even though initially the Type | ELM filamentstate at the pedestal velocity, this
rotational velocity decreases by factor of 10 asrtbee SOL. This dissipation like the
toroidal momentum is most likely due to the codisal dissipation of viscous friction
with the background SOL plasma or due to sheatkipdion or resistivity caused by
contact of filament with divertor targets [103]. & hveraged 37-" has been observed to
scale with ELM size such that small Type Ill ELMsopagate more slowly than large
Type | ELMs and consequently deposit a smallertivacof their initial energy on the
walls [55]. In the only existing analysis of Typé ELMs at TCV, rather high values of
voE™ ~ 1km.$' have been found [109].

The delay between the onset of magnetic activitg arrival of hot electrons to the
divertor targets
Te - Lcon/Vth,e (32)

correspond to the prompt electron losses at thetrelethermal speedp¢ and the values
for JET ELMs are ~ 1Qus observed in [110] by divertor target soft X-rayigsion
inferring the presence of hot electrons. Neveeethe bulk energy pulse arrives at the
targets with delay which corresponds approximatelyion pulse propagation at the
pedestal sound speefl®@

T, ~ L /e’ (~100-30@s at JET) (3.3)

con” Ts
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Depending on the symmetry /asymmetry of the pdraédmnection length from the
outboard midplane (~ ballooning point) to the esmiget, there can be a delay in the

arrival of pulses at the different targetd ~L -L /cP*. For example, at

conjn con,out S

JET with LeonifLconou=2, the pulse arrives earlier on outer targfn6u,~50-300us).
However for typical TCV magnetic equilibriacdsin = Lconout @and thus no delay is
expected.

After the loss of the TB (~ pedestal collapse)imyithe ELM, the radial SOL
profiles of ELM filaments density and/or temperatuwtosely resemble L-mode profiles
and are about two times less steep compared totdreELM H-mode phase. Note, that
this observation suggests that radial ELM filamenbpagation is driven by similar
mechanism as ohmic, L-mode and inter-ELM H-modbulence in the SOL [39].

The ELM filament ion temperature in the far SOlvédeen found to be much
higher than the electron temperatur¢g {d= 3 at JET), indicating that electrons in the
filament have cooled substantially compared with itms (for instance at JET.SF" ~
25 eV << T 1keV) [72].

Most (60-90%) of the total energy expelled durthg ELM is deposited on the
divertor targets [66-67,110]. The rest is deposivedthe main chamber walls (up to
~25% in JET [108]) or can be radiated. The energpodited on walls increases with
ELM size and decreases as the separatrix-wall geqeases. The radial profiles of the
power deposited on the divertor targets are conppata the pre-ELM profiles in terms
of the strike point location and profile width, whibroadens typically by less then factor
of 2 during the ELM compared with the inter-ELMusition.

in—out

3.3.3.1. ELM filaments dynamics from closed to opened field lines

From the previous section it is clear that thegiariand formation phase of the
Type | and Type Il differ, however the exhaustgstas believed to be very similar. It
should be noted that since the phase of ELM fownaiti terms of its precursors (origin)
and also the exhaust phase in terms of radial spelcally parallel motion of the plasma
filaments are quite well understood, this is by riat the case of the process by which
plasma moves out from closed to opened field lares crosses the separatrix. There are
number of ideas but no specific picture of thisisiion to the SOL exists.

Various models of ELM filament dynamics are anelyzan [77], where the
important criterion to distinguish between two grewf theories is whether the observed
filaments are carried along within magnetic flwbes (MHD) or whether they drift
across magnetic field lines (drift-ordered schenescdbed by drifthydrodynamics
(DHD)). The ideal MHD filament theory is based om extension of the linear MHD
model developed for ELM stability (as describedsection 3.2.2) into the non-linear
MHD model of ELM dynamical evolution (transformirige linear ballooning theory into
a non-linear dynamical ballooning theory) [74,111]Jcan be imagined as an explosive
growth of local fluid quantities appearing as aplegling flux tube radially protruding on
the LFS, which remains connected to pedestal. dpmpoach is valid only for the ELM
filament explosion and not in the far SOL. It istrected to the early non-linear phase
without any drift-ordered effects until the sepdxrais crossed. Once, the flux tube
crosses the pre-ELM separatrix it accelerates dd"cP®® and has drift-ordered
dynamics. According to [77] the plasma which iseally in the SOL would diffuse
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across the boundaries of the flux tube with patehd heat diffusivitie®, Xo, due to
some unspecified transport mechanism (for instanmzo-turbulence driven by steep
pressure gradient at the filament front or compoassf magnetic flux surfaces due to
flux tube propagation [103]). After the plasma défused, onto the open field lines, it is
transported by convection and conduction with pelrakelocity v and heat flux density
gy along the unperturbed magnetic field lines todhertor plates. On the basis of the
analysis performed in [77] it can be concluded tih&t integrated ELM model is best
described by ideal DHD which is capable of desnghihe evolution of the edge-SOL
turbulence and its suppression during the L-H iteoms the evolution of the edge plasma
pedestal profiles during the inter-ELM phase arst #he MHD instability most probably
responsible for the onset of the ELM.

The information above reinforce the justificatioh the assumption that the
filaments near the separatrix all merge togethdrteansport their energy to the targets as
one.

3.3.3.2. ELM filament transport model

In general both fluid and kinetic approaches aeduor the treatment of parallel
transport of plasma during the ELM. A kinetic désiion solving the full Fokker-Planck
Poisson system is included in 1-D patrticle in ¢RIC) simulations, such as in [112-113].
Kinetic simulations of the ELM transient with thdTB PiC code performed for JET
relevant conditions including binary treatment adudmb collisions are described in
[32]. The electron and ion heat fluxes are repottedse on the electron (Eg.3.3) and ion
(Eq.3.3) timescales, in accordance with the obsi®nva mentioned in the first part of the
section 3.3.3. More details are given also in oeapt where a comparison of kinetic
simulations with those of fluid SOLPS code of ELMSTCV and JET is presented.

Simple models of parallel energy loss driving ttasients have been developed
in [103], where both fluid and kinetic approaches ased. An analytic approximation of
kinetic parallel losses from ELM filaments has béenved using a 1D model of parallel
transport along open field lines where the traositf the filament from the closed to
open field lines (from pedestal to SOL where itc@nnected to divertor targets) is
imposed as a free parameter — radial pedestalitelpcP? =vy), estimated from the
radial ELM propagation in terms of average velogfyELM filament front (v=-"'~500-
1000 m.8 at JET) [102,115-119]. In this time-dependent st model, time is
converted into distance through velocity; s fixed and model is used to see if
experimental measurements are reproduced. Theclpartdiffusivity radial transport
coefficient D, is also assumed to be known. This kinetic modstudees the collisionless
transport of transient particles and energy fluxoothe surface (e.g. free streaming
particles). It is derived from the simplest possilbbrm of the Boltzmann equation
neglecting both forces and collisions. The tempenadlution of the ELM filament is
approximated through the Green’s function approatdscribing the response of the
dynamic equations to an impulse source given byDingc delta function. The violation
of quasi-neutrality as a direct consequence ofeuigig the Coulomb force in Vlasov-
force free equation is eliminated by gradually isipg weak quasi-neutrality jfm)
within the Maxwellian model (using the delay on tioe thermal transit timescale),
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which allows the electron and ion densities to e¥ahdependently in the initial phase of
the ELM (t<<;), but requires the re-establishment of quasi-@aditytron the timescale of
ion thermal time ftr);). This model successfully reproduces the delayetesl in
experiment [94,120] and in 1D kinetic simulatiorfsE.M pulse propagation [26,32].
Despite the simplifications the simple kinetic mbdaptures the relevant ELM features
produced by numerical solution of the Fokker-Paissgstem used in PiC code BIT1.

In the fluid parallel transport model, which sholdd valid normally only in a
collisional system, the even velocity-moment codptiensity and energy equations
including ion-electron collisional energy excharfgee chapter 2) are numerically solved
[103]. Unlike the collisionless kinetic approacheteffects of the collisions important
especially as filament evolves (in presence offsernbal particles), are easily included in
the fluid model by appropriate relaxation timeseH®neath limited regime characterized
by M;=1 and constank,y: is valid only for low collisionality and is notgood candidate
to model ELM transient with fluid approach. Howevthe fluid description with some
kinetic corrections does capture the parallel tdgzarticles down a flux tube.

The 2D multi-fluid, 3D neutral Monte-Carlo suite @des, SOLPS, used
throughout this thesis, solves the fluid equationsoth parallel and radial directions and
includes the neutral particles in 3 dimensions. ddetails are found in the next chapter.
The capability of this fluid code to satisfactoriiescribe the inherently kinetic ELM
events, is questioned in this thesis by compariaah kinetic 1D PiC model and
experimental data (see chapters 6,7).
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4. Modelling tool — SOLPS

Simulating experiment according to the rigorousi@ples of mathematics and
physics is an important part of research, fusiomndeno exception. ‘Computer
modelling’ has a very distinguished role of mediab@tween experimental data and
physics theories. Computer codes represent powaiddelling tools.

Plasma is modelled as a large set of free chargattles that move chaotically at
very high velocities and are subject to electronetigninteractions. Even though the
fundamental plasma physics theory used in the rsddekell understood and validated,
the real plasma in tokamaks is an extremely comgyestem and it is beyond the means
of any model to follow the positions of vast numbdr particles moving rapidly in
electromagnetic fields that are self-generatechege particles. Moreover with respect to
high velocities of plasma particles, the volumeplatsma to which the simple model of
infinite homogeneous plasma could be applied, woelthardly realistic.

The major challenge when modelling high temperaplasma behaviour is the
particle and energy transport, which are by naturbulent and thus non-linear. While
the rate of change of the parameters in the lisgatem is proportional to the current
state of the system, a slight change of input patara in a non-linear system can lead to
substantial modification of the solutions. Edgespta modelling must account for a
further significant complication — the continuouxleange with the external environment
(PFCs) together with the presence of large quantitif neutral atoms and molecules
associated with processes occurring at the sofidaph interface. In addition, steep
gradients of the basic parameters (like temperatdemsity, electric and magnetic
fields...) play an important role and thus must beocaated for. Moreover, the spatial
scales are very wide ( ~ 10 m for the SOL lengths~ 1um for the sheath width).

The performance of future facilities like ITER isually based on the scaling-laws
— the measured dependencies of plasma parametiesta on existing tokamaks. Even
though these are purely empirical they have beeweprto be quite robust and thus it can
be assumed that they are based on the dominanicahysechanism which can be
modelled despite of turbulent nature of plasmascc&ssful models validated by
experimental data contribute not only to the insieg confidence of the performance of
the future machines but in addition improve thearsthnding in the plasma physics. The
efforts of the fusion modelling community are incsengly directed towards “integrated
tokamak modelling”, in which a package of modelasisting of many interlinked tools
modelling the different regions of plasma is bedwyeloped. The biggest challenge in
this respect is modelling of the plasma edge.

If the plasma is simulated at the individual pagtitevel, the transport of the
particles and energy is due to particle collisiams! particle drifts due to gradients in
plasma (potential gradients producing electric del pressure gradients producing
diamagnetic drifts, B-field gradients causing gmddrifts) and is treated by kinetic
codes. These are tremendously CPU intensive alreddthe level of 1D. Two-
dimensional kinetic treatments for charged pamickee only feasible on small spatial
scales and usually restricted to a rather simplemgéry and developed for specific
problems such as the electrostatic sheath. Onleeombst advanced 1D kinetic codes is
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the particle-in-cell (PiC) code BIT1, the resulfswdhich will be compared with the 2D
fluid simulations that form the core of this the@isore details see in section 6.1.5.6).

A less CPU intensive approach is to study the pdaama fluid and model it as a
continuum consisting of an effectively infinite nbar of particles whose transport can be
described by diffusion and convection. The transgdescribed by turbulence is captured
in fluid turbulence codes such as 2D ESEL [42] brtGrbulent code TOKAM-3D code
developed recently [121]. Since the SOL is charatd by the competition of transport
perpendicular to the magnetic surfaces and partaflasport to the material boundaries
intercepting open field lines, a two-dimensionadatgtion of the edge plasma, assuming
toroidal symmetry, is the minimum requirement ifluwaetric processes (which are so
important in capturing much of divertor plasma hebar) are to be captured.

Three 2D fluid code packages, UEDGE [122], EDGE2P3] and B2 [124] have
seen the most widespread use in tokamak edge nmgdeler the past 15 years or so.
More recently, the japanese code SOLDOR [12&] been developed. These codes solve
different multi-fluid versions of the 2D Braginskaéiquations [29], which in principle
contain all information necessary to describe swhally dominated magnetically
confined toroidal plasmas. Only the newer versiohghe code packages, like B2.5
include the typical neoclassical effects and alliwe activation of current and drift
related terms.

To include the neutral species and model the nepiama interactions, the fluid
codes usually contain a simplified fluid approximatof the neutral model where no
molecular and other effects are considered [12@redMtealistic simulations are possible
when the plasma codes are coupled to dedicated eMoatio neutral transport codes
such as DEGAS2 [127], NIMBUS [128-129], EIRENE [#30] and NEUT2D [131].
The coupled packages are EDGE2D-NIMBUS [13], B2d(d8R.5)-EIRENE [133-
134],UEDGE-DEGAS?2 [135], UEDGE-EIRENE [136] and SOQOR-NEUT2D [131],
where the first two represent the biggest and tbetraomprehensive edge plasma code
packages and are benchmarked in this work. In thede packages, the set of neutral
particle histories is simulated on a plasma baadkguoprovided by the fluid code or
specified by the user. The use of Monte-Carlo cadessiderably increases the CPU
consumption of the simulations. In fact for exampleer the past 15 years, although
computing power has doubled around 7 times, a cete@OLPS simulation of an ITER
edge plasma still requires the same CPU time (~2tinsy today as it did in the early ‘90s
[137]. This is because with each increase in comgutower, there is a compensating
increase in the sophistication of the code package.

4.1. SOLPS5.0

The code package SOLPS5.0, including the couple& Basma and EIRENE
Monte-Carlo neutral codes, is the principal tookdisn this thesis to simulate the
ELMing H-mode SOL of JET and TCV. ThscrapeOff Layer Plasma Simulator
(SOLPS) code suite can be used for a variety gigees, such as understanding the basic
physics concepts, deriving scalings for various ngtias, integrating all available
experimental measurements and making predictiongifore devices [17]. It comprises
a number of separate components [138] — a maandbe found online [139]:
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1.) DG - graphical interface for the establishmehtthe configuration of simulated
discharge used as input for the code [139].
2.) CARRE - grid generating code [140]
3.) B2.5 — two-dimensional fluid code for SOL arttfje plasma [141-143]
including fluid treatment for the neutrals §}2

4.) EIRENE - three-dimensional Monte-Carlo coderfeutrals [49]
5.) b2plot — tool for visualizing the code outpliB9]

A comprehensive description of the B2 code cairfiobed in the PhD thesis of
M. Baelmans [133] and the edge plasma physics & BR-EIRENE package is
extensively described in [17]. Additional usefulcdmentation of the SOLPS code suite,
including the two above mentioned reports, andrstBach as manuals of DG, CARRE,
SOLPS introductory course slides, etc can be foomceach server where SOLPS is
installed in the user’s personal code directorg/do

As shown inFig.4.1, elements from quite different fields of physicsighbe
combined in a model able to properly describe tld.SSeveral of these issues have
already been addressed in the previous chapterhapavill be revisited below.

plasma fluid theory
MHD-equilibrium,
transport equations

atomic and molecular physics

ionisation, CX, recombination, turbulence
molecular vibration, anomalous radial
collisional radiative models transport

= [edge physics ] /

of fusion plasmas \

materials science ( numerics
sputtering, reflection, finite volume method
recombination for heat conduction/
convection problems
kinetic theory (With extreme anisotropy

Debye-sheath,
neutral gas transport

Figure4.1. Ingredients for model to describe SOL; extractedf[17]
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4.1.1. Geometry

Two-dimensional fluid models make use of the tolikrtoroidal axisymmetry to
describe the plasma parameters in the poloidakesestion. In principle, there are two
basic coordinate systems, illustrated schematidaliig. 4.2 toroidal-poloidal-radial ¢
0-r, referred to as ‘poloidal’) and parallel-diamago-radial (||}r, referred to as
‘parallel’). The Braginskii transport equations a&tesed in the parallel direction aligned
with the magnetic field B and anisotropic fluid aisity and thermal conductivity are
easier specified in a parallel coordinate systanteSthe three characteristic directions of
the plasma motion are parallel to magnetic fieldngnetic (perpendicular to magnetic
field) and radial (normal to flux surfaces), theargllel’ coordinate system is also
historically predominant. However, the toroidal sweiry is easier imposed in the
‘poloidal’ coordinate system, where it is more catgtionally convenient. The
transformation of the Braginskii equations from tparallel to poloidal coordinate
systems is derived in [133], where all relevanidflequations, expressed in poloidal
coordinates assuming toroidal symmetry are defileduch a two-dimensional model
the plasma is described using an orthogonal pdioathal coordinate systen®,(r) with
ignorable toroidal coordinate

Figure 4.2. Two basic coordinate systems for tokamak appbeoatinote that /7
corresponds talin this drawing. Extracted from [133]

In order to generate the simulation grid, the mdbicross-section of the plasma
configuration to be modelled is required. The SOIcB8e includes a database of the 2-D
poloidal cross-sections of the most commonly usegeemental geometries from a
variety of tokamaks to which SOLPS has been applfeal new configuration is needed,
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it is generated using DG from the technical drawifegin HPLG format. Poloidal flux
surfaces are provided by magnetic equilibrium retmction codes solving the Grad-
Shafranov equation (the EFIT [144] and LIUQE [14%jdes are used to generate the
poloidal magnetic flux for JET and TCV respectiyelWhen these are uploaded to DG,
the type of divertor (for example SNL - see latechapter 5) and grid spatial resolution
is defined by the user. The latter is performedugh the choice of the number of
poloidal surfaces and radial cells in the core, SBPER and divertor leg regions of the
grid. Higher resolution is used where strong gnaidién the plasma are expected, such as
radially in the separatrix vicinity and poloidaltjose to the targets and X-point. From a
practical point of view, the magnetic surfaceslaralefault allowed to intersect the wall
surfaces only at the targets and thus intersectiotis the main chamber walls are not
included.

The output file created by DG is then used by tregam CARRE to generate
the curvilinear, quasi-orthogonal grid, strictlygaled with the magnetic field lines, which
represent the so-called ‘physical domain’ used y5Band EIRENE. The output of
CARRE includes the metric coefficients requiredramsform this physical geometry to
the topologically rectangular mesh, referred tdcasnputational domain’ on which the
numerical calculations are performédg.4.3.illustrates the computational and physical
domains, where the different regions are colouedod
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Figure 4.3. Computational (left) and physical (right) domaingh boundaries

There are four main boundaries, denoted east ‘E§tWA/, north ‘N’ and south
‘S’. By default the positive direction of flow inZB5 is from inner to outer target ("W’ to
‘E’) and from core plasma radially outwards pergeualhrly to the magnetic flux
surfaces (‘S’ to ‘N’). The ‘south’ boundary reprase the innermost boundary which is
often referred to as ‘core’ boundary. The ‘nortldubndary represents the furthermost
extension of the grid towards the main chamber itugl called also ‘outer’ boundary.
The SOLPS grid uses an (X,y,z) coordinate systdimxieing the poloidal coordinate, y
the radial coordinate orthogonal to the flux suela@nd z is the (ignored) toroidal
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coordinate. The coordinaté corresponds to the direction perpendicular tontlagnetic
field and the y-axis. The directions of magneteldiand plasma current correspond to
the normal operation conditions of ASDEX-Upgradkatmak (FWD B = ion OB drift
directed towards the X-point of an SNL equilibrimdownwards). However, this
becomes important only if SOL flows are activatedtihe simulations (to study the
influence of drifts), which is not the case in tinsrk, or in the case of inclusion of a
parallel velocity at the inner core boundary. Téigelr has been attempted in this thesis to
study such a component as a mechanism for drivitdg E-out asymmetries in target
power loads (see section 6.3).

4.1.2. B2.5

The B2.5 code is the latest version of the B2 ocomdginally written by Braams
[124]. It is written in FORTRAN 90 using dynamic mery allocation. B2 is the plasma
code in the SOLPS4 package which has been usedsesally to date by the ITER team
to simulate the ITER divertor [18]. It solves thalltirspecies fluid equations including
the continuity equation, momentum and energy cmasien equations.

For the purposes of edge plasma modelling, modidina to the neoclassical fluid
equations are made. Certain simplifications arel uséhe fluid model (B2.5) in order to
render the model computationally easier to solvédsivhetaining a sufficiently accurate
description of edge physics phenomena. For exampblny mixed derivatives and
velocity gradients in the viscous stress term wpecally neglected in order to reduce its
contribution to conductive type. Magnetic field dients and metric coefficients are
usually neglected.

In the old B2 version of the fluid code, transgara given flux tube is assumed to
be dominated by parallel flow and drifts are netldc Moreover the approximation of
ambipolar flow is used to eliminate the electricrents which removes many terms from
expressions for the tensor fluxes and it is notessary to solve Ohm’s law in
conjunction with the set of transport equations3]13 B2.5, both electric currents and
perpendicular flows are introduced, the latter Itesy in mixed derivatives in the
continuity and energy equations. The set of eqoatin B2.5 is thus extended by current
continuity and charge conservation equations in gamon with B2. For a detailed
description of the equations in B2.5 see [141-18Rjft terms are also included in B2.5
where they can be switched on by the user. Thevaditn of such terms, however,
requires significant efforts and is typically usedy by experts.

4.1.2.1. Justification and limitations of the fluid description

The validity of the fluid approach in the bounddayer of the tokamak plasma
may be questionable. In general, however, the flledcription can be successfully
applied to edge plasma modelling. As describecatien 2.1.2, the condition of validity
of the fluid approach is met when inequality EqLQRis satisfied. When examining the
validity of Eq.2.10 for the characteristic scaledeh for magnetic field B, | s which
approximately equals the connection length in SQl,
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an examination of this criterion concludes that pleesmas in the boundary layer of all
TCV and JET discharges analyzed in this thesisilely to be sufficiently collisional for
the fluid equations to be valid. This is not trhewever, in the collisionless sheath region
with steep gradient of n. Even if fluid treatmeptto the sheath edge gives the results of
plasma parameters of proper order of magnitude][it4fes not describe properly the
physics in this region. This issue is treated i flbid codes, including B2 and B2.5, by
taking the sheath entrance as a boundary to theuweational domain and imposing
appropriate boundary conditions, such as sonic f{My = 1) and prescribing energy
transfer coefficients. Since the full fluid treatmen the edge gives better results than
expected from the purely theoretical consideratifi®/], the pragmatic approach of
imposing boundary condition at the sheath entraeckiced from kinetic models appears
to be justified.

A; (where in orders of magnitude jd~ 10m and\eei~ 0.1-1m),

4.1.2.2. Flux-limiters

In order to account for the kinetic effects at sheath where steep gradients exist,
the parallel electron (and possibly ion) thermahdactivity is flux-limited in the fluid
codes [148]. This ensures that the heat condua®rcalculated from the classical
formulation is maintained below the maximum phykycpossible value. This upper
limit for the parallel electron heat conductivity given by the corresponding maximum
convection provided by electrons, correspondingatdirected velocity equal to their
thermal speed [133]. The heat flux limit of electrparallel heat conductivity is
formulated as

K
Ky = —0 (4.1)
1+ qﬂ
Uiim
wheregg, is the classical Spitzer-Harm heat flux (Eq.2.9i)h K g, the classical

Spitzer- Harm heat conduction coefficient aqgg, the heat flux limit (Eq.2.58), the
electron flux limiting factor insidey,, is usually set tax, = 0.2based on the results of

kinetic calculations. The situation for ions isdetear [17], but usually high flux limiters,
such asa; =10 are chosen, corresponding effectively to no liatitall. The corrected
parallel electron heat flux is given by

0T 1

0= — (4.2)
‘DTE K||$HDTe *+ jim
A similar procedure applies to the derivation giaaallel momentum flux limit
ﬂ” = r]r:lass — (43)
1+ qclaquIim‘

where the classical momentum flux is
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with u, the velocity of the species a (ions and electrofisg flux limit is

Qjim = 0P (4.5)
with the pressure p and parallel momentum fluxviecosity) limiting factor usually set
ata =0.5.

In general, if these kinetic corrections becomedrtgnt, quantitative conclusions
are questionable, because the fluid model is nadonstrictly valid. However,
prescriptions of particle, energy and momentum eoraion still guarantee a
qualitatively correct description. The flux limiteare designed to give the correct answer
in the collisional regime. More details on this jgaib can be found in section 6.1.5.6.2.

4.1.2.3. Anomalous cross—field transport description

Although parallel transport is relatively well umdiood, radial transport is in
general determined by turbulence and is thereforepéex and anomalous. Models of
edge turbulence are discussed for example in [38] aubstantial progress in
understanding of the radial particle turbulenceetritransport in SOL has been made of
late. Turbulence in tokamaks is determined by small scale, low desgy drift wave

turbulence involving eddies, waves and vorticesheE x Bvelocity [16]. These eddies
advect (transport) the background thermal gradienproduce disturbances in all the
thermodynamic state variables. These are thenedawith the flow while the eddies
persist and then are picked up and carried fultiganew eddies. If the size and lifetime
of eddies are small and short compared to the scélthe background plasma, the above
described mechanism has the character of a di#fysigcess. If the turbulence is local,
the net time-averaged transport does indeed satiddtve background gradients.

In a code (like e.g. B2.5) the turbulent natureashal transport is captured by the

calculation of the radial fluxes['s represented by a combination of diffusive and
convective terms as expressed by Eqg.2.70. Suchdelnman adequately describe the
time-averaged turbulent flux even if the underlyprgcess is not necessarily diffusive. If
the convective radial velocity-vand diffusion coefficient Dare related in a simple way

as vy =,/Dyft, (4.6.)

the assumption of pure convective or pure diffusiness-field transport in Eg. 2.76 is in
principle, equivalent. Unfortunately, as a restithe turbulent nature of radial transport,
neither Dy nor \y can be simply parameterized with the macroscogasurables such as
distance from the separatrix or LCFS, collisioyaldr line-averaged density. Within
typical tokamak operational windows (for exampleiaton in density) the measured,D
and \y can vary by orders of magnitude. When modellirg 3©OL with fluid codes like
B2.5, the diffusive and convective terms in thex$f@ort ansatz defined by Eqg.2.70 serve
only to prescribe the radial transport in terms dux, and do not address the underlying
origin of the turbulence [149].

In principle, the ion momentum equation in thentbgnetic direction employed
in B2.5 could be used to obtain the neoclassiaihraon velocity v"*°. However, since
in the SOL relative fluctuation levels are gengralliders of magnitude higher than in the
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core, neoclassical transport theory [28], whichsdoet take into account turbulence, can
be applied only inside LCFS. As a consequence, whiscity, \v"*° deviates from the
observed ‘anomalous’ experimental values, and fbereéhe neoclassical radial velocity
is in B2.5 replaced by an anomalous valueagcording to an expression consistent with
experimental data as a diffusive Fick’s law,
Vg = —D%In(n), 4.7)

and the anomalous transport is introduced in tlge edodelling as a phenomenological
description [133].

When prescribing radial particle transport in SSlL.Rsually only the diffusive
term is considered, assuming the flux to be propoat to the density gradient as

expressed by Eq.2.76 and even often takingD®"to be constant both radially and

poloidally. However, extensive measurements in GiNakamak [150] have shown that
SOL density profiles can only be explained in terafsa radially strongly varying
effective diffusivity if a purely diffusive ansasuch as Eq.2.76 is assumed. In the case of
a purely convective ansatz (see Eq. 2.77) a rgdiwatying v is observed [151] (see
Fig.6.8. On the other hand, the principal conclusion 89][is, that the diffusive
description of radial particle flux in the tokam8KL should be abandoned in favour of a
convective ansatz, the absolute magnitude andlreali@tion of which is determined by
large scale fluid interchange cross-field motiorisptasma blobs. Even though the
convective approach appears to be better thansdiffuin the sense of being a more
realistic description of the true transport pro¢esss still an incomplete description:
parametrization of the effective radial velocity very difficult. Although convection
seems to be a more appropriate description of idetarfar SOL transport, the situation
closer to the separatrix is likely closer to a ubffze process, particularly in H-mode
situations. At some point in the SOL, a transitegppears to occur between different
transport processes. Especially closer to the paldén® transport is not described by a
single mechanism. This thesis contains an extersgvies of attempts to simulate both
the stationary and time-dependent SOL by usingtim¥ective transport ansatz either as
pure convective velocity or as a combination ofnbobnvective and diffusive terms in
Eq. 2.70 (see chapter 6).

4.1.2.4. Running B2.5

Two of the primary inputs required by SOLPS are shmulation grid, derived
from magnetic equilibrium of the particular expeeint to be simulated — see thig.4.1
for the grids used in this thesis and a set of Hannconditions. The latter are specified
for energy, continuity, potential and momentum éques in terms of the fluxes or
derivatives of the fluxes. These imposed boundanditions are translated by the code
as sources and sinks of particles, momentum andgjeng&mong the standard boundary
conditions, described in more detail below, are khreetic boundary condition for the
sheath at the target plates and density or heetdlat the core boundary. The boundary
conditions are discussed in the following sepaydtali each boundary.
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[) At the targets (‘E’ and ‘W’ boundarieshe standard boundary condition is the Bohm
criterion for the formation of a stable sheathe(&g].2.42) requiring that the flow be at
least sonic at the sheath entrance [152]. In tke ¢is is translated as:

Vv, 2C —%VD (4.8)
X

where ¢ is local sound speed and/lig the inverse field line pitch with band k
respectively the toroidal and poloidal componeritthe magnetic field. The pitch angle
at the plates is limited from below to be no Idsantone degree. In order to ensure that
no unphysical flows are generated, the code stheeparallel momentum equation using
the electric potential. The boundary condition flee current continuity equation at the
plates corresponds to the sheath voltage charstateri

j, =en(be, b, %JIT exr{—}ﬂ]a—ve» (4.9

where § is the poloidal current densit¥® the potential andy the secondary electron
emission coefficient. The electron and ion heatdtfrom the grid are [17]:

)(1 ye( 1+ Ve+eq>] (4.10)

—EnTc b, (4.11)

_b_
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The acceleration of ions in the sheath beforengtthe wall by the potential drop must be
accounted for in the creation of the neutrals. ibBmeenergy may also be partly reflected
as energy of the recycled neutral atoms, whiletedas in general deposit all their energy
at the wall. This will be discussed also later éctgon 6.1.5.6. Impurity production (see
section 4.1.2.5) is determined by applying the llspaitter models.

II) At the inner (core) flux surfaceurrents are set either to the divergent parthef t
diamagnetic current or to zero, both guaranteeiag) the net current integrated over the
inner flux surface is zero. It is standard in SOLB%x the main plasma ion density and
power fluxes. Impurity and neutral fluxes are gerzéro or are forced to ionize into the
higher ionization stages. The parallel momentumitiser fixed (to zero or to the value of
the measured experimental rotation) or a momentuxnig set.

[lI) At the outer boundaries of the computationanwin representing the walls or
plasma close to walls, the boundary conditionsimposed usually in the form of decay
lengths or outflows representing the main chambat pumping or effective boundary
conditions replacing the outer SOL (since the curreersion of B2.5 does not support
gridding to the walls)

Apart from magnetic equilibrium for the simulatigrid and boundary conditions,
other inputs required by the code include the ahoicanomalous transport coefficients
(see section 6.3.1), a set of volume sources (eftbating or gas puffs) and feedback
schemes, allowing the strength of the gas puff éoatdapted such that the midplane
separatrix density or core density are controliedl maintained at the requested values.

In addition to setting the boundary conditionsg tliser must also specify the
numerical time step,At and number of internal and external iterations éarch
simulation. At each external iteration, correspogdio single time step, the volumetric
and surface sources are computed by solving the emtum, particle and energy
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conservation and finally again the continuity egquatBefore the next time step (external
iteration), this procedure is repeated for a nunabemternal iterations (usually fixed as ~
10) in order to relax the solutions of the equatiofhis process is repeated until the
convergence is reached (~ achieving the steadg)stathich means that no major
variation of plasma parameters (including densittesnperatures, energy and particle
fluxes at various locations and total particle atergy content of the plasma) is
observed. The level of convergence can be estinfabed analysis of the residuals of
each equation in B2.5. Provided that the intert@mations are well converged, each time
step corresponding to the chosan provides a solution in real time. The use of time-
dependent SOLPS simulations is a particular feadfirtnis thesis work which will be
discussed in the result chapters 6,7.

4.1.2.5. Impurities, Radiation

For quantitative comparison with the experimerite impurities (which are
always present in the plasma) can be included enntodel. These can be the wall
material released by plasma-surface interactiontrinsic impurities (C, W, Be...) or
extrinsic “seeded” impurities (Ne, Ar, Kr,,N.) used in experiment to increase radiation
losses and hence reduce plasma power fluxes onteriadasurfaces. In this thesis only
carbon has been included as an additional spetiasgldition to the electrons and fuel
ions.

The biggest problem to overcome with carbon imgepof the simulations is that
even at low plasma temperatures, where the physjmattering switches off, carbon
chemical sputtering continues [153], producing raathand other hydrocarbons, which
finally break up into carbon atoms and ions [15d]is sputtering process is a surface
effect and has a reasonably strong surface temyerdependence, with a maximum
yield at about 600 K (~ 0.05 eV). Carbon producgdrticarbons what leads to a surface
temperature effect. However, a realistic modelhef themical sputtering process is not
yet included in SOLPS and the absolute yield isskiely dependent on the type of
surface (e.g. pure graphite or co-deposited layéershould be also pointed out that
SOLPS (EIRENE) does not properly model the full fogdrbon chain process.
Radiation losses due to low Z elements like cara@dominated by line radiation for
temperatures below 100eV and by Bremsstrahlung ealseweral keV. Due to their
radiation characteristics, the low Z elements wdhtribute more to SOL and divertor
radiation (T<100eV) than the higher Z elements.

In order to account for the effects of impurities B2.5, a simple model is
employed as a starting point to estimate the rimtidosses on closed field lines (main
chamber) [155]. The radiation loss of impurity Zshequal the divergence of the radial
heat flow ;.

99 _
or
where 1z(Te) is radiation function of the impurity Z. This gobe model is extended for
the open field lines as described in [17], yieldargupper limit for the radiated power on
open field lines.

In simulations with SOLPS5.0 carbon is producedhattarget plates (and side

walls) by physical and chemical sputtering. Thengcioal sputtering coefficients can be

-n.n,L,(T,) (4.12)
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chosen by the user with different values for défarsurfaces and in this thesis they are
fixed at the same value (0.035) [48] everywhere é&mdall charge states. When
comparing with experiment, the missing backgrouné ¢b radiation in the core not
covered by the B2.5 grid must be subtracted.

4.1.3. Neutrals

In all but the simplest situations, in order toidefthe SOL properties self-
consistently, a description of neutral behaviourstrie included along with the plasma
transport. The presence of neutrals in the codesiig important since they serve as a
primary fueling source for the plasma and thusuerice the global particle confinement.
Neutral sources are important for the plasma, withte neutral particle transport (and
thus the neutral source distribution) is determibgdthe plasma background. Neutral
recycling in the edge also strongly influencesylasma properties near surfaces, such as
divertor targets.

There are three basic energy exchange channelsdimg charge exchange,
atomic radiation and volume recombination. Theelatiecomes important for plasma
temperatures below ~ 2eV. The recombination of lant®n and an ion into a neutral
atom needs a second body to account for energynamaentum conservation during the
process. This can be either a photon in caseduitree recombination or an additional
electron in case of three-body recombination.

The penetration of neutrals into the plasma israsttarized by two different
regimes. For regions with temperature T > 10 e¥¢hsas the main SOL, the neutrals are

in a kinetic regime, where the mean free path dargh exchange (CX)L., and
ionizationm,,are about the samé\.{ =i, =1,,) and after a few CX collisions the

on
neutrals are ionized. In the divertor where temjpeeacan be <<10eV, diffusive
processes occur with a very large number of CX &véaking place resulting in a

random walk before ionizatiork(, <<, Ao = Aex-Aign ) [17].

Neutral particle behavior can be described in SOERRer by simple analytic
approximations with the fluid neutral model incldde B2, or can be treated kinetically
by iterations with the Monte-Carlo code, as EIRENEwhich B2.5 is coupled to form
SOLPSS5.0. The fluid neutral model is applicabléhé neutral ionization mean free path
is less than typical gradient lengths for neutral plasma parameters. In this fluid model
for neutral species only atomic species are premghthe neutral temperature is set to be
equal to T. In order to better account for the distributidmeutrals away from material
surfaces, a “first-flight” approximation is used meutral model, which is described in
[126] together with the most appropriate settingsbe used in fluid neutral model
deduced from comparison of results from the SOL&B&age, where B2.5 is coupled to
EIRENE. Compared to the kinetic description prodidy the EIRENE code, the use of
fluid neutrals in B2.5 is computationally fasterdantroduces no additional convergence
problem. Due to the lack of “Monte-Carlo noise’isteasy to monitor. However, it is a
much less complete physics description (for examplgrals are only 2D in this model)
and is strongly dependent on the geometrical feataf the modelled area. Another
disadvantage is the influence of the neutrals enptiofile of the ion temperature, which
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sensitively depends on neutral flux limits, neutrermal diffusivity, neutral conductive
heat flux limits and boundary conditions in theirity of the main chamber walls.

4.1.3.1. EIRENE

The kinetic Monte-Carlo neutral description in Bieels a comprehensive neutral
model of neutrals and incorporates detailed geametpnsiderations and complex
atomic, molecular and surface physics. The MontdeCeode, EIRENE (coupled to
B2.5) is used in this work for the proper descadptdf neutral transport. Eirene solves
the full 3-D Boltzmann time-dependent or stationaansport equations for the neutral
distribution function.

ofx,v,t) . .. . -

B + v.Of(X,v,t) = C(f(X, v, 1)) (4.13)
with C the collision term, which can also includeutral-neutral collisions, creating
already a non-linear problem for the neutral tramsptself. These collisions can be
accounted for through the BGK-approximation [156415They have been used to
simulate high density JET divertor plasmas [158] are now routinely used in SOLPS
simulations of the ITER divertor where neutral dees are extremely high. However, as
is the case throughout the work described herécebisions between particles of the
test species are normally excluded, yielding thedr problem.

In SOLPSS5, the test particle trajectories are fodld in EIRENE on the plasma
background supplied by B2.5. The Monte-Carlo ppieiis used for computation of
statistical expectation values of complex processtween test particles and the plasma
and the first attempts developed for neutron trartspalculations can be found in [159-
160]. The Monte-Carlo method is used to integrde particle transport equation
statistically using discrete Markov-chains [49,188)]. The N test particles are launched
with certain direction and velocities (eventuallythwprescribed distribution) from a
particle source with strength S. Each test pariléhen followed along its trajectory
with the lengthl defined as

| =-ANR (4.14)
where ) is mean-free-path of the test particles and Rremdom number between 0 and
1. At the end of the trajectory the particle isheit absorbed at a material surface or
ionized and thus becomes a species of the plaseigioaund. During the simulation
with EIRENE, the N particle histories are used ¢évivk average values, for example of
density, with statistical uncertaintyl~/N :

q= tS (4.15)

V.N

where t is time which a given particle spends endbll of volume V. Rate coefficients of
volumetric processes are provided by databasesAM@UEL [49], HYDHEL [161] or
METHAN [49]. The vessel geometry, grid and atonmc anolecular data are specified in
a rather complicated EIRENE input file “input.dath addition to the atomic physics
data, the surface reflection data are necessaryaemgrovided also by Monte-Carlo
codes like TRIM [162] where the surface reflectiminions and neutrals are calculated
using the binary collision model. These can be mdsluded into the boundary conditions
describing the plasma-surface interactions [163].
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Like the fluid part of SOLPS5.0, B2.5, the EIREN&de is written in FORTRAN
(77 and 90) and it can be used ‘stand-alone’ oplealito plasma codes other than B2.5.
The version 99 of EIRENE, so-called new EIRENE jethis used throughout this work,
includes friction between molecules and ions arepbssibility for multiple molecular
species.

4.1.4. B2.5 — EIRENE coupling

When B2.5 is coupled to EIRENE, the neutral sousrens of the B2.5 fluid
model are rescaled by 10 Even in coupled cases there is still a remnand fheutral
population followed by B2.5 and thus it is necegdar scale down the source terms
relevant to this fluid neutral population so thatekist only as a trace and does not
influence the solution. The kinetic neutral popiglatdoes not see this scaling factor and
is fully taken into account [164].

plasma background => @
recycling fluxes
Sources and sinks due to
neutrals and molecules

Figure 4.4. Coupling between B2.5 and EIRENE parts of SOLPS5.0

The coupling between these plasma fluid and Morgdetheutral parts of the SOLPS5.0
package is done by means of passing arrays indiabtions. The B2.5 code delivers a
plasma background on which the neutral trajectoaies computed and the associated
particle momentum and energy sources and sinkscamgputed. Once EIRENE has
completed the simulation of the set of N neutratipie histories, these sources and sinks
are transferred to B2.5. In order to translate tttal energy sources from the Monte-
Carlo code into the internal energy sources needdedthe plasma fluid solution,
conversion rules [165] are applied. B2.5 relaxes s$blution from EIRENE through
several internal iterations and provides EIRENEhwaitnew plasma background. Among
the values given to EIRENE is also the particlex #i the boundaries of the grid which
serves as information with which the surface anldmetric neutral sources for coupled
EIRENE are deduced. The iteration scheme, illustraschematically inFig.4.4, is
repeated until satisfactory convergence is obtaibimally at least ~ 1000 external
iterations are required to reach the converged dgtestate which corresponds
approximately to 24 hours of CPU time.
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4.1.5. SOLPS hardware

The SOLPS5 code package is a very sophisticatdd €@ divertor simulation
research tool which has been developed over mane thvo decades by a number of
collaborating specialists in Europe. The code idemncontinuous development at the
Max Planck Institute for Plasma Physics in Garchi@grmany (while EIRENE is
developed mostly in Juelich (EURATOM Association-Fzelich, Germany)).

The simulations presented in this work for TCVspies have been performed
using a SOLPS5.0 package installed on the IPP Gaydiuster consisting of a growing
number of PCs operating under Linux (/afs/ipp-gengimpg.de/). The cluster is
accessible remotely and the code is constantly teddahile keeping track of all
previous ‘subversions’.

Users run the code from their own directories gigiarsonal compiled versions of
the code. Each user can modify the local sourcee caadd choose which of the
modifications from the newest subversion of theecace required when compiling. The
simulations of JET discharges included in this ihegre performed on the JET Analysis
Cluster (JAC) for which the same rules as thoséoine on the IPP Garching cluster
apply. The JAC cluster is accessible online throtighweb interface Citrix [166]. The
personal directory on the IPP Garching cluster aairig the work performed for this
thesis is:

“lafs/ipp-garching.mpg.de/home/b/bug;
p01.bc:scratch/bug/solps_subversion/src/Braamsb/iTCV/ “
and on the JAC cluster at:
“jac:work/bgule/solpscode/src/Braams/b2/runs/JET/”".

The output of every successful simulation perfairoa either of two clusters is
saved on the centralized MDS database locatedeosettver at IPP Garching [167] under
different simulation numbers and in the same waytckemak experimental data is
stored. Data in individual nodes can be accessé#u avivariety of software. The fifth
generation language, Matlab [168] has been usedghiout this work.

The SOLPS5 code has been installed and is in u6RBP since 2001 and has
been the principal modelling tool used for the datian of divertor plasma detachment
on TCV [149]. It is run at CRPP on a cluster oP&’s under a Linux platform and
managed by the Openmosix [169] software. Only tts# $imulations during the thesis
have been performed on this cluster. For practieasons all subsequent important run
directories were migrated to the IPP Garching elusthich, like the JAC cluster, has the
advantage of permanent maintenance and archiving.
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5. Experiment

In this thesis the SOLPS5.0 code package has tssshta simulate four ELMing
H-mode discharges on two machines, TCV and JETs thapter summarizes these
experimental situations, together with the diagieesivhose data are used to constrain
and compare with the simulations.

5.1. TCV and JET

1.5 ks, .................. .................. ....... ................ ....... Dok ................ _

05| £5-

N ) ISR SR . S
) T— .................. ........... >
@ | s JET
) i I i i i i
05 1 15 2 25 3 0 4

Figure 5.1. Comparison of size and magnetic equilibria of T&n\d JET used for the
SOLPSS simulations. The radial extent (in the quae) of the equilibria on this figure is
limited to the radial extent of the simulation guded in this thesis and the green lines
correspond to the separatrix; The discharges depidhere are # 26730 (TCV) and
#58569 (JET).
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Fig. 5.1 1llustrates the difference in size and shape oilidggia of TCV and JET
used for SOLPS5 simulations in this thesis. Anmaptehas been made in this work to
draw conclusions on the nature of the ELMing H-n®oflecluding both steady state and
transient ELM event) in each of the two machinescbynparing the code simulations
with experiment. This will be the content of thddwing chapters.

Figure5.2. TCV interior with main chamber walls graphite coage (carbon ~
90% of total surface coverage).

The fusion device of the research centre of plaghgsics in Lausanne,
Switzerland, CRPP, TCV, stands fdrokamak &ConfigurationVariable’. It is a medium
sized tokamak with a set of 16 independently cdiatote poloidal field coils, allowing a
wide range of magnetic equilibria to be studiedQJ17The first wall contains ~1600
protection elements manufactured in high purityypoistalline graphite. The interior of
TCV with graphite walls is shown ifig.5.2 The PFCs are inertially cooled and the
vacuum vessel is conditioned 2-3 times per yedudheg vessel bake-out at ~250°C and
boronisation by plasma chemical vapor depositioa t0% BD,, 90% He gas mixture
depositing a reasonably homogeneous boron layerl6iim thickness on an internal
surfaces. In between D plasma discharges, He-gisghdrge is used to establish similar
short term surface properties before each plasma [4f71]. Another particularity of
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TCV tokamak is the world record plasma elongatiati@ of height and width of plasma)
of up to ~3 [170].

To date, the majority of ohmic H-modes have beetained in reversed toroidal
field, By (ion B x OB drift direction upwards). This is historical amdsentially a
consequence of H-mode avoidance since with the nooreventional forward B
operation, ohmic H-mode is easily obtained, everloat plasma current, but often
without frequent ELMs, making density control diffit. The latter is particularly
important for the low density second harmonic ECBberiments which constitute a
large fraction of the TCV experimental programme.

The second machine of interest in this work, JB&,“0oint EuropeanT orus”, is
situated at the Culham Science Centre, Oxfordsbike, The JET device is currently the
world's largest tokamak and the world's largestiearcfusion research facility. A view
inside the JET vacuum vessel with a snapshot opldema in @ emission included can
be seen ofig.5.3

| s | 3 8

IR

FiKQUr'e 5.3, JET chamber with plasma discharge on the right; s, [3]

Tab.5.1 lists many of the important parameters of TCV afell tokamaks
contrasting their relative differences, especiatljterms of size and divertor geometry.
The configurations and the parameters presentethin5.1 correspond, unless stated
otherwise, to the typical discharges used in thésis. The material of the JET walls is
CFC. Regular beryllium evaporation and deuteriuowgtlischarges are used to reduce
impurity levels.
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TCV JET
Typical R [m] 0.875 3.05
Typicala [m] 0.25 0.915
Typical B, [T] 1.43 2-3
Maximum k, [MA] up to 1.2 (usually 0.5) 2-3 (max. 4)
Typical direction of B REV FWD
Plasma volume [} ~1 ~100
LCFS area [fi ~10 ~100
L parallet,total [M] ~ 32 ~ 129
Lparallel,outmid,outtarg[m] ~17 ~ 42
L parallel, outmid,intargl M) ~15 ~ 87
I—par,outmid,outtaﬂé]—par,outmid,intarg ~1.2 ~0.5
L parallel X-point,outtargl M) ~ 15 ~19
I—parallel,X-point,intarq[m] ~3.5 ~11
Lpar,X-point,outtar(_l;I—par,x-point,intarg ~4.3 ~1.7
L poloidal,total [M] ~2.6 ~ 84
|—poloidal,outmid,outtarg[m] ~1.2 ~ 25
L poloidal,outmid,intarg[M] ~14 ~ 6
I—pol,outmid,outtarél—pol,outmid,intarg ~0.9 ~04
Lpoloidal,X-point,outtarg[m] ~0.6 ~0.3
I—poloidal,X-point,intarq[m] ~0.05 ~0.3
Lpol,X-point,outtaréI—poI,X-point,intarg ~11.8 ~1.1

Strike point position

Outer SP-vessel floor
Inner SP -
targetcentral
(vert. target)

columi

vertical

Both SP — vertical targets

N

Strike point vs. X-point

Inner SP- similar vertig
position as X-point
Outer SP—below X-poin

aBoth SP — below X-point

Divertor geometry

Open divertor,
no baffling structure

Baffled (closed) divertor

Divertor configuration type

SNL

SNL (here DOC-L)

Maximum pulse length [s] 4 (usually 2) 80 *
Max. heating power [MW] 5 (/4.2 additional) ~300(RBI)
Power density [MW.r] ~1-5 (max. 4.5) ~0.2-0.3

Density control

no active pumps
only wall pumping

Divertor cryo-pumping

Table 5.1. Important parameters of TCV and JET tokamaks. Edéichof the parallel

and poloidal connection lengths are made on the flurface closest to the separatrix

(from outside) for the plasma equilibria depictadfig.5.1. * Even if the pulse length is
long the flattop length is approximately ~10s, depeg on } and B,

The important part of th&ab.5.1 deals with the comparison of the geometry of

the two machines. Different geometry especiallyhim divertor configuration plays quite

88




an important role in the explanation of the differeffects (for example in terms of
asymmetries) on these two devices. Therefore thesmetrical differences deserve more
attention.

One very striking difference is the asymmetryha poloidal lengths of the inner
and outer divertor legs in the ‘unconventional’ T€¥nfiguration. In JET, with a more
conventional poloidal divertor configuration, thelse points are symmetrically disposed
on the vertical targets for the equilibrium modeéllgere. In contrast to the almost equal
inner and outer X-point to target poloidal connectiengths in JET, the distance from X-
point to the outer target in TCVpbiidal x-pointouttardS approximately 10 times longer than
to inner target hoiidalx-pointintarg 1€ Same comparison for parallel connection lengt
from X-point to inner and outer targetgalx-point,outtarblpar,x-point,intargyi€lds the ratios 4.3
and 1.7 for TCV and JET respectively. These geae®etrre, of course, reflected in the
relative connection lengths from the outer midplémeards the targets, where for TCV
one obtains the ratio close to unity (in terms ofhbpoloidal and parallel connection
lengths) while at JET the connection length fronteoumidplane to outer target is only
about half of that to the inner target (again fothopoloidal Lyoi outmid,outtarbl- pol,outmid,intarg
and parallel connection lengthgaloutmid,outtad)- par,outmid,intarg. SNL stands for single-null
lower divertor configuration and it is standard T@Wertor configuration as seen in
Tab. 5.1andFig. 5.1 The SNL configuration at JET, DOC is the ‘Diagmo®©ptimized
Configuration’ developed for the study of pedestatl SOL physics during ELMing H-
mode [110]. This is a configuration optimized fdretJET edge profile diagnostics
(especially edge LIDAR and Li-beam — see sectiéi2y.which provides much higher
quality composite radial profiles than in other wentional configurations. DOC-L is a
variant of this shape (triangularidz0.27) with strike points located on the lower \cait
tiles of the divertor and optimized for infra-redvger flux measurements.

Tab.5.2 offers an overview of the main plasma parametétheofour discharges
simulated in this thesis. On TCV, the radiatiorthe core is quite strong, while at JET
the radiation from core is low such that almosthwle injected heating power crosses
the separatrix into the SOL. It is clear that #$e$ of four discharges offers a rather wide
range of operating conditions and therefore thdyspresented in this work brings quite
comprehensive comparison of code and experimerth®@ELMing H-modes and offers
a test for the SOLPS code across a wide rangerafsers.

Both of the TCV discharges ihab 5.2 are ELMing H-mode pulses with very
similar magnetic SNL equilibrium (sdeg.5.1). Discharge # 26730 is an ohmic H-mode
with Type Ill ELMs (see section 6.1.) whilst #33/1s an ECR heated pulse with much
larger ELMs, probably Type | (see section 6.2). idreB x [IB drift is directed towards
the X-point — downwards (FWD field) in #32713 amqpwards (REV field) in #26370.

Two high power JET H-modes have also been sinmuiletehis work. The pulse
#70224 is a highy) ~8 MJ stored energy plasma with ELMs approacivg vy =1 MJ,
modelled for the first time with SOLPS (see sectiB). A second pulse, with lower
stored energy and smaller Type | ELMs, originalbnsidered in detail by Kallenbach
with the EDGE2D-NIMBUS code package [172], has bewdeled as a benchmarking
exercise featuring a high level of complexity irdihg carbon impurities and the full
ELM cycle (see section 7.1. and [173]). The two #ischarges considered here are very
similar in terms of magnetic configuration, botltos# to the Diagnostic Optimized
Configuration (DOC) plasmas mentioned above. Theybath vertical target equilibria
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with moderate triangularityd(~ 0.25) and separatrix-to-wall gaps of ~5 cm at diater

midplane.

# 26730 #32713 #58569 #70224
Machine TCV TCV JET JET
ELM Type Type Il Type | Type | Type |
I [MA] 0.43 -0.37 2 3
By [T] -1.43 1.43 2 3
Pn [MW] 0.6 1 14 17
Psor, [MW] 0.4 0.75 12 14
Qsep [kW, /m2] 46 75 120 140
Me [1019 m3] 6 5.5 4 6
ngeli [10°m3] | 1.6 2 2 1
Waia [MJ] 0.026 0.022 4 8
Vped 0.7 0.15 0.12 0.09

Table 5.2. Main plasma parameters of four discharges simulatetthis thesis, wheresg
is the power flux crossing the separatrix, is line averaged densityn:™ is the density

e
at the outer midplane separatrix,NPis injected heating power,sB. is the power
crossing the separatrix which is used as an in@rameter for the simulations and is
calculated as R - Prap,cors Where Rapis the core radiated power.

5.2. Diagnostics at TCV and JET

The simulations of the TCV and JET discharges lteen effectively constrained
by the available experimental data. The SOL is dially narrow region with strong
gradients and often strong poloidal variations lasma parameters and particle sources.
Therefore good spatial resolution is ideally regdirUnfortunately, however, the SOL is
the region in which the measurements with goodiapabverage are very often hard to
make and thus the extent to which the edge codeslinayican be constrained is slightly
limited.

5.2.1. Diagnostics at TCV

Both simulated discharges at TCV have been constildargely by experimental
data from the diagnostics which are schematicalyicted inFig.5.4 Upstream profiles
of electron density and temperature are provideadmbination of the core and edge
Thomson scattering (TS) systems [174], and recgimog Langmuir probes (RCP).
Unfortunately, charge exchange recombination spsctipy (CXRS) measurements of
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edge ion temperature were unavailable during th@geof this thesis work for the

magnetic equilibria used in these H-mode studieshSneasurements are available for
TCV plasma centered on z=0 [175], but even theraatextend into the SOL, nor is the
pedestal coverage adequate to constrain the siongatAs will be discussed later, in the
absence of Tdata, energy equipartitio (= T,) is assumed to constrain the simulations.

The inner and outer target profiles of ion satoraurrent, electron temperature
and density are provided by fixed Langmuir prob&dditional diagnostics include the
system of foil bolometers and AXUV cameras whichaswe the poloidal distribution of
the total radiation. A system of photodiodes presia few lines of sight of Demission.
The diamagnetic loop provides a measurement opldmma stored energy, from which
the energy lost per ELMAWEL\v) can be straightforwardly extracted if the endiaps is
high enough to be detected. Outer target powersl@ad provided by a fast infrared
camera (IR), viewing the vessel floor [105]. Vewcently, a second IR camera, on
temporary loan from the MAST tokamak, has provideel first fast IR measurements
during ELMs at the inner target [176]. Analysistbé power fluxes necessary for the
constraint of SOLPS5 simulations was, however, dafately unavailable in the time
horizon of this work.
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Figure5.4. Diagnostics at TCV

Fig.5.4 illustrates the viewing chords of the edge andecb® superimposed on
the standard divertor configuration. The main (¥ar8 system is optimized for plasma
parameters typical in the confined region of thespia with Tin range of 50eV — 20keV
(while TCV plasmas reach values usually up to 1¥)kéhe edge TS system can
measure din the range 5eV-1keV formown to %10 and benefits from the region
of high flux expansion at the top of SNL configuovats to provide some measurement
points in the SOL plasma, as well as reasonabli hegolution in the pedestal region.
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A small degree of vertical plasma sweeping is neglito improve the profile quality
given the extremely narrow pedestal width. The S@tasurements are invaluable in
providing a comparison between data from the RGPadlowing profiles to be shifted to
account for uncertainties in the separatrix positithe spatial resolutions and accuracies
of the TS systems are 10mm (edge) grgb mm (core) and ~15% and 15%-25% fer T
and n respectively.

The divertor LP diagnostic [177] consists of 34.mdiameter graphite single
probes embedded flush in the central column tiliés probe spacing of 17.2 mm and 26
button probes in the vessel floor with probe spg@h11.4 mm. There are 48 amplifiers
so that in total 48 probes can be acquired at iamy. t Standard acquisition frequency is
~100 kHz. When in sweep mode, the probe voltaggpgally swept at 100 Hz. Each
probe measures the ion saturation currgpfrom which, knowing the projected probe
surface area, A(depending on the probe geometry and magnetit lilee impact angle)
the ion saturation current densityyis derived:

Jsa = 1salA g (5.1)
The electron temperature is derived by applyingidaed fitting procedures (non-linear
least squares) to the equation describing the mbbath current-voltage characteristics,
(Vpr - Vf )

I pr (V) = isat[l - exp(_T)] (52)

e
where |, Vr are the probe current and voltage respectivelg,\ans the probe floating
potential which the probe adopts when the net atiisezero. The ratio of electron to ion
saturation current should normally be much gre#ttan 1. In a weakly magnetized

plasma it is close to the ratigm;/m, (~60). In strongly magnetized plasma, due to

anomalous transport, it is more often ~10 and taated plasmas, it is very often closer
to 1, for reasons not yet really understood. Paldity in situations close to
detachment/high recycling, wherg;jn fact can be extremely high, bug i quite low,
the saturation current can diverge from the exptalebehaviour leading to failed
analysis [178]. In fact almost all strongly magsetl plasmas exhibit this behaviour, at
least for probe voltages higher than the floatioteptial [179].

Furthermore, it is very often observed that esbgcunder high recycling or
detached conditions, tokamak divertor target projekl T, values higher than those
measured by alternative methods [180]. Knowiggand T, the local density is derived
as:

Jsar = €NC, (5.3)
when isothermal assumption=T. for ¢ with y=1 is used. Atomic number Z=1 and

Mach number at the targets is set to unity=h).

As already mentioned, the derivation @famd T from the probe characteristics
involves a number of interpretative difficulties8fll], and thus their values are to be
treated with some caution. The use of probe swegepiso severely reduces the time
resolution of the diagnostic since each sweep gieldy a single point for cTand n.
Sweep frequencies for the divertor system cannoergdly exceed ~1 kHz at maximum
before hardware issues render the data difficulise. Such frequencies are far too slow
to be of use in extracting parameters occurringhenELM timescale (rise times in the
range of ~10Qus). The most robust quantity and the best candidatéhe meaningful
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comparison with the code results is thg yhich is directly measured by the diagnostic
and acquired at high rates, easily sufficient twvjgte many data points during the ELM
itself. Inspection of the results provided in [148dlicates the statistical errors Qg and

ne of ~ 7% and ~ 15% for I Even though an estimate of the true inherentrarmo
deriving n. and T from the probe characteristics using the standdehth theory is
complicated it most probably doesn’t exceed ~ 20%an-detached conditions.

As shown inFig.5.4, the 5-pin fast reciprocating LP system [177]dsdted on
the vacuum vessel midplane situated ~ 23 cm beflmwmagnetic axis of the standard
SNL diverted discharge on TCV. In a typical disgeathe RCP reciprocates twice into
the plasma, passing in each case first throughal ‘shadow region” where field lines
connect to the main chamber walls, before contmamough the SOL across field lines
connected to the targets (see [39]). The upstrealfiigs of n. and T are computed from
RCP data using similar assumptions as for the fpm@thes (there is a factor of 0.5 in the
derivation of the density to account for flow a@ration such that the far field density is
derived). However in the upstream region it is léksly that T=T. since the Tis
normally higher than dJ there [182]. If, for example {¥2T, the density would be
overestimated by ~20%. Therefore these data shmaildsed with caution. Care must
also be taken to properly account for uncertaintighe separatrix position.

The total radiated power and its poloidal distribatderived through tomographic
inversion, is obtained with a system of foil boldnecameras, consisting of 5 cameras
with 64 viewing chords covering the entire poloidabss-section of the TCV vessel.
These bolometers are sensitive to both photons reudral particles representing a
shortcoming for the tomographic inversion technigsee below) in a sense that the
assumption that plasma is transparent to the esgaadiation is violated by the presence
of neutrals. Consequently, the reconstructed digion becomes increasingly unreliable
at high plasma densities when the neutral densityeases especially in the divertor
region. Tomographic inversion of the multichord eaan signals to produce a two-
dimensional poloidal reconstruction of the radiatiintensities was obtained in
collaboration with researchers from Hungarian Fuskssociation (HAS). Such data
represents an important test of the SOLPS5 sinamgtiwhich model the 2D plasma
emission in the edge and SOL regions.

In 2005 the installation of a new system of radiatdetectors based on absolute
extreme VUV (AXUV) diodes has been completed on TChhese AXUV diode
detectors have the advantage of being semiconddetdces sensitive to photons and
insensitive to neutrals. They are also capablexwémely high time resolution compared
with a few ms for conventional foil bolometers (iggdly 100 kHz on TCV, limited
essentially only by the modular transimpedance Hi@plelectronics mounted onto
printed circuit boards which plug directly onto thecuum feedthroughs). These cameras
have been designed with the help of SOLPS5.0 stronk of recycling light emission
intensities. They are arranged in a 7 camera gmrayiding complete poloidal coverage
of the TCV cross-section at a single toroidal lewat[183]. Each camera initially
contained two identical diodes, one for bolometitpveing the measurement of total
photonic plasma radiation (at energies in the rafigfeeV - 6 keV) and a second filtered
for Lyman alpha (L) radiation at 120 nm resulting from excitationhgfdrogenic atoms
located in the cool plasma periphery. Filteringqchieved using VUV absorption filters
mounted directly in front of the diodes. These pirghole cameras using slit apertures
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and their design is a modification of the concentylinder, re-entrant mechanical
structure employed for many years on TCV for th# Xeray tomography diagnostic
[184]. With 7 cameras, the system provides a wit&80 viewing chords, 140 for each
of the two diode sets (bolometry ang) Lgiving unprecedented coverage for tomographic
inversion of total radiation and recycling emission
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Figure 5.5 System of photodiodes (left) and foil bolometeighl) at TCV. Vertical
chord #1 is unapertured and has much larger angdigergence compared to the lateral
counterparts.

The author of this thesis was originally resporesitar this new diagnostic and
associated fast multi-channel acquisition systeritially it was hoped to obtain new and
unique experimental data from TCV using thefiltered diode sets, which would detect
the radiation only from the edge and divertor raegiand thus could be compared with
edge plasma simulations (SOLPS5). The primary ahtke AXUV diagnostic were the
investigation of fast transient events (ELMs andrujptions) through their radiation
characteristics and, in conjunction with modelliging SOLPS5 code package, the study
of neutral recycling distributions. In addition, lmpmbining the total radiation from
tomographic inversion from both foil and AXUV datawas hoped that some idea of the
spatial distribution of neutral particles might lbétained experimentally. However,
estimating the true photonic component from AXUWh@n-trivial, owing to the reduced
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sensitivity of the diodes to radiation from lowdngbon energies, in the visible to UV

region, where substantial emission can be presdusion edge plasmas. First results in
this respect have been presented by G. Veres dfiefe Plasma-Surface Interactions
conference [185].

Unfortunately, regarding thegLfiltered system, experiments on TCV quickly
revealed a lack of signal on all but a handful mfdés. The conclusion of subsequent
laboratory tests conducted on the cameras by ttl@maduring the 2006 TCV summer
shutdown was that the low peak transmission ofLthabsorption filters (10%) and the
strong angular dependence of this emission (onlyat%cidence angle ~60°), means
that insufficient L, emission is gathered from even the highest dedgity plasmas for
the filtered diodes to be useful. A few small schats on one or two of the filters (the
absorption layer is extremely thin — of the ordérnacrons), which likely occurred
during initial mounting of the filters inside thermera systems, were allowing plasma
light to penetrate to several diodes. It also tusns that the diodes are subject to a
relatively strong ageing effect (due both to expedo boronisation, He glow discharge
and plasma operation), a feature observed quicklyhe unflitered diode set. Further
work in 2007 has demonstrated that the new camvwetbsot be useable for the specific
detection of hydrogenic recycling emission and they now being used for a different
purpose.

The direction of the thesis has thus refocusedernarthe SOLPS5 simulations of
H-mode in general and the original thesis titlertlee sources in the TCV tokamak
edge” has been changed to “SOLPS5 modeling of EgMiamode”. Moreover, the
quality of data from even the unfiltered camerasmduthe ELMing H-modes simulated
here turned out to be insufficient for comparisathvihe modelling.

For the measurements of the radiation in the \asjmrt of the spectrum the
system of photodiodes (PD) including 9 detectossaited on the lateral ports and one on
the top of TCV is used (sdeig.5.5. They provide the signals of,0ocal recycling
emissions from viewing lines and are compared wite simulated B radiation
integrated over the lines of sight correspondinght® viewing chords of the PDs (more
details see in section 6.1.5.5).

Outer target heat flux profiles are deduced frtwn tile surface temperature rise
using a vertically viewing fast infrared (IR) [18@&amera in conjunction with the
THEODOR finite difference heat flux calculation @(tl87]. This data was used to
investigate the divertor target heating due to ELOMSTCV and are compared with the
SOLPS output. The experimentally measured depodieat loads can be used to
estimate the sheath heat transmission coeffictarsigh the formula:

Py = YT, sSina (5.4)
where the Ris the measured quantity obtained from IR apdTj. are obtained from the
LPs. Thea is the angle of the total magnetic field on thefame obtained from the
magnetic reconstruction.
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Figure 5.6. Schematic of mapping on the midplane

If not explicitly stated otherwise, all radial upsgm and target profiles shown in
the next chapters are mapped to the outer midaladeresented in terms of the distance
from the separatrix (rs§, Where g,represents the radial position of the separatrix at
outer midplane and r the radial position of the p®ap point at outer midplane). A
schematic of the mapping on the midplane for TCWapicted irFig.5.6.

5.2.2. Diagnostics at JET

Since very similar diagnostics have been usedEat and TCV for the code-
experiment comparisons, the JET diagnostic setnlg described briefly here, with
appropriate references where details can be sotigbtpositions and viewing chords of
most of these diagnostics are showiriig.5.7. Upstream profile measurements efand
Te are provided by diagnostics depicted in upper pBRig.5.7, Lithium-beam (KY63)
[188], edge high resolution Thomson scattering spscopy HRTS (KE9D) [189], core
LIDAR TS [190] and edge LIDAR [188,191], electrogctotron emission diagnostics
ECE [192-194]. Upstream ion temperatures are medausing CXRS [195]. lon particle
fluxes (ko) and T at the inner and outer targets are measured usied Langmuir
probes [196] and infrared (IR) thermography [19The radiation power is provided by
the system of fast bolometric cameras [198-200].refent upgrade [200] to the JET
bolometer system has enabled radiated power measote on ~1 ms timescale,
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allowing ELM induced radiation to be studied [20022 It should be noted that there are
often significant uncertainties in the magneticasafrix position at JET. Coupled with

positional uncertainties on some of the profile gdiastics, considerable empirical
shifting of the radial profiles is sometimes reqdirin order to allow quantitative

comparison of composite profiles with simulatioass{milar procedure was required in
[172] for comparison with EDGE2D simulations).

~{ | Core LIDAR;
S AN Edge LIDAR;
&0, Li beam

YL\ HRTS }
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Figure5.7. Diagnostics at JET producing data for comparisath SOLPS5 simulations
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6. Simulations of ELMing H-mode at TCV

Although ohmic H-modes have long been produced GW &nd the effects of
ELMs at the divertor target studied in some detad, attempt has yet been made to
model the scrape-off layer (SOL) in these plasriass chapter describes details of the
first such efforts in which simulations of botherELM and ELM phases using the
coupled fluid-Monte Carlo SOLPS5 code (without iifare constrained by experimental
data obtained from diagnostics described in chdpter

The code/experiment comparison for both Type mid &ype | ELMing H-mode
on the TCV and JET tokamaks is presented in thipten, while the major part
summarizes the results of simulations of the Typ&ILMing H-mode #26730 (sections
6.1 and 6.3) and section 6.2 gives a brief desoripf Type | ELMing H-mode #32713.

6.1. Type Il ELMing H-mode at TCV

The first part of this section summarizes the missle information which is
relevant to all the simulations presented in thessis, but the focus is especially on the
Type Il ELMing H-mode at TCV. The challenge is teproduce the experimental
observations with the SOLPS5 simulated ELMs. Theinggs, inputs and boundary
conditions are listed and also the way of detenngjthe anomalous transport coefficients
discussed in detail. Different approaches to theukition of both steady state and the
ELM event are also presented. In the second pgaetsimulation attempts to reproduce
the observed experimental data are described.tb#tgsstudies have been performed on
the various boundary conditions and parameterfjding the effects of variations in the
heat flux limiters. The focus then switches to tidependent modelling of the ELM
cycle. Following an introduction to the techniqué such a simulation in SOLPS,
different ELM models and approaches to simulatiaresdiscussed. The simulations are
compared with the available data and in additionchenarked with the kinetic 1D PiC
code BIT1.

6.1.1. Experiment

Simulations described here have been performea fiypical deuterium single
null lower (SNL) ohmic Type Illl ELMing H-mode targeélischarge (#26730) at TCV
with plasma currengl= 430 KA, reversed field3-1.43 T, line averaged electron density
fie =6x10"° m* (n/new ~ 0.3 ; w is the Greenwald density) and stored energy of ~
20kJ. The magnetic equilibrium reconstruction a$ tBNL configuration corresponds to
the simulation grid shown iRig. 6.1, illustrating the short high field side (HFS) diter
leg on the central column and low field side (LE8)ke point on the vessel floor. This
rather unconventional diverted configuration is relegeristic of TCV. The plasma has
elongation and triangularity &fys = 1.65,8¢5 = 0.4 respectively, andg= 2.5. The time
evolution of a few relevant plasma signals are showFig. 6.2 Since not all required
data are available for this particular discharge deom several very similar discharges
have been combined to provide the simulation beackmataset. Thus, radiated power
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from #20703 is combined with edge and SOL profilesn #26730 (TS and RCP),
#31832 and #31837 (RCP), #31838 (LPs) and #31&35 (|
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Fiaure 6.1 Grid used for. the Figure 6.2. Time-traces of the main parameters of
lgure ©.1. u : the discharge #26730 simulated in this chapter. It
simulation of the TCV discharge :
#26730 and Type Il ELM: greencan be selen ondth.e tsl,lgnal ﬁ%ﬂhﬁt t.he ELMsP?re
l ts th trix  vVery regular and similar. w ile ohmic powep Hs

NS represents the separatrix depicted for #26730, thegrkb is taken from similar

shot #20703, for which bolometry data of better

guality are available.
6.1.2. Settings, inputs, boundary conditions

In the next section the input parameters and agsgons which have been
adopted to simulate type IlI ELMing #26730 are suanged. In the simulations
presented in this thesis the approach has beepstensatically introduce increasingly
sophisticated options inspired by the observatidhs. initial simulations thus begin with
the simplest input parameters and boundary comditi©nce converged solutions are
obtained, new options and boundary conditions atded Therefore, the results
presented here are only the “final product” andstslection of the best of the hundreds of
the simulations which have been launched and aedlyz order to give meaningful
solutions on the issues addressed.
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Experimentally obtained inputs given to the caate magnetic equilibrium,
upstream density at the separatrix and power @gtehie grid from core boundary. The
power crossing the core boundaryofs is assumed to be equally shared between
electrons and ions. This is taken from the expeninas a difference between the input
power R\ (in this case ~ ohmic poweprPand power radiated in the core part of the grid
Prap.core The values of &, in Tab.5.2 correspond to the values o§drrs chosen for
the simulations. For the simulations of dischargé#80, RoLps= 400kW, while 200 kW
belongs to electrons and 200 kW to ions. The valuBso. = 400 KW estimated as a
difference between J°= 555 kW and Rap.core = 155 kW (seeFig.6.2), while the
radiated power was taken from very similar discbag0703 for which the data of better
quality were available. Although the plasma paramsebf the two shots #26730 and
#20703 are very close they were performed at @iffetimes with respect to separate
vessel boronisations. Since on TCV proximity todmsation is usually associated with
lower impurity levels and hence lower radiationisiexpected thatdRp for the simulated
shot (performed sooner after boronisation than 82pwould be at least as low as and
likely even lower than that assumed (based on #2078ince B = 500 kW of the
simulated discharge #26730 is slightly lower tham dne of #20703 (555 kW), the value
PsoLps is expected to be at least ~ 555 -155 = 400 kWe pbwer crossing the core
boundary in SOLPS, adapts to matghBs

Other experimentally obtained inputs given to¢bde is the upstream density at

the outer midplane separatrix obtained from edge S is prescribed as the value in

Tab.5.2 (for this simulationn®®* =1.6x10" m®) and the feedback mechanism is used on

a gas puff which increases the input particle fiutke computed density at the separatrix
is below required density and reduces it otherw&emulations of this nature are also
frequently performed by prescribing a flux at theer core boundary. This makes more
sense in predictive simulations for a machine likER, where there is no data to guide
the prescription of a separatrix density. Separatensity feedback is used throughout

here given that data are available to guide thécehaf nZ*.

The gas puff is described inside the EIRENE infdatas a point source of D
placed on the vessel floor from where it is introel to the divertor as in experiment. A
particle recycling coefficient of R=1.00 is used alh surfaces including the divertor
targets and the core boundary is fully absorbirrgnfeutrals. The total ion outflux from
the core is equal to the neutral influx into theecand it is redistributed equally over the
entire core boundary. The Mach number is setVgs> at hbth targets and a decay

length of 3cm is fixed at the north boundary fonsiées of all species and temperatures
T; and T. With the exception of simulations reported intget6.3. the parallel velocities
at the north and south boundaries are, as an aasgamption, set to zero. Physical
sputtering is implemented according to the Rothd&w#ty formula and chemical
sputtering from D and D impact is set to 3.5% on all surfaces. Bgitlysical and
chemical ion sputtering occur only at the divetamgets and therefore no ion sputtering
is assumed at the north boundary, correspondimg tabsence of impurity release at the
main chamber walls. Carbon impurities in all ioniza states are assumed to be
deposited on material surfaces with a sticking foeft of unity.

Quite an important part of this work is devotedthe study of the boundary
conditions (sheath heat transmission coefficients lzeat flux limiters) representing the
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approximation of the kinetic effects in the flui® B code. They are discussed in more
detail in the section 6.1.5.6, where the comparigbfluid SOLPS5.0 and kinetic PiC
BIT1 code is presented. Here only the values whighusually used in the simulations
will be given. The sheath heat transmission coeffic for electronsg, is in SOLPS

ye ye TV ( )
6.1

e

where V is the potential at the targets,iJ the temperature at the targets gndis a
constant given in the input file (with boundary ddions specified in B2.5) and in all the
simulations in this thesis is setyg = , @iving y, ~ 5. The ion sheath heat transmission

coefficient is set to a constant valug,=y, and in all simulationg = 3.5Thus the
total sheath heat transmission coefficient is adouy, =y, +y, ~ 8. For these pre-ELM

simulations and unless otherwise stated elsewllszeelectron and ion heat flux limiters
are fixed aso, = 0.3and a;, =10 respectively, with the latter corresponding efifesdt

to no heat flux limit for the ions. The viscousess limiter is set tm, = 0.5Quite an

extensive sensitivity study of the effects of theflimiters has been performed in this
work and is presented in section 6.1.5.6.2.

The simulation grid for TCV discharge #26730 shoimnFig. 6.1, has been
reconstructed from the magnetic equilibrium of #ischarge at 0.7s and extends radially
from -2.5 cm inside and +2 cm outside the midplaeearatrix. This grid extent is
sufficient to encompass the edge transport b&(Ei€B) region, which is rather narrow in
TCV (see below). It has 72 poloidal cells (in SOLR8nbered ix) including the guard
cells at the inner and outer targets and 24 radild (numbered iy), also including the
guard cells at the inner and outer grid boundaf&e first 11 poloidal cells cover the
inner divertor, the next 40 (ix=12-51) the main S@nd the last 21 (ix=52-72) the outer
divertor. The separatrix is located between theataells 9 and 10 and outer midplane is
at poloidal cell 36. Carbon is the dominant impunit TCV away from boroization and is
included in the simulation, with transport coeféiois assigned as for the fuel species.
The fluid code simulations thus contain 9 specidgese are the neutrals of deuterium
and carbon, D and C; and ion species which incdiland all charge states of carbon,
Ct, C*, C* C*, C*, C°. No drifts have been included in the simulationsspnted in
this thesis.

6.1.3. Determination of anomalous transport coefficients

Several approaches are possible to determinentirealous transport coefficients
used for calculation of radial fluxes in SOLPS. eTiirst is the direct comparison with
experimental measurements. Effective diffusion ficehts can be derived from
experimental profile measurements (as done for pl@m C-Mod [41]). The convective
radial velocity, v can be obtained from direct measurements from lenioce. However,
this is not always possible, since the turbuleneasaurements of energy fluxes are rarely
(if ever) available. Moreover, the turbulence on energies is never measured anthT
the SOL only rarely. The second possibility is dowgpwith a turbulence code, in which
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the fluid transport code passes temperature ansitgeprofiles to the turbulence code.
The latter calculates the turbulent radial fluxess {ypical turbulence timescales of order
of the plasma frequency 1-1@%) and these enter the transport code as particle a
thermal diffusivities, D and X, [203-204] with timescales of 1-1000 ms (relatedoto

and parallel neutral transport or wall processes daturation and pumping or

equilibration of the core). It would be incredildxpensive to run the turbulence codes
for long transport timescales and therefore thetngosvenient and most often used
approach, employed also throughout this thesi® systematically adjust the anomalous
transport coefficients until the best possible agrent with the experimental profiles is

achieved.

The anomalous transport coefficients used for utafion of radial fluxes in
SOLPS can be in general space and/or time depentiesre are several possible models
of these anomalous transport coefficients in thdeco

e constant in real or flux space
» poloidal variation representing the ballooning matof the turbulent driven fluxes
» radial variation for pedestal and/or SOL studies
» poloidal variation of the radial profiles in theffdrent regions of the grid in order
to account for the different ansatzes of radiafilg® of transport coefficients in
main plasma and divertor regions
» time-dependent for ELM studies including the spagiation possibilities
mentioned above
The possibilities of the radial and poloidal vaoatof the transport coefficients in the
code are schematically shown leig.6.18The radial variation of transport coefficients in
H-mode is basically expressed by the division & ®OL radial profile into three
regions. One is on closed field lines, the secandhe transition region close to the
separatrix, representing the steep H-mode pedasththe third is the outer SOL which
seems to be dominated by rather large radial pldsanaport creating rather flat plasma
profiles extending to the main chamber walls [IIf}is might be created by flute-like

turbulence with rather higiBx0B and E x Bdrifts causing the plasma filaments to
propagate rapidly outwards as explained in Chapter

The introduction of poloidally and radially vargintransport coefficients
potentially produces a large number of free paramsetDespite the fact that SOL
modelling is very successfully able to identify thesic physics mechanisms and in many
cases represent even quantitatively the experimeggalts, the largest uncertainty in the
SOL description is the question of the anomaloasgport. Consequently, the major
difficulty in predicting divertor conditions for fure tokamaks is the uncertainty in the
magnitude of the anomalous transport of energypanticles. One way of doing this is to
take the experimentally measured gradient lengthgower, temperature and density
from existing machines and extrapolate these diiemtfor future machines and then
compare these values with those predicted by tlie @nd, if necessary, adjust the
transport coefficients in the code to produce bettatch. Another approach is to attempt
to find the scaling of transport coefficients dihgc SOLPS5.0 has been used to
determine the appropriate transport coefficientsvlrious experimental discharges and
find the scaling of these coefficients [205-207hisTis very important also in case of
transient events such as ELMs, the prediction atlwvis crucial in designing next step
devices.
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6.1.4. Simulations of inter—-ELM phase

The first step in the simulation of the ELM cyddeto establish a “steady-state”,
pre- or inter-ELM model to provide a starting pdiot the more complex time dependent
ELM simulations. In order to use the steady statet®n as a starting point for the time-
dependent ELM simulation, it must, however, alsctibee-dependent. For a truly self-
consistent solution, the time steps for the plasima code (B2.5) and the EIRENE
neutral code must be matched if artificial compies®f the neutral timescale is to be
avoided [208]. Establishing this concordance ofetisteps required considerable effort
and was eventually solved.

This section contains the results presented i9][B0t with the addition of new
material offering a more complete picture of thendation study which has been
performed, including sensitivity studies (on theuth power, ballooning effects and the
effect of changing transport levels in the divertord PFR regions) and analysis of
additional issues compared to the published work.

As it was already mentioned in the previous sectthe anomalous coefficients
represent the biggest uncertainty in the SOLPS lations. Different approaches to
choose the ansatz for these coefficients are disdus the following text.

The SOL radial particle and heat flux includes mpast diffusive but also
convective components, for which there is yet npeexnentally verified physical model
with which the values of the transport coefficiecas be specified for use in the SOLPS5
simulations. However, the only important quantigncerning the results of the code is
the total radial particle flud ;and thus choosing a radially dependent 12, or their

combination for describing this flux is equivaleimhus the transport can be specified by
diffusion alone, or an adhoc combination of diffutyi and convection, or by convection
alone using the convective velocity.\In this work three different approaches have been
attempted, the results of which are summarizetigigdection:

1.) “Diffusive approach” with D, Xpie radially varying and y=0

2.) “Convective approach I” with Dg having radially flat profile with small values
(~0.1) xoie radially varying as in 1.) and finite, radiallyryang vg

3.) “Convective approach II” with both Dy and X having radially flat profiles with
small value (~0.1) and radially varying v

Since the contribution of £) Xe in both convective approaches is very small irRE@),
vp represents the effective radial velocity (see Eq.2.77).

In the absence of experimental data for the iomperature profile (since the edge
charge exchange measurements on TCV became awadaly at the end of the PhD
work), Xoi = Xoe Was assumed in all the simulations in this chapter
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6.1.4.1. Diffusive approach

In the first simulation attempts in this work refst to as “diffusive approach” the
approach used in the JET EDGE2D-Nimbus study irR]j1was broadly followed.
Coefficients, D, Xmie controlling the rate of perpendicular particle areergy diffusion
are systematically adjusted in order to obtain s&atiory agreement between
experimental and simulated midplane profiles.
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Figure 6.3. Density R and temperature ¢Iprofiles from SOLPS5 (black squares), edge
TS (red points) and RCP (green dots).The perpetatiquarticle and heat transport
coefficients Dy (blue triangles) andy (red circles) used to obtain the upstream match
are shown in the lower plot. It is assumed tlyat= x5 and v=0. All data have been
mapped to outer midplane and expressed in terntéstdnce from the separatrix — see
section 5.2.1. The black vertical line marks thegasatrix location (r-ke=0) . The blue
dashed lines and red full lines indicate respedtyivbe width of the pedestal fog and

Te estimated from TS data. The RCP data are fromss#®6730, #31832 and #31837
and the TS data from #26730. SOLPS simulation puisl27195.

Fig.6.3 compiles the results for the upstream profile3oénd R in comparison
with the edge TS and RCP data. The TS profilescampilations of a number of laser
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pulses through the discharge, filtered to excludMEvents. The composite profile has
been fitted using a tanh function which identifiee experimentally measured midplane
pedestal height and width [210] as 3.6 X*19°, 1.36 cm and 179 eV, 1.02 cm fqrand
Te respectively. Where the data overlap there is mdgevery good agreement of
upstream pand T experimental profiles from the two diagnostic syss. For density,
the RCP data have been multiplied by a factor & @ account for the known
overestimation due to finite Larmor radius effestsich increase the projected collection
area of the Langmuir probe pins. No radial shif& baen applied to the profiles [209].
The SOLPS5 model profiles of the inter-ELM simidat following the first
“diffusive approach”, are also shown king.6.3 superimposed on the experimental data.
Invoking only a radial variation of By (to account for the very differing transport rates
in the edge pedestal and main SOL regions) with- W keeping edge transport barrier
(ETB) everywhere, the SOLPS density profile matcegseriment rather well. In the
case of T it has not been possible to match the full shapthe pedestal even if the
separatrix values are close. The diffusion coeffitiD; does not require much variation
in the region through the confined and ETB regid¢t®wever, a gradual decreasexeofe
is required from just inside the inner boundaryha simulation region right through the
ETB. In the main SOL, both Dandxg. are increased up to a values of’¢fmand 6
m?s™ respectively. A higher value gf;. than D) in the main SOL has been applied in
order to flatten the temperature profile there. asatz with a transport barrier in the
radial profiles of particle and heat diffusivitiésus allows the steep pedestal region
inside the magnetic separatrix to be satisfactaglyroduced. Interestingly, results of a
similar study on the ASDEX-Upgrade tokamak usingLB65 have also very recently
been published and are in good agreement with tliose TCV regarding the SOL and
pedestal region transport in both radial shapenaaghitude [211]. It seems clear that the
foot of the ETB extends someway (~0.5 cm at thephaitk) into the SOL itself. This is
similar to the JET findings in [172]. Unlike the aysis in [172], however, in these
simulations no inward pinch has been found necgstarobtain a good match to
experiment.
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Figure 6.4. The perpendicular particle and heat transport ¢ioegnts D> and y; used to
obtain the upstream match shown Kig.6.3 in SOLPS compared with the ion
neoclassical values calculated using the paramélgrsi, n. from SOLPS [212].
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Furthermore, the derived SOLPSS5 transport parasel®, y; have been
compared with ion neoclassical values in the patlesgion (calculated using the density
and temperature data from SOLPS since pedestalumnegasnts of ion temperature were
not yet available on TCV at the time of doing thrslysis [212]) and found to be very
similar. As it can be seen Fig. 6.4 the SOLPS5 TCV simulations show transport levels
of ions near to neo-classical in the pedestal regidis is not the case for electrons, for
which always higher anomalous coefficients are olesk
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Figure 6.5. Upper: The profiles of upstream midplane ffom ASTRA code fitting the
experimental TS profiles including both core andeed’S data for #26730 at different
times (0.7 and 0.975s). LowelCorresponding values of electron heat diffusivity
coefficients calculated by ASTRA. Note, that thia dae plotted against r/a and not
against r-kep mapped to the midplane as in figures with SOLPSIlt® Here r/a=1
corresponds to separatrix (k~=0). The values off= found by ASTRA close to the
separatrix ~ 0.5 s’ are nicely compatible with those found by SOLRBinva factor

of ~2 (sed-ig.6.3). Supplied by Dr. Elina Asp and Dr. Olivier Sauter.

Based on the experimental firofiles from TS system the heat diffusivity coetnts
were calculated using the core transport code ASTRA] for the simulated discharge
#26730 in steady statd=ig.6.5 compiles ASTRA results in which the temperature
profiles from different times were matched by tlogl€ and corresponding. obtained.
Within the variety of discrepancies one might expfr comparison between such
different codes, the values pfe in the pedestal region required by SOLPS to pett
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best fit to TS edge profiles, are to a satisfaceent (within a factor of ~ 2) consistent
with those found by ASTRA (~ 0.538™). The values of could not be obtained from
ASTRA for lack of T profile information.

6.1.4.2. Convective approach

Direct measurements of turbulent drivérx Bradial particle fluxes compared
with 2D fluid turbulence simulations of the TCV S@iksing the ESEL code [214] show
that in the mid to far SOL at least, interchangéuience is responsible for the observed
transport. In this case, convection as the maintridmror to particle flux is more
appropriate, but it is not clear which mechanisnvedr the cross-field transport in the
near SOL. The experimental observations of turliydenpendicular transport in the TCV
SOL, in particular the strong dependence of averadal intermittent particle flux on
local mean density [215], are a good basis forabgumption that the purely diffusive
description of the radial transport in SOLPS ideguate, especially at high density. It
therefore seems reasonable to invoke the conveciweponent via v in EQ.2.70
representing the intermittent nature of the obskritgbulent flux. In favour of the
introduction of radially dependent perpendiculamective transport into the simulations
are also the simulations by UEDGE for C-MOD [216pdaDIlI-D [217-219].
Encouraging also are the considerable improvemantthe code-experiment match
during the detached regime on TCV when using tlugalig dependent convectivesv
while maintaining spatially constan;[P149].
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Figure 6.6. The radial profiles of density together with theoenalous perpendicular
velocityvy in the simulations with B~0.1 ni.s* where the same boundary conditions as
in “diffusive” simulations are set.

In contrast to the diffusive case, convective tpamt described a&7™ =n.v,,
does not contain any a priori information @h,n and can therefore lead to density
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radially increasing in the SOL. An example of thishaviour which is not observed in
experiment, is shown drig. 6.6 for a simulation with the same boundary condititors
density as used for the diffusive approach (zemigha flux density at inner boundary
and decay length for density of 3cm at outer boty)dd@o overcome this problem, the
boundary conditions for density at the inner anaeemlly the outer boundary need to be
modified. One possibility is to follow the approach[149] and define the maximum

conv

permissible value of 3™ and calculateyfrom this flux.
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Figure 6.7. The upstream profiles ne, Te simulated by SOLP& amresponding
anomalous transport coefficients;Dx~ vz which were required to obtain the best
agreement with experiment. Three different ansatwesshown, in black squares the
“diffusive” (identical to one shown ifrig.6.3), in red circles “convective I” (simulation
27722) and blue triangles “convective II” ansatanfsilation 27302). All of them give
very good agreement with experimental profiles 9fTa but also among each other.
Note, that they;in “convective 11" had to be lifted slightly in eéhinner part of the radial
profile in order to fit the temperature profile ttee In addition, the yin the outer part of
the radial profile had to be flattened so that tirefile of n. would match better.
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Using this scheme the best results in the simulatiwere obtained with a decay
length for the density of Dions of -8cm at the outer boundary and a zero ifens
gradient condition for all carbon ions at the inbeundary, which is consistent with the
H-mode flat density profiles in the core and theeaze of a carbon core source in the
simulated plasma. At the outer boundary the leakggen for density was set with
leakage factora in loss flux I' . =ac, n, while the deuterium species were given

o =-0.001 and carbon species = -0.025. These conditions were chosen on the basis
of experimental measurements [164]. Moreover, @ zgadient for Mach number at
outer boundary was set (in contrast to purely diffa cases where a zero parallel
velocity is used as boundary condition). With thpaeameters, the runs show a density
profile very similar to that obtained in the pureliffusive ansatz.

The simulated upstream profiles from all threerapphes (Diffusive, Convective
| and Convective Il) are compiled Fig. 6.7. This comparison illustrates that there is a
certain arbitrariness to the choice of the anonsloansport coefficients, since closely
similar results can be found with different apptweg It is interesting, however, that the
values of y which have been found necessary to obtain agreebenteen code and
experiment are increasing functions of radial adiséain the SOL (approximately from O
to 30 m.&). This is very similar to the effective convectivelocities obtained directly
from measurements of turbulence in low density TIGWwodes [220] where the radial
velocity v rises from about 0 to ~100 theicross the midplane mapped SOL width from
separatrix to wall radius (sé&ég. 6.9).
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Figure 6.8. Radial profiles of the effective radial convectialocity in the SOL defined
by 7~/ n for the density scan of L-mode dischargesG¥ Tncluding the predictions from
the 2D fluid turbulence code ESEL. Extracted fr@ad].

The L-mode discharges described in [220] ha#840 kA (compared to ~430 kA
in this simulated H-mode) and, =5x10° m®, slightly lower than in the H-mode
simulated heret{, =6x13° m®). The slightly higher convective velocities séerhe L-

mode (compared with those required in SOLPS to Imattmode profiles) is
unsurprising given the increased confinement in ¢tien Although indirect, this SOLPS
result points to a similar convective type far Sttdnsport in between ELMs in H-mode.
Indeed, the few measurements available during Hemosimilar to the Type |l
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discharges discussed here) show very similar iBtévt turbulence statistics as for L-
mode [220]. Thus, although the classical code SOt&®ot account for the turbulence
as such, in order to achieve the match with theeexgental upstream profiles, a
convective profile is required which matches theasuged turbulentvin both radial
profile shape and absolute magnitude. This resuself-consistent and rather satisfying.
Fig. 6.9 shows an example of the different shapes ofwhich did not provide
satisfactory agreement of SOLPS with experimerddiley to the conclusion that the
rising shape of vis the only possibility to achieve a satisfactorgitch. The fact that in
the pedestal region the ¥s not a good description is also shown sincehiggé@ values
there provide too lowdn
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Figure 6.9 Example of radial gprofiles from SOLPS by using different values of v
(while keeping flat B ~ 0.1 mM.s%) ). The reference case #27722 is the one shown in
Fig.6.7 which fits the experimentale iwell. It appears that also the profiles withy v
decreasing towards the outer wall as indicated fronmeasurements and ESEL
simulations shown irFig.6.8 would lead to satisfactory match with experimemal
However, from #29767, #29766 and #29773 it is cthat only a rising profile of ycan
lead to the agreement with experimental profiles.

6.1.4.3. Targets

So far only the upstream profiles were of inter@sd in the following part the
target profiles will be analyzed in details. Twogle Langmuir probe (LP) arrays with
sampling rate 100 kHz provide good coverage oftedactemperature ¢J electron
density, B and ion flux density,si;at inner and outer targets (see section 5.2.1)inQur
this particular simulated discharge #26730 the gsolvere operated in fixed negative
bias mode, generating,j on a fast timescale. In further, identical disges; pre-
programmed outer divertor strike point sweeps imjwaction with both voltage
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sweeping and constant bias modes, allowed pradfesn flux, n. and T with higher
spatial resolution to be generated. Outer targat thex profiles are deduced from the tile
surface temperature using the vertically viewinigared (IR) thermography system with
time resolution 20 ms (see section 5.2.1).

It is important to note that SOLPS5.0 computesflilnees across cell surfaces but
ne and T at cell centres. For this reason the simulatgavhich is compared here with
experiment is not the particle flux which is an mut of the code, but calculated
according to the formula Eq.5.3 with the valuegfT, and T are taken at the targets
(the poloidal cell just before the last guard céllprmally the output from SOLPS ang;j
calculated like this should have approximately Hane values. However, if strong
poloidal gradients appear at the last cell surfélse, SOLPS flux there can be quite
overestimated. After quite extensive analysis @ th the simulations presented here it
was concluded that the best valuessgftp be compared with the experiment are those
estimated according Eq.5221].
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Figure 6.10. The profiles of ¢, Te and n at inner (left) and outer target (right) from
SOLPS simulation obtained using the “diffusive aygmh” (black circles) and LP (red
dots). Probe data at the outer target are obtaimknling an outer divertor leg sweep
(#31838) with an exception of thg; points marked with blue dotted line, which result
from a coherently averaged ELM (“coavelm”) in a semte discharge without strike
point sweeping. They act as a cross-check of tleptstata.
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Fig. 6.10 presents the measured inner and outer divertgetigr; ne and Te
profiles compared with the simulation for the upatn match obtained according to the
“diffusive approach” shown iifrig. 6.3 At the outer target the experimental parallel ion
fluxes have been obtained both from fast voltageepnof the probes as the divertor leg
itself is swept across the target during the stealdyling phase and by extracting the
pre-ELM 4 value obtained from coherent averaging (followting technique reported in
[177]) on a probe by probe basis for a case wighaihter strike point fixed in time (in a
separate, identical discharge). The two technigueside similar profiles, though the
divertor leg sweep clearly has the advantage @rioif)y higher spatial resolution. It does
this, however, at the price of averaging over théEpeaks, which occur on a much
faster timescale than the voltage sweep frequdbata at the inner target are of lower
qguality — floating potentials of the inner targe®,Lespecially in the strike point region,
are very negative (due to the presence of stroegmibelectric currents [177]) and
insufficient bias potential often makes it difficth extract T reliably, particularly during
ELMing phases.

With the same radial ansatz of transport coeflitse(as inFig.6.3) applied
everywhere in the SOL of the SOLPS grid, far wargeeement with experiment than
upstream is obtained at the divertor targets, whereexample, the code overestimates
the experimental data of,jby factor of 3. Apart from the effects of fluidiftis (not yet
included in the simulations), one obvious explaratare the differences between the
main SOL and divertor cross-field transport rafHsis has been tested by inclusion of
poloidal variation of the transport coefficientscButhat the transport is specified
differently in the main chamber SOL and divertogioms and it was confirmed that
poloidal variation of transport coefficients is llganecessary. This is extremely
important in TCV, where the unconventional diverg@ometry, particularly the outer
leg, means that care must be taken in presenckeo$teep H-mode barriers to tailor
differently the transport in this region comparedithwcore. This refinement of the
poloidal distribution of transport coefficients wagplied by ‘switching off’ the transport
barrier in the divertor regions and setting incesqadixed values of B xp in divertor
SOL and private flux regions (PFR). Removing the ifBhe divertor legs by keeping
Dp, Xo constant at the same values as those in the d¢diee computational domain,
leads to significant improvement. However it sholld noted that the satisfactory
simulation experiment match as presented=@n6.10 hasonly been possibley both
“switching off” the transport barrier in the divertregions and increasing setting values
of Dy andXgie in the divertor to 6 s (cf. D =1 nfs! andXe = 6 nfs* in the main
chamber SOL -Fig.6.3. As can be seen from the model profile widthghat outer
target, the PFR transport should probably be deerkdo steepen the profile there.
Fig.6.11 compiles the result of the sensitivity study wdtferent values of radially
constant transport coefficients in the divertoisleg

The effects of the ballooning and rescaling trangport levels in the divertor
SOL vs. PFR regions have been studied and it wasluwded that none of them show
remarkable differences in the target profiles dretdfore they have not been used in the
simulations.

The poloidal variation of the transport coeffidiprovides a satisfactory match
between experiment and simulation at the targetsngthat drift effects (which are of
course always present in experiment) might be e@rgeo provide a further correction to
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the non-drift code runs. In this sense, it is sotrevartificial to seek too close a match.
Drifts very likely are playing a role in TCV, bubé situation is complicated by the
unconventional divertor geometry combining a staord long divertor leg. In reversed
By (the case considered here), observations madelsse (e.g. on the JET [222] and
Alcator C-Mod [223] tend to find that although at the inner usually stays lower than at
the outer, the difference is significantly reduaednpared with forward 8 where T is
always much higher at the outer target. This $® alf course due to toroidal geometry
which automatically ensures that more power flowshe outer SOL whatever the field
direction.
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Figure 6.11. Profiles of j,; 0n inner and outer target with different anomalatesport
coefficients D, xin the divertor legs. The lower blue curves cop@l to the case with
radial transport barrier (as plotted orrig.6.3) everywhere poloidally including the
divertor legs. All the other profiles are with flesdial profiles of D, x in the divertor
legs. With increasing values of transport coeffitéethe §,; values decrease.

In TCV, the experimental data i#rig.6.10 indicate a hotter inner divertor in
reversed B a consequence both of the effect of drifts ardsthort inner divertor leg. In
the strike point regions, the code matches reaspndie inner target d and
overestimates that at the outer by about a fadter The modelled densities are also in
reasonable agreement with data at both targesit alightly underestimated at the outer
target due principally to the higher simulated TThe experimental density is computed
assuming T= T, (since no measurements gfafe available there), but the code indicates
that this is a reasonable approximation. Switclongdrifts would very likely decrease
the predicted outer target. but have only a small effect at the inner tardet the
geometrical reasons mentioned above). The reasogaold match at the inner target
may in fact indicate that the short divertor legiant dominates over any drift effect. In
fact, recent experimental observations of forwagdoBmic H-modes at TCV, albeit at
lower current (} = 330 kA) than the discharge considered here dicate the importance
of drift effects by showing that the experimentater target Tin this shot is increased
by almost a factor of 2 over the values of the dasREV field #26730 shown here
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(Fig.6.10, which would match these drift-free SOLPS simolas. Furthermore, the
reversed field discharge simulated here has narrdiwe expansion and hence higher
power load at outer target (highey).T
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Figure 6.12. The profiles of perpendicular power fluxes & inner (upper) and outer

(lower) targets from SOLPS “diffusive” case (blackcles) with data derived from

target LP (red points) shown also averaged (gree@angles). Blue line represents data
derived from IR camera measurements of surfacedmatye at outer target.

Fig. 6.12 compares simulated perpendicular target powerefiuR, with data

derived from the target Langmuir probes according§d.5.4 and at the outer target only,
from IR camera measurements of surface temperéam which power flux densities
are derived using the THEODOR code [187]). A shéaiht transmission coefficient pf
= 7.5 has been assumed for the calculatio?.ofrom LP data (guided by the study on

TCV reported in [186]), but comparison with the piRofile shows that slightly higher
values would be more appropriate in this case. SOd&a superimposed on these LP
and IR experimental data Fig.6.12 are calculated in the code as it will be described
later (section 6.1.5.4). Due principally to the m@stimate of target  SOLPS5
overestimates the outer target power (~ factor, 24) is only a factor 1.3 above the
measured IR profile and slightly underestimatesiiner target values. Frofig.6.12it
appears that conducted power is found quite synicadyr at both targets in this
configuration. However, the profiles are mapped tbe midplane and in SOLPS
simulations the inner target surface is larger thater target surface (sé€g.6.1) and
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thus integrating the power under the profile§ig. 6.12at the targets themselves shows
that the inner target is slightly favoured in terofisdeposited power (see section 6.1.4.4).

The same ansatz of transport coefficients has bg@plied to the divertor legs in
all three cases discussed above (Diffusive, Conxgettand Il), and the target data from
the simulations performed with “convective appraschand II” are very similar to those
shown orFig. 6.10

6.1.4.4. Energy analysis

Energy balance of steady state of simulated TiigeLIMing H-mode is analysed
in this section.
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Figure 6.13. Left upper SOLPS powers crossing the boundaries, Left lowertal
radiated power as a sum from the grid regions. Rigpper: SOLPS radiated powers
from photons (B2.5) plotted as positive and fromtrads (EIRENE) plotted as negative
(only for the clarity), Right lower:Electron cooling rate vs. power radiated from
impurities (B2.5)

Fig 6.13 left shows the power crossing the boundaries of the SOfRd
including the core (inner) boundary, outer bound@wglls), and both inner and outer
divertor target boundaries. The power crossing reg¢pa is also included. The
contributions to the radiated power are compiledrion 6.13 left lowerand Fig. 6.13
right upper, where both contributions from photons and neuataims are plotted
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separately. The electron cooling rates comparabegower radiated from impurities in
B2.5 are depicted irFig.6.13 right lower. The power crossing the core boundary
corresponds to the grid input power given to theecas an input parametegobrs- 400
KW. As it is seen oifrig.6.13 left the smallest contribution to this power comesfithe
power deposited on the walls (~ 20 kW) and largest, more than 80%, is deposited on
the targets (~ 310 kW), as would be expected.dukhbe, however, noted that since the
grid does not cover the whole plasma volume uméowalls, all of this power crossing
the outer boundary of the grid does not have todmessarily deposited on the walls. The
rest, about 20%, is lost by radiation (~90 kW).
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Figure 6.14. Left: Radiated power during pre-ELM phase of #26730 fréoi
bolometers. Lines indicate the approximate extdritledSOLPS grid.

Right: Superimposed areas corresponding to the radiagéréxbf the simulation grid
where the radiation have been calculated usingCHtresponding radiated powers are
indicted as light blue ~ 50 kW coming from SOLudahg divertor legs, and in magenta
~ 30 kW was radiated from core part of grid. Sugglby B.Tal, Hungarian association
(HAS).

While higher power is deposited on the inner taogenpared to outer in SOLPS
(Pinper/Pout per=1.38), the situation with radiation is oppositég.6.13 left lower
shows the radiated power from the different regiohshe grid and distinguished for
photons and neutrals (the total radiated powetsis imcluded). The contributions from
B2 (photons) and EIRENE (neutrals) are about tineesavhile more than twice as much
power is radiated at outer divertor compared to itiveer divertor. About the same
amount of power is radiated from short inner diektolume as from the SOL and core
regions. Even if the tomographic inversion of cltabrcadiation measureme from foil
bolometers (se€ig 6.14 lef) shows the strongest radiation zone to be locatdde X-
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point (and hence in the inner target vicinity), anast take into account the uncertainty
of Tl and much lower spatial resolution of bolormetameras compared to the SOLPS
simulations. Moreover the radiation powers are fri@26730 for which (as mentioned
above) the data of inferior quality (compared t@#23) have been obtained and the set
of the chords acquiring the signals during thiglkigsge was rather incomplete. Therefore
one should take these data only as an indicationFiy. 6.14 right the areas
corresponding to the radial extent of the SOLPSukition grid are superimposed on this
experimental data distinguishing between SOL anmd part where Tl is to be applied to
calculate radiation. Since the foil bolometers seasitive to both photons and neutrals
this experimental data are to be compared with tatiation from SOLPS including the
contributions from both B2.5 and EIRENE. The pdréxperimental radiation within the
limits of the grid is ~80 kW, to be compared wittetvalue from SOLPS ~ 90 kw. Of
this ~80kW the fraction ~30 kW coming from the cpeet highlighted orfrig.6.14 right

is slightly less compared to SOLPS power radiatetthé core ~ 20 kW. The SOL part in
the same figure including the divertor legs radiaté0 kW in experiment a little bit less
than the code-predicted value of ~ 65 kW.

014 0:6 018 1 1:2
time [s]
Figure 6.15. Radiated power from foil bolometers in differengicss of the plasma in
discharge #20703. “IN” stands for inside the sepairg “OUT” stands for outside the
separatrix, “BELOW” and “ABOVE” means the radiatiobelow and above the main
plasma. “IN” stands for inside the separatrix, “OUBtands for outside the separatrix,
“BELOW” and “ABOVE” means the radiation below and@ave the main plasma. One
can also assume that P(IN)=P(CORE); P(OUT)-P(BELG®()nner divertor);
P(BELOW)~P(OQuter divertor).

Fig 6.15shows the total radiated power from #20703 (foicWwhbolometry data is
of better quality than that for the discharge saed here (corresponding to #26730),
even if the radiation levels are slightly highei} separated into components
corresponding to areas below X-point, above thenrplasma and inside and outside of
the separatrix. Here, again one can see that thatien below X-point represents quite
an important fraction of total radiated power ~ B&/, what is in quite reasonable
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agreement with ~ 30kW from outer divertor leg in L3, taking into account the
difference between the two discharges.

6.1.5. Simulation of Type III ELM at TCV

A typical Type Il ohmic ELMing H-mode at TCV (sd€g. 6.2 has a stored
energy of Wiasma~25 kJ with v ~ 200 Hz andAWe m/Wpiasma ~1-2%, so that each
ELM exhausts a few 100 J. Regarding the magnitfdarget power fluxes etc., such
these ELMs cannot be compared with the more comynstoidied larger Type | ELM
events seen on bigger machines, but their behawdahbrrespect to transport in the SOL
and interactions with the targets appears to bédasinThe smaller ELM size, associated
with a generally higher pedestal collisionality €s€able 3.1) might also be more
appropriate to a fluid type of treatment, suchted tsed here with the SOLPS5 suite.
The comparisons with the PiC simulations (see @edil.5.6) will show, however, that
even for these smaller ELMs, they are sufficiekthetic for the fluid treatment to fail in
some respects.

As for the pre-ELM simulations described in theyous section, the emphasis
on the time dependent modelling to be treated ia #ection will be on matching
upstream Thomson Scattering (TS) measurementseofl¢hand nr profile evolution
during the ELM cycle and comparing with particlexiés at the outer divertor target from
Langmuir probe and IR power flux measurements enBbM timescale. Unfortunately
since not all required diagnostics are availablhatequired time resolution in any given
shot, signals from several discharges have aga&n bembined for comparisons with the
simulations. The target data from discharge #26¥&80been used to simulate the inter-
ELM pedestal and SOL plasma (see section 6.5.hgusbherently averaged upstream
core and edge TS data. In this section where te-tiependent data on the fast scale are
required, the TS data from the very similar disgka#26393 is used to benefit from the
fast consecutive pulsing of the TS lasers whiclovadl two pedestal profiles to be
measured in quick succession (~ 1 ms) during theedal M (see [174]).

6.1.5.1. Time dependent phenomena in SOLPS5.0

When modelling any time-dependent phenomenonithestale of the modelled
event is an important factor. In the tokamak plasthraescales range from a few
microseconds to a few seconds. If one is interastatmulating an event with relatively
long timescale, it often makes sense to use melsmady state snapshots. However, for
fast phenomena like ELMs, time dependent modellngequired. In fact the complete
ELM event contains different timescales, whereft#stest is of order ~ 1jis and longest
of order of 10s or even 100s of ms, correspondmgetaxation between two ELM
events. As indicated ifab.6.2. for the analysis of the effect of the ELM on SOtda
divertor properties with SOLPS code, the severdfletint time-scales have to be
considered and it is clear that not only plasmadlst neutrals must be treated time-
dependently [17].
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Underlying ELM perturbation 10-100us
Enhanced transport 0.1-1 mg
Parallel transport of fast tail electrons 1-10ps
Parallel transport of ions 0.1-1 ms
Flight time of neutral atoms 0.1 ms
Flight time of neutral molecules 1-10 ms
Period of ELM repetition 1-1000 ms

Table 6.2. Timescales associated with ELM modelling

6.1.5.2. ELM model with SOLPS5.0

Many features of ELMs are captured by existingotige although some of the
observations indicate the need for additional idgnets in these models. Most of the
models of ELM cycle are spatially local. Fully tirdependent and spatially resolved
simulations (as in [85]) are necessary to desdtibecomplex ELM phenomenon. It has
now been established through measurements on rakagnaks, including TCV, that the
ELM is a filamentary plasma structure expelled idally asymmetrically from the edge
barrier region, localised in the outboard midplaggion of the poloidal cross-section and
probably rotating in the SOL plasma (see chaptefTBgre is currently no convincing
ELM model describing how energy released from tiigeepedestal is transferred to the
divertor targets. It is likely, though not yet pesy that the mechanism involves a
magnetic reconnection process by which hot pedesisina on closed field lines can
reach the targets via parallel transport.

The complexity of the ELM transport cannot yetdaptured in a code package
such as SOLPS5 so an approximate ansatz (invokedogl[172,211,224-225]) is used
in which the ELM is simulated by simple enhancementr a short timescale, of the
radial transport in the edge. This is performeddpeatedly (at frequency,fs) elevating
the values of transport coefficients of diffusiondéor convection from the pre-ELM,
steady state values (~ 0.1-f.g1) to much higher ELM values (1-10°s%). The second
important constraint is the measured valueAW g y. In addition to these two key
parameters fm, AWgLm) the other inputs required for the time depend@nulation are
listed before and will be discussed in more ddialbw. All these other parameters are
“free” or “semi-free”, as they can be approximatelstimated from the measurements
while making assumptions and choices in order ttainbthe closest match with
experiment.

» Duration of enhanced transpog;m

» Radial extent of enhanced transport

» Poloidal extent of the increased transport

« Form of the poloidal function applied on the pobldidegion with enhanced
transport

 Ansatz of the ELM model — diffusive (increase of;,Dy,) or convective

(increase of v)
« Magnitude of the enhanced transport
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As indicated schematically fig. 6.16 the ELM cycle, from the point of view of
the time dependent simulations, can be divided &iotervals. The first corresponds to
the steady state and is referred to as pre-ELMeyhakich has been discussed at length
in the previous section. The second part is theMHise time”, £.v, (corresponding
roughly to the experimentally observed time oveichhthe associated MHD activity is
high or the interval over which target recyclingiesion or power fluxes rise). During
this period in the simulations, the transport doedfts are increased radically in SOLPS
to simulate the ELM. The third part of the ELM oga$ so-called “post-ELM time”, and
normally corresponds to the time of relaxationhef solution until the next ELM event is
experimentally seen or until the solution convergask to the pre-ELM state. In this part
of simulation the transport coefficients are sebéoidentical to those used for the pre-
ELM phase.
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Figure 6.16. Schematic description of the ELM cycle using thee tdependence of the
response of recycling emission to illustrate dmisiinto three intervals for the ELM

simulation; here the result of coherent averagingnf many ELM events inside of the
discharge # 26730 is shown from whichAmt ~10Qis has been estimated for the
simulation in the section 6.5.1.5.

If the ELM is considered as a Type | event assediavith ideal ballooning
instability, the event starts as soon as pressadient reaches the critical valogi; and
the transport in the unstable region enhances. Hihts of transport avalanche stops at
the radial position where the pressure gradientilpréalls below o, which actually
determines the so-called ELM-affected area an@es |s the region with collapsed TB
in the radial pressure profiles (as indicated Fig.6.17). Normally, an attempt to
estimate this radial extent is made from the comparof the pre-ELM and ELM (or
after ELM peak) upstream profiles of T and n, g4k are available.

Another free parameter used in this work is theigall extent of the region with
enhanced transport coefficients during the ELM.dance in this area is relatively poor
and only a few indirect experimental indicationssexAs shown in chapter 3, however,
the ELM is known to have strong ballooning natunel #hus the transport coefficient
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enhancement is expected to occur primarily in tb#ba@ard midplane region. This is
therefore the region in which the transport coedfits are enhanced in the simulations.
Since the transport coefficients are normally apyplied in a poloidally uniform sense in
SOLPSS5 (as in earlier attempts to simulate ELMsthen JET tokamak with the same
code [172]), it has been necessary to include iétyaby which the poloidal distribution
of the increase may be modified.
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Figure 6.17. Sketch of pressure gradient (top) and pressurdétgbg for Type | ELM
(extracted from [17]). The region marked “unstalalene” represents the ELM-affected
area which is used in the simulation as indicatiointhe radial extent over which
transport coefficients should be enhanced.

A number of different variants have been tried foe form of the poloidal
function describing this distribution. The most litec and perhaps physically more
natural is a smooth Gaussian or cosinus-like slzequenot the step-like function with
large, unphysical poloidal gradients of the tramspoefficients. An option, enabling
different types of poloidal variations (e.g. stapGaussian functions) to be specified in
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chosen localised regions (e.g. the Low Field Sidals implemented to the local version
of the code for the purposes of the ELM simulatianthin this thesis. Moreover, new
options have also been added to the code by DmBofinin (LMHP, CNRS-UPR),
enabling changes to be made to the transport caaffs during the ELM even more
easily. It is now possible not only to simply mplyi the transport coefficients in the
selected poloidal region, but also to use the wifie radial profile shapes in different
poloidal locations. A facility has also been addgdwhich a Gaussian function can be
used as poloidal multiplier.

Divertor legs

Main SOL 06

1 D,
0.5 04+

02

No TB ELM

=

| [r— M /—-
i | /preelm
¢l

“,\{\ Divertor legs core pedestal wall

5
/ 04
_—\
\/ o8}
v, |

08 I 1 I
-01 -0.05 0 0.05 06 08 1 12

Figure 6.18. Schematics of the possible variations of the anousaltransport

coefficients in space and time in SOLPS ELM sinunat Left: Examples of radial

profiles of D, x»and v applied differently in regions of main SOL andtwe divertor

legs as depicted in the middle figure of the sitmtagrid. In addition on LFS the
example of poloidal extent from which ELM can benthed with the possible
schematically drawn shape of the increased transpoefficients._Right:Example

possible variations of the radial profile of theefficients during the ELM over the
poloidal extent on the LFS shown in middle figure.

The various possibilities for the radial and poddigtariations of the coefficients
during the time-dependent simulations are showrerselically in Fig. 6.18 When
simulating the time-dependent ELM event three fansinput files with the radial
profiles of the anomalous transport coefficients, {Q, ,vo) for all the species are created
for pre-ELM, ELM and post-ELM phases of the simigdat There is a possibility to
choose the regions in the grid (most often the rtivdegs) where these radial profiles
will not be used. In these regions, a separatetififguis used to impose radially flat
transport coefficient profiles. In the transporpum file for the ELM part of the simulation
either the multiplication factors of the pre-ELM etficients (specified in pre-ELM
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transport input file), or completely new radial files for the ELM can be specified with
the poloidal extent where they are to be appliedrédver another arrays of the radial
profiles of transport coefficients which should dggplied elsewhere (outside of the ELM
poloidal extent) can be specified during the ELNMheowise they would be the same as in
pre-ELM part of the simulation.

Within the poloidal extent of the ELM, the transpooefficients from the ELM
transport input file can be increased by a factdr+G, where G is a Gaussian profile in
the poloidal direction of amplitude S, where S esents the scaling strength. The profile
has a decay length of about 1/3 of the interval ewdch the scaling is to be done [139].
The time when ELM starts and finishes is also chpserresponding to the time when
these increased coefficients are applied. If migtipLMs are simulated, the period after
which the new ELM should start is also specified.

Another free parameter is the magnitude of the mecdth transport. Once the
ansatz of the anomalous transport coefficientsetnbreased (see the discussion later —
section 6.1.5.3) together with all the above déscdiparameters has been chosen, the
increased values of the transport coefficientsrduthe ELM are systematically adjusted
to match the observed loss of energy and partieled the upstream and target
experimental profiles during the ELM, if available.

6.1.5.3. Diffusive vs. convective approach

The encouraging overall model-experiment agreermoétdined for the steady-
state, inter-ELM phase has provided a good basithBomore complex, time dependent
modelling of the Type Il ELM event itself. Some tife basic ELM input parameters
obtained from experiment (#26730) are listedab.3.1. In common with the pre-ELM
code runs and as described below, this ELM has Isgenlated according to both
diffusive and convective approaches. The simulatiosing the first approach were
presented at the B4European Physics Society Conference in Warsawarlo(EPS
2007) and are published in [226].

From experiment, a coherent average of the stemelgy derived from a
diamagnetic loop over 40 similar ELMs during thatisinary phase of the discharge
yieldsAWg v ~ 600 J (2.5% of total plasma stored energy). Useeof coherent averages
IS mandatory in this case given that the ELM issowll for the energy drop per ELM to
be clearly distinguished. For the ELM duration, aue of £,y ~ 100us is estimated
from the phase of turbulent activity on Mirnov &olbcated on the outboard midplane
wall (seeFig.6.34. Unless stated otherwise, the settings for thaukitions, including
the basic input parameterssdbes ni™, heat flux limiters, recycling coefficients,
chemical sputtering yield etc. are maintained aghe pre-ELM simulation (see section
6.1.2).

Time-dependent ELM simulations require the Mon#l€ neutral code
(EIRENE) to be run with time stepAt equivalent to those of the fluid code (B2.5) to
avoid artificial compression of the neutral timdscf208]. Here At = 10° s has been
chosen, providing 100 points during the ELM. To ibegith, only a single ELM cycle
has been simulated, covering a total time of g80with 100us before and 20(s after
This has been later extended to several (~10) catise ELM events.

124



- - preELM SOLPS

4r--T= --- preELM TS
- ELM SOLPS

- afterELM TS

W
T

ne [1019 m~3]
N

-t
T

~ao
_______

S s
| I ~ .
T

3 - preELM SOLPS

300F ~~ < -= preELM TS i
~~~~~ - ELM SOLPS

250F ==~ - afterELM TS

~
~ - o
-

-

3. 200
P 150
100|
50/

_______

.

Il
D preELM

e o > >

1
T T ¥ T
x preELM ' '
x ELM : - S

10 ¢ S X BB IHREREE : Jocade E
-15 -10 -5 .0 5 10 15
r—rsep midplane [mm)]

Figure 6.19 Top and middleupstream g T profiles from TS (#26393) measured before
and after a Type Ill ELM (TS data extracted fron74]), SOLPS simulated with the
“diffusive approach”.

Lower: transport coefficients B y»iused in SOLPS for the pre-ELM and ELM.

Two approaches exist in SOLPS to simulate the EENher as an instantaneous
local increase in the transport coefficients fortipkes and heat (B x,), or as an

increase in outward convective velocity. vin previous attempts which have been made
to simulate the ELM event with fluid codes publighé the literature (mostly
successfully compared with experimental measureshdt2,211,225,227-229], only
radial particle diffusion and radial heat conductemefficients were increased during the
ELM, setting the radial convective velocity to zeroThis “diffusive” approach is
therefore the first which was attempted here, immmn with the pre-ELM simulations.
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However, the second, more challenging case of ase v (referred to as “convective

approach”) is likely to be a more realistic destoip of the ELM event, at least in the
rather crude manner with which SOLPSS5 is ablerwiate it. The justification of this is

the same which is used in section 6.1.4.2 for tomvective approach’ to simulate the
pre-ELM steady state.

/\ D, yx [m2sT]
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Figure 6.20. Poloidal profiles of Iy and x at the separatrix during the phase of the
ELM enhanced transport. The left top inset shoves ghloidal extent where ELM is
launched.

To estimate the required magnitude of the increéagbe transport coefficients,
approximate radial transport equations were sok&slming energy flow during, i
over a separatrix surface area of plasmauAAssuming no velocity pinch term{¥ 0)
andx, =X;, this may be expressed approximately as

AW,y =_nXDd_T_§TDD@ (6.3.)
2t wAE d 2 dr

For approximate values of n, T and their radialdgrats at the start of the ELM, this
expression can be used to pick a combination oad X, which roughly satisfies the

experimentally measureWe v for given Ay and g v. These values then determine
approximately the required increase in transportffaments to be applied in the
simulation to match the ELM energy loss. This canulsed as a starting point and the
values later refined once a time dependent casddms run and simulated profiles are
available for comparison with experimental data. é&wample of this data is shown in
Fig. 6.19The experimental TS profiles show a larger dropeithan T at the pedestal
top (a feature which is even more pronounced incibigerently averaged TS profiles
shown in [174]), indicating that this ELM is morenvective than conductive (i.e. that
<Te pedDNe ped€Xceeds ghe@ATepedin the contribution tdAWeg ). For this reason
has been increased more during the ELM than in the simulation. In fact, Bis
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increased everywhere by 100 times, wjth,; being increased mostly in the pedestal
region (by a factor 10) and only by ~ factor 2 e tSOL. In addition to the magnitude
increase, the shape of the Bndyce,; profiles must also be modified compared with the
pre-ELM values to account for the collapse of tligee transport barrier (ETB) and
provide the best match to TS and target LP data.
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Figure 6.21. 2D profiles of g Te and Dy x; during the ELM cycle as s function on time
and radial position.

Several time dependent simulations have been peetbivarying both the radial
and poloidal profile of the transport coefficieisring the ELM event. Analysis testing
different poloidal extents and the Gaussian scaditngngths (S) found one of the best
results (in terms of agreement with experimentalilts) for an area of Ay~1.5 nf,
corresponding to the poloidal extent in the SOLH& fyom cell number ix 31 to 37, and
for a Gaussian poloidal distribution centred ondhéside midplane with S=5. The result
of this exercise are the transport coefficient igefshown inFig. 6.20and an expelled
energy of 690 J, reasonably close to the experitigribserved value.

The profiles of midplane .n Te and corresponding transport coefficients D
andy ,as a function of time and radial position are showfig.6.21for the whole ELM
cycle. One can clearly identify the recovery phafier the ELM enhanced transport
coefficients are switched off.
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Since the ELM is known to propagate in filamentsl éme radial velocity have
been measured at TCV, the ELM radial transporeiseb approximated as a convective
event for which v in the SOL increases during #. The results of the analysis of ELM
events at TCV are shown d&tg.6.22 left. The value of radial velocity of ELMs in the
TCV SOL ~ 1+ 0.2 km.§" has been estimated from the difference of thé stahe ELM
events measured by the RCP and AXUV camera [109].
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Figure 6.22. Left: The radial velocity measured in SOL of the TC¥lthsges using RCP
probes and AXUV camera. The difference betweerclid start time from these two
diagnostics is plotted against the wall positioRsom the slope of the profile the values
~1km.§ can be deduced. Supplied by R.Tye, extracted ft@9]. Right: The radial
velocity of ELM filaments on ASDEX-Upgrade detegdimnising time of flight from the
start of the ELM as a function of distance from ISCExtracted from [107].

In similar fashion tdrig. 6.19 the results of the simulations using this appnoac
are compiled irFig.6.23 Sensitivity to the poloidal extent and amplituadéhe enhanced
transport have again been conducted. As for theisive approach, it is possible to
obtain very reasonable agreement with experimemistream TS profiles and the energy
expelled during the ELMAWEg m ~ 600 J). Obviously, larger poloidal extent reqsir
smaller S and vice versa. Therefore as showRigi®.23there is no unique solution and
several different ansatzes give the acceptableeaget with experimental profiles.
However, it is possible to be guided by “reasoriablalues of v obtained from
experiment. Nevertheless it should be noted thatstmpe of thevradial profile is
approximately the same in all the cases depictdeign6.23

As a first approximation, thejvo be used in the simulation was estimated as a
fraction of the measuredyveflecting the fact that the SOL volume is not tommously
populated by the filaments. The fraction of the S@ilume occupied by the filaments
was estimated at ~ 50-200% (assuming the widthro@ilar cross-section of filament ~
1-2 cm (as estimated from Fig.1 in [107]) and numbikefilaments n ~ 10-20). This
yields an estimated-vat the separatrix of ~ 500-2000 th(she range encompassed by
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the experimental ¥~1000m.8). The selection of possible “optimal’;vadial profiles
offered inFig.6.23 indicates that depending on the poloidal exterapyflied enhanced
transport the code requires risingwith values near the separatrix in range of 5008200
m/s to fit the experimentally observed upstreanfilgoreasonably well.
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Figure 6.23 Upstream g Te profiles from TS (#26393) measured before (bleashdd
line) and after ELM (red dashed line) and SOLPSuited by “convective approach”
and radial velocity w used in SOLPS for pre-ELM and ELM. Different cative
ansatzes are depicted showing that it is possiblebtain agreement with experimental
upstream profiles and an energy of ELAMVe v ~600 J using different poloidal extent
and scaling of Gaussian poloidal function S.

The experimental data available together with tingpkcity of the model (containing

several free paramateres) do not allow the proliteime properly constrained. Without
more poloidally distributed measurements of thaalaprofiles (R,Te) or more precise

measurements of the radial velocity Wself, it is very difficult, even impossible, to
identify one solution as a “best choice”.
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Figure 6.24 Upstream g T, profiles during ELM simulated by SOLPS using “cectwe
approach” with different profiles of radial velogitv; but with the same poloidal extent
and Gaussian scaling strength S as in the “refeecmase” (black squares). The
reference case here does not mean the best fitthdtlexperimental data, but the one
from the options shown dfig.6.23 with the same free parameters (poloidal extengsS)
those used in other cases on this figure.

Fig. 6.24 compiles the profiles of snand & obtained from simulations with
different shapes of theyy (including the flat or step-like ansatz with zefginside the
separatrix and constamt; in SOL like approach used in [103]). It appearst ttiee
reasonable agreement with experiment can be obtang with vy gradually rising
near the separatrix in the radial extent approx@gatorresponding to the extent
representing the width of the pedestal of th@nofiles (as for example estimated by TS
fitting on Fig.6.3). This is in agreement with the observation désctiin Chapter 3 and
observations of [107] where acceleration of filatsseat ASDEX-Upgrade as seen on
Fig.6.22 right is reported. However, even though the simulatioF®orted here are
consistent with acceleration, the observations ld¥ Hilaments to decelerate or move
with constant velocity have been also reportedr(@stioned in chapter 3).
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6.1.5.4. Simulations of targets

In this section, the focus will be on the targedfites during the ELM cycleFig.
6.25shows simulated ELM and pre-ELM target profilegsaf Te and R. computed using
the diffusive approach, for which the upstream mmatdith experiment is shown in
Fig.6.19 The SOLPSj; data are compared with the coherently averageddt® (40
ELMs between t = 0.6 and 0.8 s). Measurements céré not possible on the ELM
timescale with the single Langmuir probes embeddetie target and so only SOLPS5
results are shown in this case. The same reasapjpiges for the experimental.n
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Figure 6.25. Pre-ELM (black) and ELM (red) target profiles qfsj Te and n from
SOLPSS5 simulation #25511 using the “diffusive appid. The top panels show thgj
profiles from coherent averaging of LP experimeniala for both pre-ELM and ELM.
Full lines represent the averaged data.

Agreement with experimental particle fluxes ig fai magnitude (~ factor 2) and
good in profile shape. The peak target electrorptatures irFig.6.25are high, similar
to the upstream midplane separatrix values {8g66.39 and considerably higher (~
factor 3) than the very approximate estimates mad@77] on the basis of coherent
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averaging and combination of LP signals (B&g 6.26. In contrast, as seenkig. 6.27,

the simulated target profiles of ion flux broademidg the ELM cycle in much the same
way as reported experimentally (see Fig.17 in [L7[X] appears that the profiles are
steeper during rise time of the ELM and broadehatELM peak and relaxation phase.
This is observed on both LP and SOLPS data.
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Figure 6.26. Measured ¢ and estimated < 10|

Ne, Te,P7 Near the outer target strike poin'j of
computed using the coherent ELN ‘\\L
averages over the period 0.5-0.8s of tt o £ N -
TCV pulse #20493 (close repetition t P s MARIRS (]
#26730). Data for two probes #6 (red fulFigure 6.27. Centre:Profiles of outer
lines) and #7(blue dashed lines), nearest target k. from #26730 obtained using the
the outer strike point in the common flugoherent averaging over the period 0.6-
region are shown. The derived paramete@s8s, encompassing 40 ELMs. Each profile
are obtained by combining coherent signat®rresponds to a single time in the time-
from separate similar discharges. Extractedependent trace ofy from the LP closest
from [177]. to the outer target strike point (left upper).
Lower: Corresponding SOLP&,jprofiles
at the outer target.
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Using data from the floor viewing fast IR camehade SOLPS5 results can be
compared also in terms of energy flux. Since noaranmeasurements are available for
the reference discharge modelled here (#26730),ddta from a slightly different
discharge #35036 (very similar to #26730 - seectiraparison shown ifig. 6.31) are
used. Fig. 6.28compares experiment and simulation.
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Figure 6.28. Pre-ELM (black) and ELM peak (red) target profilet P; from SOLPS
(full lines). At the outer target the simulationseacompared with the profiles from
vertical viewing IR camera from #35036 (dashedd)ne

As seen irFig. 6.28the agreement between IR measurements and SOLR&5 po
flux densities on the outer target in terms botralb$olute magnitude and shape of the
target profile is excellent. Moreover the resultsoamatch the estimated; From LP
measurements shown kig.6.26 although the ELMs in the two cases (for the dasghs
considered in [177] and those in pulse number #2573

The SOLPS5 power flux profiles iRig. 6.28 have been obtained as an output
from the code while assuming the sheath heat trissgn coefficients as explained in
section 6.1.2, while thge is given by expression Eq.6.1 wifa =2 andy; = 3.5.
Contributions to the power flux come from electranss and recombination at the target
surface as expressed by Eq.2.62-2.64 (detailswfthese are derived have been given in
chapter 2.) The ionic quantities are, of coursenraed over all ion species included in
the simulation and geometric factors are includedid(line impact angles). As illustrated
in Fig. 6.29 the contribution from recombination is quite shzald the same applies for
the impurities. This is consistent with hot edgaspha.
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Figure 6.29. Outer target profiles of P from SOLPS at the ELM peak with the
contributions of electrons and ions. The differeheeveen black solid and black dashed
lines corresponds to the contribution of recombimat Note, that the ratio of the
contributions from electrons and ions will be dissed later in section 6.1.5.6)

The IR measured power flux naturally comprisesoélthe various contributions listed
above (see section 5.2.1).

Fig. 6.30compares simulated target profiles &f ne, Te and power flux density
Py at the ELM peak derived from code runs employihg tiffusive and convective
ansatz for the ELM radial transport (the correspagdipstream profiles for the latter are
shown inFig. 6.23 There is essentially no difference at the tafgethe two cases.
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Figure 6.30. Target profiles of ELM peakg, Te, ne and Py from SOLPS simulations with
different ansatzes for the ELM radial transport.eTprofiles obtained using “diffusive
approach” (black lines) correspond to the upstreamofiles shown orfFig.6.19 and
those using convective approaches (blue and redpstream profiles &tig.6.23.

It is worth to note, that when ELM leaves the m&(@L the radial power flux is
mainly convective. However, the estimations of thenvective and conductive
contributions to the fluxes at the targets giveltdbo70% of conduction.

6.1.5.5. Time—-dependent signals

The previous sections have mostly concentratedostream and target profiles at
one instant in the ELM evolution. Here, the tinepdndence of the particle and heat
fluxes and temperatures{@nd T) is examined in more detail. Beginning with, For
which excellent spatial agreement with IR is oledif-ig.6.28, Fig. 6.31compares the
experimental and simulated time evolution at thieiotarget strike point.

In contrast to the spatial profile, the agreementess satisfactory in time. In
particular, the IR measurements indicate a slowgertrme (by approximately a factor 2)
and a longer relaxation phase following the ELMkpeAn obvious solution to improve
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the agreement is therefore to simply increase timatibn over which the ELM energy is
released upstream. The result of this exercisegsented irFig.6.32where 4 cases are
shown with increasing ELM duration, including thefarence case withfy = 100 ps.
During the first 10Qus the profiles of all ELMs depicted Fig.6.32are identical (rising)
and the main differences appear after theseu$00hen the relaxation phase is observed.
This is consistent with what one would expect giverthanged pedestal profiles and
connection length in all those simulations. It sggethat the rise times between IR and
SOLPS become reasonably comparable when the duraficenhanced transport is
increased and the SOLPS data are averagat=th0“s. This suggests that if time-step in
SOLPS is longer the agreement in time-dependexrteflwlution is better (at least in the
rise time).
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— R Ry
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Outer target strike point

Perp.heat flux [W.m’z]
(e)]

0.8098 0.6099 0.6 0.6101 0.6102 0.6103 0.6104 0.6105 0.6106
time [s]
Figure 6.31. Time evolution during the ELM offat the outer target strike point from
SOLPS (black line — diffusive approach) and IR aaniblue line). For reference, the
two equilibria (#26730 for SOLPS5 and #35036 foraRe shown at right. The red curve
is obtained from the SOLPS data with time sfep=10°s whilst the IR data have 100
times lower time resolutio(t=10"s).

It is clear that the best agreement with IR databigined for the longest iy ~
500 ps. Whilst this is satisfying, it is evident thalr fconstant upstream profiles and
poloidal extent of the ELM energy release (as & ¢hse in the simulations), a longer
term Mmust lead to a higher ELM expelled energy andetfoee to an inconsistency with
experimental measurements®iVg . Even if after the first 10Qs, the power crossing
the separatrix decreases quite rapidly (Sge 6.33 right), the energy expelled after this
first 100 us is up to 65% of the total integrated energy fof t= 500 us. The total
energy expelled by this long ELM BWg m ~ 1300J, about twice the experimentally
estimated value.

136



12 .

SOLPSt_  =100pus
SOLPSt_ =150 jis
SOLPS't_ , =200 is
SOLPSt_ =500 ps

IR

10

Cco

Perp.heat flux [W.m‘z]
[¢)]

=N

0.%099 0.61 0.6101 0.6102 0.6103 0.6104 0.6105 0.6106
time [s]
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Figure 6.33. Left upstream midplane profiles of Tor ELMs with varying duration of
the enhanced transport. Rightme dependence of the power crossing the sempearat
Psepfor the 4 values okgw.

Not surprisingly, the discrepancy also appears wdefoser look is taken at the
upstream gpand T profiles. As seen irFig. 6.33 the pedestal temperature collapses
completely for the longest ELM. This is a conseaqéenf the quick removal of the
energy during the later part of this long ELM, esplly by the high level of the wall

137



interactions (not shown). Therefore another, lesBcal solution is needed to keep the
energy loss down whilst avoiding the pedestal gsllag too much in the tail of long
ELM. A strategy to avoid this is to divide the EL&ycle not into three parts as has been
the case thus far, but to add a fourth. This igigitforwardly performed by adding a
forth transport input file in the simulations. Iiga by the fact that these TCV Type lli
ELMs occur near the L-H transition threshold (sdwmpter 3), during part of the
relaxation phase of the ELM the transport coeffitseare raised to an “L-mode” level
before being reduced again in the tail of the ELAgdIbto the pre-ELM values. The ELM
cycle thus consists of a pre-ELM part with H-modensport coefficients, an ELM-part
with ELM transport coefficients, an L-mode phaséwiransport coefficients lower than
those of ELM part but higher than those of H-modet and finally the H-mode again
which closes the ELM cycle with the transport cméfhts corresponding to those of the
first, pre-ELM phase. This is shown schematicall¥ig. 6.34

Pre-ELM: H-mode
t,~ 200-300 ys: L-mode

)
E
Post-ELM: H-mode %
£ 100
=
DJ_’ XJ_ -152 g —— SOLPST,,,, =100} [ =2005s
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= ) — R
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\—./ 2l
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Figure 6.34. Left Schematic of the transport coefficient radial files for simulations
with an “H-ELM-L-H” ansatz. Right:Time-dependent signals of,[Mirnov coils and IR
Py from shot #35036 plotted with SOLPS signals gfaRd Rgp from 2 different
simulations. Black lines correspond to the casd wity=100 s and t=200us, while
red lines to that with both:ty=t,=200xs. During the L-mode period of these simulations
the pre-ELM profiles of B - are increased approximately 4x. During the ELMipeér
they are identical to the case kg.6.19.

An indicator of the approximate ELM and L-mode phdsirations,d v and t is
obtained from the signal of a Mirnov coil locatenl the outboard midplane wall. This is
also shown irFig.6.34 along with R and Repfrom the simulations withety ~ 100 and
200us and t ~ 200ps. The match with time-dependent IR profiles isyvencouraging

138



and AWg v is much closer to experimental value than in cdsleng ELM. It is clear
that this ansatz is still rather crude and a snavotlecrease of transport coefficients in
the relaxation phase could improve the match with long tail seen experimentally in
the IR R. This appears therefore to be one credible arnsaixplain the target IR
measurements.

Another diagnostic against which SOLPS5 simulaticers be compared is the set
of photodiodes (PDs), supplying line-integrategddbission signals from viewing chords
distributed around the poloidal cross-section Sige 6.35. The bursts of P emission
provoked by the ELM indicate not only changes ie bcal T. and R provoked by the
ELM, but also the enhanced recycling due to intewacwith first wall and divertor
surfaces. To compare with experiment, similar linesight have been used in SOLPS5
to extract the simulated emission. The PDs are limnated but can be still directly
compared with respect to the time-dependence dined=LM. Fig. 6.35shows such a
comparison of the SOLPS and experimentaltime-evolution during the whole ELM
cycle, where the Psignals are coherently averaged from 4 ELM cyeled time t=0s
corresponds to the peak values in both experimanidicode data. The coherent average
time base of experimental data was computed widreace to the vertical line of sight
such that t=0 corresponds to the peak in ELM signahis channel (#1). The inset at the
top right of Fig.6.35 shows the lines of sight superimposed on magregiglibrium
together with the approximate poloidal extent owbich light is collected by the lateral
photodiodes. Compared to lateral chords the vérticard #1 is unapertured and has a
large angular divergence covering quite substaptal of the plasma cross-section. The
width of the experimental chords in terms of thgwdar divergence and the contribution
from wall-interaction which is present in the reatperiment, were neglected in the
SOLPS integrated signals. Nevertheless, theseeasgerkélevant for the code/experiment
comparison in terms of time-dependent signals withparticular interest in the absolute
values of the B signals, especially when only the lateral viewotwprds (#2-10) with
quite narrow angular divergence are being compattd corresponding SOLPS signals
on Fig.6.35(even though #1 is shown as well).

As it can be seen on the left sideFad.6.35with experimental data, very different
time-evolutions of signals from different viewinghards in the coherent ELM
characterize the response of the various linesgtit.sVery interesting information is
given, for instance by the channels 7,6,5 whosesliof sight progressively encroach on
the X-point region from above. The response is nsoneared out in the time and double
peaked structures are observed. The first of thes&s corresponds to the single peak
observed from viewing chords 10,9,8 intersecting tbng outer divertor leg and it
appears slightly earlier than the peak on the fiestical channel. The signal from this
reference channel #1 can be considered as anieffenterage of the behaviour of all
channels [177]. The SOLPS time-evolutions of thgnals from these chords (#5,6,7)
quite well reproduce the shape observed experiihgenfaven with double-peaked
feature). Moreover the shape of time-dependentasighchord #2 neighbouring #7 is
also captured by SOLPS. However, the other linesgsft at the top of the machine and
divertor legs are too noisy in the SOLPS (sugggstime lack of the wide angular
divergence in these SOLPS signals and the valichbeoson with experiment cannot be
done). Thus it seems to be the case that the ussingle line of sight (and not the whole
cone of collection) in SOLPS is good enough appnation only in the X-point region,
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where probably the majority of the emission is |zesl.
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Figure 6.35. Coherent averages over the interval 0.5-0.8s eflk recycling emission
along the line integrals across the TCV poloidadss-section in shot #20493 (similar to
#26730, for which data from PDs are not availabléhe channel disposition and
approximate angular fields of view for the latecddannels are given in the inset at top
right. The experimental signals are uncalibrateddahe experimentally applied gains
have not been applied. Only the time evolutiormefsignals is therefore important here

The SOLPS P emission integrated over the whole regions ofghd, namely
core, SOL and both targets is shownHig. 6.36 The total Da emission is best
compared with the signal from PD 1 vertically viagithe biggest part of the plasma.
The rise time of both signals is ~ 0.1ms, howegeinahe case of the target heat loads in
comparison with the experimental IR data, the regiax part of the ELM signal does not
correspond to the experimental profile, what is éesr similarly to B approximately
corrected in the simulation of longer ELM (SEig. 6.36 right). One can note that for
instance the integrated emission in divertors shthespeak later than t=0 (unlike the
other parts corresponding to SOL and core), whan isne with the observations that
inner target viewing signals #6,#7 and second peakb.
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Figure 6.37. Time-traces of P signals and energy stored in plasma from verticall

viewing photodiode PD #1 and DML respectively coragavith SOLPS data. W=26,5kJ

corresponding to the energy in the core plasma lteen added to the SOLPS5 stored
energy to match the experiment (the SOLPS5 siroaladbes not include the core

plasma).AWe v ~ 600 -700 J in both experiment and SOLPS sinauati
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Fig. 6.37shows the comparison of the SOLPS and experimeatal for  and
Wolasma (Waia) during 4 multiple ELMs. One can see that simolatireproduces
experiment reasonably well.

6.1.5.6. Comparison with kinetic simulations

The main limitations of the ELM simulations with 8BS are the kinetic effects
which can be only partially incorporated into theid code. A fluid description of the
transient event normally fails if the typical tincage is less than that needed for
equilibration so that plasma particles are unalblecompletely relax to a thermal
(Maxwellian) distribution. Such situations ariser £xample, in front of solid surfaces
when the ELM arrives there. As it is concluded frime results of kinetic modelling
[230-231], the distribution function during thisgge of the fast response of the electrons
due to the fast change of the target particle #ithe ELM arrival is unable to equilibrate
and one gets much larger (factor of ten) heat ccimmlu coefficients in region between
the heat front and the target compared to the saleepected from Maxwellian
distribution. When analyzing the energy deposi@ithe targets both electrons and ions
must be taken into account. In addition to the édsttrons, the fast ion tail also evolves
during the ELM, representing another important kmeffect. Any fast heat transport
carried by the electrons will be limited by nondar changes due to the sheath potential.
The ions can come either from the hot ions tragefrom upstream or previously cold
dense ions in front of the target accelerated byetthanced potential in the sheath.

In order to investigate the relevance of the fla@tle results for the transient
especially at the targets, where the kinetic effectanifest the most, this section
compares the SOLPS5 time-dependent results foettgmgwer and particle fluxes and
temperatures (fand T) with those from the 1D kinetic particle-in-ceRiC) code BIT1.
More general details on BIT1 simulations of the S€&in be found in [232]. This code
includes non-linear collisions for an arbitrary rhen of charged particles. Collisions
with neutral particle species and a linear modeblaEma-surface interaction processes
can be also included [233-234], but have not besel dor the simulations reported here.
The simulation geometry corresponds to a singlenatg flux tube bounded between
inner and outer divertor plates. At the midplarfeeré is an ambipolar plasma source
mimicking the cross-field transport across the satpia.

The kinetic code is only 1-D, parallel to the magnéeld. To compare with the
2-D SOLPS simulations, a choice must be made ahéve in the SOLPS5 target profile
the comparison is to be made. A close look at thé&1Eand pre-ELM SOLPS5
simulations reveals that the peak of the targdfilprshifts outwards during the ELM and
is no longer found at the nominal magnetic strikenpposition. From the analysis of the
SOLPS diffusive ELM simulatiousing “diffusive” approach and chosen as a refegen
case throughout this sectios)own inFig. 6.38it follows that the peak during the ELM
is located as many as 5 radial target cells furtiefrom the nominal SP position. In the
following text the PiC data will be compared witDISPS time-dependencies at the point
of maximum flux at the ELM peak in SOLPS.

142



3 |
T o
E ) E
=) =
= = 2
) i )
| = [ o
Kl ! Kol
el : g1t
g . g
o : o
20— 0
iy=14 < gl
E
__ 15 =
T = 6
£ 0
2 10 6
= 5 45
g : 9
51 /4 %o 2t
I 8
L
0% 10 20 ‘01 .02 0.3 0.4
r—r___ [mm] time [ms]

1]
(]
©

Figure 6.38.Left: outer target profiles of pre-ELM (black) and ELMDIPS (red)
simulated P deposited by ions ang,jmapped to the midplane. Radial positiongd;+0
mm corresponds to the separatrix position (radigl ¢/ ~ 9). The profiles peak further
out in the SOL (shifted about 5 cells outwards1¥)- Right:time-dependent f profiles

of ions and electrons plotted for different radpsitions at the target. There is a very
clear shift in the electron time envelope in conmgaar with the ions (the maximum of P
for the electrons appears at iy=12, about 2 radialls closer to separatrix than for the
ions).

Fig. 6.39compiles the simulated time dependence of the egstrseparatrix and
downstream T Te, jsas Po for electrons and ions at the radial positionha&f peak of the
power flux density for the reference “diffusive” EL There is very little drop in Jalong
the ~18 m of parallel connection length from upmtneto target. However,; Hecreases
about 4.5 times from midplane to the target, intiligastrong ion cooling.

In common with the PiC simulations, the SOLPS eanggower flux rises on the
ion and not the electron timescale. It is notdiweever that Tat the target rises on a
much slower timescale than its increase at the Bkt upstream. Beyond {, there is
an abrupt decrease in 0n the 1us timescale (the approximate electron thermal trans
time from upstream to pedest@). Some 1Qus later, T begins to fall. The same time-
evolution is observed fogg This is significantly faster than expected on blasis of ion
sonic transit timet ~120pus calculated assuming the midplangef-Tisep~150 eV — see
Fig.6.39 and seen usually in PiC ELM simulations as [236]2
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Figure 6.39. Time evolution at inner and outer targets of SORPRS: N, Te, Ti and Py

at the target position of the,j peak during the ELM for the diffusive approacheTh
upstream J, T; at the outer midplane separatrix are also plotthidte that the jTvalues
have been multiplied by 2 and 4 at inner and otdeget respectively. Times 0.1ms and
0.2ms represent the start and end of the enhameedgort respectively. Theyjrises in
time very similarly to that seen experimentallyFig.6.26 on target LPs Results for the
convective is very similar. Note the logarithmialscon the abscissae.

To assist in the process of seeking better undefistg of this behaviour,
simulations with the BIT1 code have been perforniyd Dr. David Tskhakaya of
University Innsbruck (Austrian Fusion Associatiagpecifically for this TCV Type lli
ELM using the plasma background computed with SCL.Phese kinetic simulations
are CPU intensive and several weeks are requiregafch full calculation. The SOLPS
steady state (i.e. pre-ELM) solution was used tovigie input settings for the PiC
simulation: the poloidal profiles of I Ti, ne at the radial position just outside the
separatrix with corresponding r,z positions; thdgstal midplane values of,TT; and R;
the total magnetic field line angle of incidence tbé selected poloidal ring at both
targets; the energy expelled by the ELMWE v; the poloidal positions where the ELM
was expelled and the duration of the ELMyt These SOLPS5 supplied profiles do not,
however, correspond exactly to the pre-ELM statthefPiC simulations. In the PiC code
the plasma profiles are not controlled directly.esen though the SOLPS5S values are the
initial values given to the code, the plasma pesfilevelop self-consistently from the
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power crossing the separatrix which is estimated as
P, = g(Ti +T,)VS (6.4)

sep

where Eand T are the pedestal temperatures, V is the SOL volyeLy.A, where A

is affected area in the radial-toroidal directiamdal is the poloidal extent of SOL
where this energy is deposited - the valyg=1.2m was used for pre-ELM PiC) and S is
the intensity of these particle sources [237]. HigM is simulated by introducing the
ambipolar, Maxwellian source of particles, S dsited with pedestal temperaturgydd
and weighted according to a ‘pedestal’ density.with a cosine spatial distribution of
given extent centered in the midpoint between @&vgdts. The total ELM energy is given

by
3
Wey = E (T,

i,ped

+ Te,ped)VStELM (6 5)

The power crossing the separatrix has rectanghégresin time. The &,during the ELM

is constant around 6 MW, corresponding approxingaielthe SOLPS5 case, giving the
usual ~ 600 J for the Type Il ELM . The paramet@pproximately corresponding to the
SOLPSS5 solution are used, even though the valueg @f, T; in this upstream SOL are
adjusted so that the ELM expelled energy has thaired value from experiment. The
area A depends on the radial extent of the SOLnasdlby PiC. Since the latter is a 1D
code, the “radial coordinate” is used only to abthie correct approximate energy for the
ELM event. In these simulations, the energy expeblg the ELM,AWg y~690J, was
obtained using a poloidal extent of the power seusg ~ 0.68m centered on a point
1.15m poloidally from the outer target and 1.45 atolally from the outer target (in
SOLPS the source was centered at 1.43 m whilendistéo outer target from source
centre is ~1.17m) and a radial extent ~ 0.1m wasd.us

There are differences between the PiC and SOLB&scahich might play a role
in the comparison of their results. No impuritiesneutrals are included in these SOLPS
dedicated PiC simulations. Their inclusion wasndtd (it is possible, in an approximate
way) in a further refinement but turned out nob#feasible within the timescale of this
thesis. The inclusion of impurities is not expedeanake any significant difference for
the rather low AWg q considered here. Neutrals, however can make aebigg
contribution. In the PiC model there is no electawoling and high thermal plasma
densities can be observed. The total temperatutieeaiarget is defined as a mixture of
both thermal and ELM plasma. In SOLPS5, with elatitooling taken into account, the
temperature of thermal plasma is lower compared thié kinetic code. In contrast, the
power loads are less sensitive to the thermal @asgiving reasonable agreement
between PiC ELM power flux densities and those mmeabwith the fast IR camera. The
only difference between inner and outer divertorsthis 1D PiC simulation is the
distance from the targets to the centre of the Eource, while the angle of the field line
is adjusted at each end of the flux tube to acctmrrthe different divertor angles.

The results of the fluid-kinetic code comparisoa shown irFig.6.40where the
time-dependent electron and ion particle and pofieres from SOLPS5 and PiC
simulations on both targets are plotted. The agee¢mn terms of absolute values of total
fluxes is encouraging. However, the power flux afs is smaller than power flux of
electrons in SOLPS, what is completely oppositénéPiC results.
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Figure 6.40. Time evolution of particle and power fluxes on &syfrom PiC and

SOLPS5 (diffusive approximation for the ELM frommsasimulation as shown on

Fig.6.39) including the contributions from electrons anehso The ELM switches off at
t=100us

The PiC results ofig. 6.40clearly show abrupt rise of the electron heat fnx
the electron transit timescale, followed by the mBLM front propagating on the ion
sonic timescalex,, bringing the bulk of the ELM to the target. Thainons are drawn
from the sheath region by the increased potensalg the ion heat flux slightly at the
electron pulse arrival and after the situation ifitsds until the arrival of the bulk ion
pulse on the timescale . As it was stated above, however, the peak ofSB&PS ion
power flux appears much faster than the The match of two codes is not good enough
especially in the part of the ELM cycle after switegy off the enhanced transport and the
signature of the ion transit time is not seen eaghme way as in kinetic simulations. Two
possible candidate reasons for some of this diao®p are the strong electron-ion
collisional coupling and the possibility of Montex@® noise in the SOLPS simulations.
Electrons are much more mobile than the ions aedhars more effectively cooled. As a
result of increasing collisionality the ion and a@ten energies become increasingly
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coupled. Moreover, the assumption applied in SOERP&ulations,x, =X, is likely to

contribute to the argument of strong coupling betwthe electrons and ions. Experiment
does not, however, support the speculation ofdnérgy transfer from electrons to ions.
The spikes in B light emission at the target indicate the presesicéons with the
confidence. The experimental heat and particleefturise are observed on the time scale
of ions. The fact remains that the time dependeridarget plate ion fluxes and power
flux densities predicted by the kinetic code ardeatter agreement with experiment than
the SOLPS5 simulations. The ion transport is thogaeently better described by the
kinetic approach.
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Figure 6.41. SOLPS5 Outer target and upstream time-evolution for sh(eft) and
narrow(right) “diffusive” pulses.Vertical lines mark the start and the end of théVE
pulse.

One way to investigate these discrepancies on @ePS5 side is to reduce the
problem to more simple situations. Instead of ayl&hM with tz;y = 100us, launched
from a finite poloidal extent (s = 60 cm), two different perturbations have been
studied, one with the same poloidal extent but di@arter duration and the second with
tecm = 100ps, but with launched from only a single poloidall o® the SOLPS5 grid.
The results are compiled Fig. 6.41for the time evolution of T T (upstream and outer
target) and P (outer target) The rise times of electron and pmwer fluxes at the
beginning of both pulses are very close to what woald expect. The time-dependent
behaviour with delay of ion pulse arrival is vetgarly present in the simulation of short
pulse and the ions start arriving ~dlater than electrons. Although there is now arcle
gap between an electron pulse and the peak obti® it is still too short compared to
the expected; ~120 us. The simulation of narrow pulse (in space) lagacfrom the
outer midplane (right side @¢fig.6.41) with tg; v = 100us shows that the delay in the
arrival of the ion pulse is less evident than fa temporally short pulse.

In summary, two main discrepancies between thetikia@d fluid simulations have been
identified:
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1.) PoesoLps™ PhisoLes Pyepic< Phipic

2.) The delay in the arrival of the ion pulse with resfpto the electrons (expected to
be on the order of the transit time of a sonic pulse from midplane to target) is
seen clearly in the PiC results but is not repredugith SOLPS5.

An understanding of these related issues is veportant for the time dependent ELM
simulations to be credible. The explanation of bedues may be found in the kinetic
nature of the ELM event. Parallel transport in 8@L is governed by two groups of
kinetic factors. In both SOLPS and BIT1 these dme sheath heat transmission
coefficients and the heat flux and viscosity limstdt is the different way of treating the
kinetic effects at the targets in both codes witiahses the discrepancies between them.
A closer look is therefore necessary at the placesSOLPS5 where the kinetic
approximations play a role. This will be addressechore detail in the next two sections.

6.1.5.6.1. Ion vs. electron target power fluxes

At the first sight is it striking that ® >> Py during the SOLPS5 simulated
ELMs. This is not expected intuitively, nor is wpported by PIC simulations, which
show opposite behaviour. The origin of the discnegamay be traced to the treatment of
the sheath transmission in SOLPS5. Unlike the Ri@ecwhich includes a full kinetic
treatment of the sheath through to the target seyfd2.5 uses boundary conditions at the
sheath edge only. In general, parallel heat fluses defined in both codes as
P = YKT.n.coand P, =y,kT,n,c,. However, the sheath heat transmission coeffisient

are treated differently in the two cases. In SOLtR8y correspond to the boundary at the
entrance to pre-sheath, so that=2+V,, -JT. (as EQ.6.1), where the potentiadd/rs
includes the contribution of boths\(pre-sheath potential fall) andiMsheath potential
fall) as explained in chapter 2. The sheath probienthus treated by this potential
difference which appears in the heat flux of elmasr They, is simply fixed at 3.5 (see

section 6.1.2 and chapter 2). In contrast, thed@de computes fluxes and energies at the
target based on classical sheath kinetic express$asrthe ion parallel speedy(venergy
fluxes at the sheath (@) and potential fall across the shealkbj. These are normally:

T +T.
v =¢, = [Te +ToX
mi

with X being the polytropic constan®g, =vy,.I',;kT,, ; A®=T,.¢ with ¢ =2+5;

Ye=2+¢ and vy, =2.5+1.5(T/T, +x J237]. The ions have been accelerated in the

sheath and the term coming from the sheath potdydraier which is at the entrance to
the pre-sheath included ip, (as in the above described case of SOLPS), dfter t

crossing sheath belongs to the ions and is theréfansferred tg,. As a consequence, in
the PiC simulations,y, = 2&pproximately and, = 3.5+ V,./T;, whilst the term from
the potential drop across the sheath is approxiynatg/T, = 3T_/T,. It is worth stressing

that the electron and ion power fluxes calculate&OLPS thus do not take into account
the transfer of energy from electrons to ions anly the fluxes at pre-sheath are given.
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In other words, only total power flux on the taggiven by SOLPS is comparable with
real situation at the target. The total parallehthluxes in both PIiC and SOLPS
simulations are approximatey, = (2+ 3.5+ 3)kTnc, =8.5kTng, where T and n are

the average temperature and density of the plasmglps. Assuming the same patrticle
fluxes for electrons and ions, one can easily sti@t in the kinetic simulations, even if

P i
T>>Ti: -t :1.75L +1.5>1.5
Plje Te
P .
while in SOLPS: P—D'=O.7L<1
Oe e

since in SOLPS FT,; at the targets and as the ELM develops the tw@éeatures
should equalize. Thus, the PiC code yields a migimein ion power flux deposited on the
target (after the ions have been accelerated isltibath), while SOLPS, which considers
only sheath edge fluxes, shows much higher eleditondeposited at the target. Put
another way, although both codes produce essentladl same total target power flux
density (because the total sheath transmissioonriaeare similar), the individual ion and
electron components differ in each code as a corseg of the point at which the flux
densities are specified. It is simply a questioemérgy exchange in the sheath, which is
correctly modelled in the kinetic simulations begtected in the fluid code.
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Figure 6.42. Time-dependent sheath heat transmission factorthatouter divertor

sheath from PiC. Supplied by Dr. D. Tshakaya).

Fig. 6.42 shows the time-dependence of sheath heat tranemissefficients
extracted from the PIiC simulations. With the exmeptof the very early phase,
corresponding to the arrival of the fast electranse, the coefficients do not change
significantly during the ELM, providing importanbefirmation that the assumption of
constant coefficients in the SOLPS5 simulatiorjassified.

Now that the reason for the power sharing discrepéetween kinetic and fluid
code has been identified, a correction term canstb@ghtforwardly applied to the
SOLPSS5 results. The correction has the form @erel is the SOLPS parallel particle
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flux at the targets and V is the sheath potenfisg. 6.43shows how the application of
this correction brings kinetic and fluid energyxis in closer agreement.

The level of agreement obviously depends on theerpei V used in the
correction factor. The sheath potential fall at thiegets from PiC and SOLPS¥ and
VsoLpsare compared iRig. 6.44 They are quite similar in amplitude at ELM peait in
the general over the ELM cycle thepy > Vsops especially at outer target. The
differences are particularly evident in the pre-Elad relaxation phases and the large
discrepancy in the time response between kinetet fand result is again clear. The
sheath potential in the kinetic simulation is doat@d by the arrival of fast electrons at
the target, and by the local ih the fluid case. When electrons heat up, theutnaé
ionisation increases, in turn raising the local floix. The absence of neutrals in the PiC
simulations means that a proper comparison wouldire neutrals to be omitted from
the SOLPS simulations, an exercise which has ren performed here.
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Figure 6.43. Time-dependent power fluxes on both targets froth(Bpper) and SOLPS

(lower), with both corrected and uncorrected SOLRSults shown. The correction
factor e\bic/” has been subtracted from electron power fluxes addkd to ion power

fluxes. Note that the total fluxes in both caseC (Bnd SOLPS5 are in reasonable
agreement

Another possible reason for the differences betwbenwo codes is the simple
assumption of zero parallel current € ) b the PiC simulations, whilst in SOLPS5

currents are allowed to flow from one target totheo and are locally non-zero. The
existence of a radial profiles of electron flux the target in SOLPS5 attest to the
existence of non-zero parallel currents includethenSOLPS5 sheath potential and thus

also in the sheath heat transmission coeffigigntig.6.45shows that more ions or more
electrons will be found at the target dependingamtial location. Close to the strike point
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electron patrticle fluxes much higher than ion péetifluxes, but deeper in the SOL the
re ~ri.

400 ‘ ‘ : :
o — Vo outer target
. .
J . VF>IC inner target |
\ outer target

—_— Vsouss.
. VgoLpg inner target |

350

3001

250}
=
>

sf

200}

150

100}

50;' RN

0 5l0 160[ | 150 260
time [us
Figure 6.44. Time-dependent evolution of sheath potential drgp/dm SOLPS and PiC
at both targets (SOLPS iy=14).
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Figure 6.45. Outer target particle fluxes of electrons, ions dhtk of current divided by
electron charge from SOLPS simulation during theMELThe electron particle flux
profile (green) has shape strongly influences l®spnce of currents (black).

Apart from the distribution of the energy betwesdactrons and ions, the most
important is that the total fluxes in terms of dbt® peak values agree for both kinetic
and fluid simulations. This is very encouraging aaafirming the agreement between
SOLPS and IR measurements.
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6.1.5.6.2. The influence of flux limiters

Turning to the second important discrepancy idedtifbetween the time
dependent kinetic and SOLPS5 ELM simulations, ngirtied time evolution of the rise in
ion and electron heat fluxes at the divertor tagatpartial resolution of the problem can
be traced to the second group of kinetic factoagiph role in the SOL parallel transport
— heat flux limiters. As detailed in section 6.1i2,all SOLPS5 simulations presented
thus far the flux limiters have been fixed throughthe ELM cycle at 0.3 and 10 for
electrons and ions respectively. In fact, withouidgnce from another source, there is no
justified alternative but to choose the standarlliess employed for time independent
simulations. Guidance is, however, now availablethe form of the kinetic PiC
simulations which in fact do demonstrate that thex flimiters are strongly time-
dependent and change significantly during the Elth €lectron limiters even become
negative). Very similar behaviour is also seenhi@ tesults of PiC simulations reported
for larger ELMs at JET [235-236Fig. 6.46demonstrates this variation in the poloidally
averaged values of the flux limiters from TCV TyljgeELM PiC simulation.

0 50 100 150 200
time [us]

Figure 6.46 Poloidally averaged time evolution of the ion amekc&onflux limiters from
the PiC simulation of the TCV Type Ill ELM. Supgli®y Dr. D. Tshakaya).

To better understand the influence of flux limitersSSOLPS5, a sensitivity study,
applying limiters in the range 0.01 — 10, was fiprformed on the steady state
“diffusive” solution, followed by a similar exer@son the time dependent ELM. The
first step confirmed that the behaviour of targeergy fluxes in response to the flux
limiter change was as expected before moving tartbee complex time dependent case.
Section 4.1.2.2 has already outlined how the flumitérs are expressed in SOLPS.
Although they are applied everywhere on the SOLiA%ulation grid, their effects are
most obvious in regions with high parallel temperatgradientd,}, T and hence elevated

conduction heat fluxes (e.g. target vicinity) -ualy in the last few poloidal cells. The
extent of this effect depends on the strength ef fthx limiting. In SOLPS this is
performed such that the limited flux correspondshi® smaller of the two values from

Qsn ~ Ko, T, the Spitzer-Harm heat flux and a chosen fractibthe convected flux
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Q,, ~av,NnT. The conducted heat flux in SOLPS reads as:

1
Q| condsoLps = v 1
[ T

QSH Qlim
Since K, = 200@nd Kk,; = 6Q Qsn for the ions is about 30 times higher than that of

electrons for equivalent temperature gradient. Aoldally, since the ratio of the thermal
electron and ion velocities 8, /v, = 6Q@im for electrons is 60 times higher than for

(6.6)

ions (assumingT, =T,). Since electrons are more conductive, one needapply
stronger flux limiters on electrons than on thesiom order to see an effect on them
[238]. It is very important to note, however, tleakrgy balance must be maintained at all
times so the final energy flux must correspondhi® sources and losses in each part of
the SOL. In the case of strong limiting (smallued ofa;), the code must therefore

ultimately adjust the limited conductive heat flly increasing it to the value
corresponding to the constraints imposed by eneoggervation. This can be done only
by increasing the temperature in those areas wiherdlux limiting occurs.Fig. 6.47
compiles the profiles of limiting measures, §Jrfim;, which represent the extent to which
the Qs is limited and are defined &3, = Qs /flmThis means that for example, if

flm=1, there is no flux limiting andQ, ... = Qs and if flm=X, than the heat flux
corresponds to Xfraction of the Q.

0!7e=770'7071 V 5 ai=0.01
= ae=0.03 i (xi=0.03
= — alos
r e= . Ot=10 —_—
a =10.0 j
10°

“ * %0 Poioiggl cell#i?c0 * 7 % * % poloiggl cell#ii0 & 7
Figure 6.47. Pre-ELM poloidal profiles of the effect of the fluxiting expressed by fn
flm; for the different values of flux limiting factoos,a; in the range from 0.01 to 10.0.
The poloidal cell ix=72 corresponds to the outergit and ix=51 to the X-point (at
midplane ix=36).

Fig. 6.48shows the poloidal profiles of the heat fluxeg|uding the convective,

conductive parts and limited fluxes for the casthwhe strongdi=1) and no ¢;=10) ion
flux limiting. In general, if @» < Qsu, the conductive part of the heat flux correspaads
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the fraction of convective heat flux,, ~a.v, .nN.THowever, in the places where

convection dominates, the flux limiting has no effdt is also clearly seen that with
strong flux limiting, the dominant fraction of thetal heat flux becomes convective and
in fact the SOLPS target heat fluxes in this camesconvective. On the other hand
without flux limiting the situation is opposit&),, > Q) and the conduction dominates

in target heat fluxes.
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Figure 6.48. Comparison of poloidal profiles (from above midmaio outer target) of

heat fluxes (given in W-fjincluding @, Qim, Qconvand the actual SOLPS heat flux of
ions, Py (red) for the cases withof=1.0) and without &=10.0 ) flux limiting of ions.

To provide a similar sensitivity study for the tirdependent simulation, guidance
was sought from the TCV PiC simulation shownFig.6.46 Inspired by the strongly
changing flux limiters during the ELM cycle the ginal strategy was to include an
approximation to the PiC values directly into thOL®S5 code by adding new user
subroutine. However, after tests performed withtthme-dependent possibilities already
included in the code (step-like ansatz during tinoen pre-ELM and ELM), it became
clear that including greater complexity would netreecessary. When the same values of
the flux limiters as indicated by PiC results appleed in SOLPS, namelge; = 0.03 for
in the pre-ELM phase and. = 0.2 anda; = 0.4 during the ELM, SOLPS5 does not
reproduce the time-evolution of the target heatdtuobtained from the PiC simulation. It
is, however, necessary to take into account thertaiaty in the PiC values of flux-
limiters introduced as a consequence of the pdiaslaraging. Moreover, when the
above mentioned simulation was compared with thathich a, = 0.2anda; = 0.4 are

fixed throughout the whole ELM cycle (including thee-ELM phase), the same result is
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obtained. This suggests that it is the ELM phas&hvidominates with regard to the
appropriate choice of flux limiters.

With the above findings in mind, a sensitivity stud flux limiters for the time
dependent problem has been performed in the sameawdor the steady state: flux
limiters are fixed throughout the ELM cycle, butiea from simulation to simulation in
the range 0.03 - 10.0. To get closer to the Pi@ &wolution required in fact rather strong
flux limiting; best results were obtained fog = 0.5 anda; = 1.0. This is nicely seen in
Fig.6.49 where the PIiC data are compared with the SOLPSepdhwxes. The time-
delays of ion power fluxes seen at both targetsvarg similar in both cases, from
SOLPS ~13Qus and ~14Qs at inner and outer target respectively compared 160us
and ~ 14Qus from PiC. It should be also noted, that powexdkiat the target are slightly
lower than before (as seen bBigy.6.39andFig.6.40.
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Figure 6.49. Time-dependent target power fluxes compared frog d&id SOLPS with
flux limiting of &:=1.0 and a.=0.5. Plotted also the SOLPS fluxes with correction
Corr =eVpic/” as inFig. 6.43 (dashed lines). Simulation #26094.
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Without the flux-limiting SOLPS assumes thermal a@action leading to diffusive
transport problem (particle transport equationstéd to the Fick’'s law). On the other
hand the kinetic code solves the ballistic problarfow-collisionality when transport is
convection dominated. If flux limiters are appliegarallel heat transport becomes
convective and the particles behave ballisticallipvious solution appears to be, that the
flux-limiting applied to electrons and ions, woulsk such, that both would behave
ballistically. The best solution giving the samendi delays as PiC simulations was
obtained with the flux limiterso, =1.0 anda, = 0.5 agreeing with the qualitative
argument above that electrons need to be limitethger to feel the limiting effect.

Convection-dominated regimes where the heat flukmsted yield the longer
delays in the arrival of ions at the targets. Samiksults are seen in the detached regime
when the heating mechanism is the convective haasport into the divertor [17]. In this
case the transport happens on much slower time-¢ical convection) than the very fast
timescale of electron heat conduction. This extermtsiderably the time over which the
ELM produces changes in the heat load for the Hethdivertor leg. This applies also on
comparison of PiC and SOLPS with the different flumiters. The convective time scale
for the energy transport is:

t o=—I (6.7)

The conductive time scale reads as [239]:
t

 conv t
cond '
t

t

conv (6 8)
coll

where to is the collision time. Since the ELMt_ /t., < 1lone gets

conv' ™ coll
t

ond < leony @Nd longer delay in the arrival of ion pulse te thrgets is observed [241].

When no flux limiting is used, energy flux tendso® more conductive, and the arrival of
ions occurs on the shorter conductive time scadm tin PiC (where the ELM energy
transport is of convective nature). Therefore withdlux-limiters in SOLPS it was
impossible to see the similar time signature onidinetarget heat flux as it was seen in
the results from kinetic PiC simulations.

Even though the time-evolution of SOLPS particdes heat fluxes depicted by
solid lines inFig.6.49 is closer to those from PiC, it is still necess&wyapply the
corrections corresponding to the sheath heat patdyarrier which is inherently included
in the PiC and only set as boundary in SOLPS (seedrrected dashed linesHig.6.49
It is impossible to correct the SOLPS contributiefisons and electrons to fit the time-
dependent PIiC profiles so that the shape of tindudion of SOLPS total flux
(especially the relaxation phase of the ELM cydlejnains the same after such a
correction. While in PiC the shape of total fluxdeminated by the flux of ions, in
SOLPS it is by the flux of electrons and thereftre SOLPS total heat flux develops
always on the electron time scale. So even whelm fluik limiters one gets closer to the
PiC time dependence (delays), the problem of pa@haring between electrons and ions
compared with PiC remains unresolved. This is afication, that the origin of the
discrepancy must involve other elements. It apptsthe correction using flux limiting
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is not the whole story and probably something nfarelamental is incorrect with the

SOLPS ELM description. Resolving of this issue wbukepresent an important

contribution to the insights of the benchmark bemwé&inetic and fluid simulations (and

experiment). However, until the understanding o$ ihot found, the SOLPS5 cannot be
used predictively for ITER.

6.1.5.7. Energy analysis
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Figure 6.50.Upper: SOLPS powers crossing the boundaries during th&1 Elycle,
including the power crossing the separatrix. Lowenergy obtained from integration of
the powers shown in the upper pane. Energy exp#iledigh the separatrix corresponds
to the drop in the Wasma@s indicated orfrig.6.37. ThisAWgm ~ 700 J is found as a sum
of Eoep, BEwalLs 4Ethermand Erap.
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Fig.6.37shows the time evolution of the energy storechenpilasma for SOLPS5
compared with experimental data fromy\Wor the reference Type Il ELMing discharge.
A correction of ~25.6 kJ is required on the SOLR&igs to account for the fact that the
simulation grid does not encompass the plasma edrere most of the plasma energy
resides. The energy expelled by the ELM is veryelyiaeproduced and gives about
AWg v ~ 700 J.

Fig.6.50compiles the powers crossing the SOLPS5 boundtogesther with the
integral of these powers to produce the energyacheomponent throughout the ELM
cycle (E.m = 100us). The energy balance is again as in pre-ELM yany good. It is
interesting but unlikely corresponding to the ryatlhat the biggest part of this energy (~
43%) is found on the walls ~280 J, slightly higliean the energy recovered at the
divertor targets: ~220 J (~ 34%). The energy tadialuring the ELM represents only
3% of the total (20 J). The missing 130 J comemftbe increase of the thermal energy
in the SOL part of the grid including the divertegsFig 6.51shows the time and space
dependence of power loads on the divertor targets the full ELM cycle. The energy
deposited on inner target (~130J) is higher thatmetouter (~100J) as observed in the
pre-ELM phase. This is to be expected given thk tdcany drift physics in these code
runs.

Outer target E[l ~100J

Inner target e ~130J

time[ys]

0
=025 -02 -015 -01 -0.05 0 07 071 072 073 074 075 076 077
2 position inner target [m] r position outer target [m]

Figure 6.51. Time and space dependent evolution of the energgsited at the targets
during the ELM cycle. f=p our 100 J and E~ 130 J.

One important area in which more code-experimemparison is urgently required
Is that of edge radiation, which plays a criticalerin power exhaust, particularly in
tokamaks with high first wall surface coverage wghaphite (such as the devices
considered in this thesis).
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Figure 6.52. Left upper:SOLPS radiated powers from photons (B2.5) pladiegositive
and from neutrals (EIRENE) plotted as negative (¢tarity only). Left lower:B2.5
radiated power as a sum of the contributions fréma species. Right upperadiated
power in different regions of plasma. Right loweenergy radiated in those
regions.”Diffusive ELM”

TheFig. 6.52compiles a variety of information relating to theslated radiation
dynamics during the ELM. In contrast to the stesidye case, the radiation from neutrals
is about factor ~ 2 stronger than from the photiuréng the ELM. The largest fraction of
the photonic radiation comes front'CC** and C*. The total photonic radiated power
only ~20 J during the 100s ELM duration. However, it should be taken inte@amt
that radiation evolves on a longer timescale tovalfor the transfer to the higher
ionization states. If one integrates the radiatedigy over the longer timescale much
more radiated energy is obtained (for example ~1L80ring 1 ms). As shown in the 2-D
distributions offFig. 6.53 most of the radiation is found in the divertogde About twice
as much is released in the outer divertor leg tham inner divertor leg. This is in
accordance with the results of deposited powecgesine different radiation losses lead to
different parallel heat conduction towards eaclygarand enhanced radiation always
results in the smaller peak of the heat load onahget [17].
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Figure 6.53. Radiated power density from SOLPS at three stadsLM cycle, pre-
ELM, ELM rise and ELM peak. Most of the radiatisrfound in the divertor legs.

The quality of the experimental bolometry dataimgithe Type Il ELM event was
unfortunately not good enough to provide the tirepahdent radiation evolution.
However, the experimental radiated power from disgh #31835 (similar to #26730)
supplied by B. Tal (HAS) averaged through all theMihg part of the discharge
(including inter-ELM and ELM phases) is found to b&97 kW. This is rather well
matched with the averaged value of radiated poweind the simulated ELM cycle ~
200kW.
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6.2. Type I ELMing H-mode at TCV

Experiments at TCV with high power ECRH at thedhharmonic (118 GHz) have
produced large, probably Type | ELMs, on TCV foe tlirst time [240]. There are still not
many successful discharges of this type at the tnavriting, but these ELMs typically
exhaust ~ 2-10 kJ of the plasma stored energy Q1262 with & m ~ 50 Hz. It still has not
been possible to unambiguously classify the larg®l€as Type |, but it seems likely that
their appearance at high powers above the L-H itransthreshold qualifies such a
classification.

The most important ELM-related parameters compavéd those of other ELMs
modeled in this thesis are summarizedrab 3.1 and the parameters of the discharge with
these Type | ELMs can be found Tb 5.2 This section presents briefly a simulation of a
typical ELM from discharge #32713. The quality oétdata from this discharge is not as high
as for the Type Ill ELM on TCV, for which a greagal of experience has been gathered over
the years (the ohmic H-mode on TCV has been wislelgtied due to its easy accessibility).

Fig. 6.54compiles the time traces of few important plasraeameters. Although the

magnetic equilibrium (se€ig.6.54 and density i, =5.5x10”m™) are very close to the

previously modeled Type Il ELM discharge, the othargmeters are very different. While
#26730 (section 6.1) is an ohmic H-mode, pulse #323 additionally heated with X3 power
from 2 gyrotrons (1 MW) so thatP~900 kW, of which 300 kW is ohmic power and ~600
kW is absorbed ECRH power.

An attractive feature of the simulation of thisafiarge compared with the Type |l
case is the opposite sign of the plasma currgrnt 370 kA) and toroidal magnetic field
(Bo=-1.43 T), giving an iorBx B drift direction towards the X-point (FWD field). Ehis
of particular interest with respect to in-out diee target asymmetries and the possible
effects of the drifts (which, in common with the Eypll case, are not included in the
simulations) As for the ELM itself, the energf\We m~3kJ represents 12% of the plasma
stored energy which is ~10 times more than smalleTip ELM (~2,5%) and the ELM
frequency is 4 times lower.

One advantage of these particular large ELM dis@walg the availability of fast
AXUV bolometry data (e.g. from #33563), allowingrographic inversion of the radiated
power on the ELM timescale (even if the absoluteugadf the total radiation cannot be
derived from the AXUV system (see section 5.2.1iclBdata was unfortunately not available
for the Type Il H-modes. Unfortunately, howevere tX3 heated discharges lack the good
pedestal profile data obtained for the ohmic H-nsoded have very little target profile data.
Only using the best possible data extracted froversé similar, but not identical discharges,
can the simulations be reasonably constrained. ddia from several similar discharges
#32711-#32725 have therefore been used to prodigceigstream nand T profiles from
core and edge TS systems. These are the only dalabd@o constrain the code upstream —
no reciprocating probe data can be obtained iretihmsch higher power shots. At the targets
only very few LP measurements are available, inagidirom some very recent repeat
discharges (e.g. #37968), fast thermography data fin upgraded outer target viewing IR
system.

Due to the lack of the experimental measurementsinastrain the code properly at the
targets, the exercise reported in this sectioressprts only preliminary. However, it might be
compared with the data which will become availablthe future.
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Figure 6.54. Left: selected time traces of plasma signals fritve TCV Type | ELM-ing
discharge #32713 simulated in this section. Thesgus characterised by ELMs of varying
amplitude in the rangedWg v = 2-10 kJ. Right: wide angle Hline of sight (seéig. 5.5)
and energy expelled by an ELM from a pulse for twlgood bolometry data are available
(#33563, identical to #32713Y]We v~ 3KJ.

6.2.1. Settings

The basic settings are the same as for the firatlatrans of the Type Il ohmic H-
mode #26730 in Section 6.1. For this higher powschéirge, the energy crossing the inner
grid boundary is estimated asdes Po +PecriPrab.core = 300+600-150 =750 kW
(distributed equally between electrons and iorts), rhidplane separatrix density is fixed at

ns= 2.10°n°, AWgm ~ 3 kJ and the ELM durationg ts = 200 us (approximately
estimated from data oRig.6.54. None of the sensitivity studies described in phevious
sections for the smaller ELM have been repeated. Hdre default values of all the settings

summarized in section 6.1 are used throughoutshision (e.g. flux limiters, transmission
coefficients etc).
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Figure 6.55. Grid used for the simulation of the TCV discha#®2713 and Type | ELM; the
green line denotes the separatrix contour. Notd tmanpared to the case of Type Il ELM,

this one has much bigger flux expansion at outegea(here the flux expansions are about
the same at both targets).

The simulations of the TCV discharge # 32713 hasenbperformed on the grid on
Fig.6.55which differs from the previously described gridiyby the magnetic equilibrium
used to reconstruct iEig. 6.55illustrates the simulation grid, extracted fron2#33. It is
similar to that used for the Type Ill ELM (#26730@iffering slightly in outer target flux
expansion and having a larger X-point to HFS walbsafion. The radial extent of the grid is
3.7 cm inside and 0.6 cm outside of the midplapausgrix. A greater radial depth inside the
separatrix has been used to ensure that suffipi@sima volume is available to adequately
source the pedestal regions following the ELM crash

6.2.2. Simulation of Type I ELMing H-mode at TCV

Following the example of the simulations of Typé HLM, the same strategy and
modelling technique were employed for the simutatad Type | ELM here. A converged,
pre-ELM solution was first obtained using “diffusl’ approach, radially varying the-and
X coefficients while assuming ., =X and keeping ¥=0. As usual, the TB was switched

off in the divertor legs and constant values of?lsifor both D; and X, applied in the SOL.
The good upstream match shown kig. 6.56 was obtained after some optimisation.
Interestingly, B ~ 0.2 andy,~ 0.07 mM.s" are required to match the profiles for this larger
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ELM, whilst for the smaller Type Il instabilityhe opposite combination was found to be
optimum (namely higheg,~ 0.2 nf.s* and lower B ~ 0.065 M.s™)
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Figure 6.56. Upstream g T, profiles from TS and SOLPS5 for pre-ELM (blackesinand
ELM peak (red lines) for an X3 heated H-mode. T&HItM data represented by the black
vertical lines represent the compilation of sevauedfiles acquired in steady state periods
between Type | ELMs in discharges #32711 - 32Th8.ELM peak profile measured by TS
(red dashed line) represents the data during onglsitransient event, e.g. ELM peak from
discharge #32711 for which the best data at the Hiddk (estimated from B-signals on
Fig.6.54) were obtained. The lower panels show the pre-El\ack) and ELM (red)
transport coefficients D(triangles),y =, (circles). Simulation number #29808.

This converged pre-ELM solution provides the startpoint for the time dependent
ELM simulation with time step\t=10°s. Fig 6.56also shows the upstream profiles gind
Te resulting from the ELM simulation for an increase Dy andy,only during the ELM.
These were elevated by factors of ~ 15 and ~ 3®faxndy ,respectively across the full LFS
poloidal extent (cells 20-48) centered on the LF8ptaine using a Gaussian poloidal profile
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with strength S=15. The inter-ELM profiles represéme¢ compilation of many carefully
selected steady-state profiles, whilst the ELM iefare data from a particular ELM in pulse
#32711 expellindAWg u~3kJ of energy, acquired at the time of the peatkisfELM (in the
Dy signals as shown dfig.6.54.
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Figure 6.57. Pre-ELM (black) and ELM (red) target profiles @fij Te and P; from SOLPS
simulation. Experimentalsg; profiles from LP are shown for both pre-ELM andNElof
discharge #37968, repetition of #32713.

Fig. 6.57compares the pre-ELM and ELM SOLPS and experim@ntdiles from LP
at both targets. Voltage sweeps were not usecesetdischarges so thatdannot be derived
from. Instead, a fixed negative bias was applethé¢ probes to allow fast acquisition, on the
ELM timescale, of the ion patrticle flux. In any easf the SOLPS5 simulations of the target
Te profiles inFig. 6.57are correct, voltage sweeping would not have yaldseable data in
the key area of interest (the strike point) as @sequence of the high local Which would
have been beyond the probe voltage sweep capatitg. experimental data shown here are
obtained from discharge #37968, a close repetaio#i32713. The good upstream agreement
with the TS is also found in the ion target flux fles.

The code-predicted power flux on the inner targdtigher than on outer target during
both the steady state and ELM phases. This is mradiction to the Type Ill ELMing case
simulated in previous section (sEig.6.28). The obvious reason for this is the difference in
the flux expansions between two equilibriums esgcat the outer target. While the Type
[l ELM case in section 6.1. has much higher floxpa@nsion at inner target compared to outer,
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the profile of the power flux is smeared out angstkthe peak is lower there compared to the
outer target even if the total deposited enerdyyi80% higher at inner target. As it can be
seen orFig. 6.55the flux expansions at both targets are very amidr the case of Type |
ELM analyses in this section. Therefore logicaltige ratio in profile peak amplitudes
corresponds to the ratio in the deposited energies.

6.2.2.1. Energy analysis

Fig.6.58 describes the code energy balance during the Eydfean an analagous
manner td=ig. 6.50for the Type Il ELM. During the pre-ELM phase, thie 750 kW injected
into the simulation grid ~ 65% ( 480 kW) arrivestla¢ targets, ~18% (150kW) is radiated
and, unlike the Type Il ELM case a very low fractileaves the outer grid boundary. This is
to be expected since the SOL is wider in this sitataand the Tis higher, making parallel
conduction much more effective. As already indidabe Fig.6.57, the code predicts more
power deposited on inner target, with a pre-ELMnasyetry of R dedPoutdep ~ 1.7. The
integrated energy through separatrix over the Eluvation of 20Qus amounts t&Wg v ~ 3
kJ, corresponding to the experimental plasma sterelgy drop during the ELM event

(Fig.6.58.
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Figure 6.58. Left upper: SOLPS time-dependent profiles of power crossiegbtbundaries
including the power crossing separatrix. Left lowenergy through the boundaries and
separatrix, radiated energy and thermal energy gna¢ed over the ELM cycle. Right:
measured plasma stored energy from single ELMsnldirge #33653 (black) compared with
SOLPS (blue), corresponding to thé/s v ~ 3kJ obtained from the simulation.
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Unlike in Type Ill ELM simulation, the majority ahe Type | ELM energy in this
simulation is deposited on the divertor targetsG8l9 (~ 63%) and ~ 400 J (~ 13%) leaves
the outer grid boundary. The energy radiated duiegELM represents a very small fraction
3% (100 J), the same as in Type |l ELM simulatsuiggesting very hot plasma edge. The in-
out energy deposition ratio on the targetsiddEoutdep~ 1.7 is unchanged compared with the
pre-ELM power asymmetry. It can be concluded thmaboth TCV ELMs one see the in-out
target power deposited asymmetry favouring therinaeget. It is clear, that without drift
effects there is no effect in SOLPS to the signthef magnetic field and thus it is not
surprising that the same asymmetry is observedtin REV and FWD field cases. As it will
be reported in chapter 7, the situation is oppokiteJET simulations, where the in-out
asymmetry favouring outer target is found. The giale explanation for this opposite
asymmetries predicted by code at TCV and JET igliffierence in the geometry of these two
machines. As it was explained in chapter 5 (Bak. 5.2 at TCV the connection length to
inner target is ~ 14m and to outer target ~ 18matwheans that the inner target is closer to
the midplane (the ELM source). At JET the parattmhnection length to outer target is about
2 times shorter (~ 45m) than that to the inneraa(g80m), what is in line with the code
prediction of more power is deposited at outer dar(see chapter 7). In purely kinetic
situation, of course, the connection length woudtl lay a role in the energy deposition but
only in the time delays of plasma arrival to thegyéts. However, in SOLPS being fluid code
the connection length can drive the in-out powgyoddion asymmetries. The indication of
this is also the fact that the ratio of in-out dejped power is stronger in the Type | case where
the ELM has been launched from the bigger pologdké&tnt with the source center somewhat
closer to inner target compared to the Type Il ELM
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Figure 6.59. Left upper:SOLPS radiated powers during the ELM cycle fromtph® (B2.5)
plotted as positive and from neutrals (EIRENE) tgldtas negative (for clarity only). Left
lower. B2.5 radiated power as a sum of the contributitnesn the fuel and impurity species.
Right upper radiated power in different regions of the plasiRight lower energy radiated
in those regions.

167



Unfortunately, no measurement exists to constrae dode results in the time of
writing and therefore all the attempts to reasom lehaviour found by the code are only
speculations. More on the issue of the in-out tapgsver asymmetries can be found in the
section 6.3.

Analogous toFig. 6.52 for the Type Ill ELM, Fig. 6.59 illustrates the radiation
dynamics in the X3 heated, large ELM simulationlikénin the Type Il ELM case, neutrals
radiate as much as photons during the larger EltMppears that the radiated power from
impurities goes with the amplitude of th®Vg v, since the peak of the power for Type | ~
300kW and for Type Ill ~ 120 kW gives roughly ratio3, corresponding approximately to
the ratio ofAWg_u of these 2 ELMs. Like the smaller ELM, most of thdiation comes from
the lower charge states of carbori’,GC** and G*. Of the total radiated energy (~100 J)
during the ELM cycle, most is found in the diverkegs Fig. 6.60, with about twice as much
from the outer than the inner leg (as seen ircse of Type Il ELM). This is probably due
to the fact that there is more volume in the otiéeget leg and particles spend more time
spiraling down the longer connection length.

Since the impurities are transported over longee tscale roughly corresponding to
the divertor plasma residence time (possibly esgchdrom 0y signals), the radiated power
should be integrated over longer time than P80 For example during 1 ms, the radiated
energy predicted by SOLPS is ~ 350 J.
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Figure 6.60. Radiated power density from SOLPS at three stggesELM, ELM rise and
ELM peak. Most of the radiation is in divertor legs

Fig.6.61 shows the radiated power from the Tl of data fioolometers during the
simulated discharge #32713 in different regionplama. The radiation from foil bolometers
can be used only for the average, inter-ELM radimtVery low time-resolution of ~ 0.1s
allows only for the estimates of radiation averageer the ELM cycle. It should be reminded
that about 150kW of d2p core has been already substracted froga Ps and therefore the
values onFig.6.61 are expected to overestimate the SOLPS averagedehWwé cycle. The
total radiated power is about 600 kW, thexdseLow part corresponding approximately to
outer divertor leg shows radiation of ~ 300kW, &hd Rap ourPrapserow ~ 150 kW
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represents approximately the radiation in inneedor. All these values roughly match the
radiated power observed from SOLPS during the ELM hewever the values from code are
slightly lower. The observed ratio of, Rd/Poutrad~ 0.5 is well reproduced by the code.

— TOT #32713

0.6

0.4 0.9 0.6 0.7 0.8 0.9 1 Tl
time [ms]

Figure 6.61.Radiated power from foil bolometers in differentgioms of the plasma
throughout the discharge #32713 (analogy wkig.6.16). “IN” stands for inside the

separatrix, “OUT” stands for outside the separatrBBELOW” and “ABOVE” means the

radiation below and above the main plasma. One &lap assume that P(IN)=P(CORE);
P(OUT)-P(BELOW)~P(Inner divertor);P(BELOW)~P(Outsvertor).

Unlike the Type Il ELM pulses, during several tbe X3 heated discharges, some
data from the high time and space resolution AX@dvhera system are available. The AXUV
diode signals were digitized at 250 kHz giving thme-resolution of @s allowing
comparison of the radiation from the B2.5 part lvd SOLPS code during the ELM cycle
(since AXUV are not sensitive to non-photonic réidi@). A detailed analysis of this radiation
for discharge #33563 has been published in [241¢ fime-evolution of the AXUV radiated
power for the coherently averaged ELM from tomograpnversion (TI) is shown iifrig.
6.62 along with a comparison of the radiated energyesponding to this power and the
measured ELM energy drop for an ELM similar to tdme modelled here with SOLPS. As
much as 30% of the radiation is seen in the ELM pbase and is localized in the outboard
midplane, indicating that this early phase radratacurs as a result of filament impact at the
vessel walls [241]. The SOLPS time traces of radigiower are similar. A low fractional
energy loss due to the radiation of only ~8-15%A\Wf¢ v is observed experimentally in the
Type | ELM, what is in much more than with SOLPS3¢6). The peak in the photonic part of
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the radiation from SOLPS (~ 300 kW) overestimatgseemental one (170 kW) by factor of
2. This is in line with the fact that because a tion-linear response of the diodes, AXUV
system is known to underestimate the total radiaby probably factor of ~2 at least.
However, it must be taken into account that thegynef the ELM analyzed by AXUV is
lower AWgm ~ 2.3kJ) compared to that of simulated one (3kJ).
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Figure 6.62. Up: Total radiated power measured by AXUV for #33568wB: Integrated
energy from AXUV and plasma stored energy ¥om DML. Extracted from [241].

170



6.3. Toroidal pedestal rotation

In this section the question of the target powadlasymmetries will be addressed. It
is knonw from the observation in all the machires the in-out asymmetry favours the outer
target for the FWD field during the inter-ELM pha&mn the other hand, the ELM is known to
deposit the energy in the other direction to treelptM asymmetry and since the ELM event
represents a massive perturbation to the SOL,veng unlikely that the background plasma
plays any role in the ELM energy asymmetry. In filaet ELM just momentarily burns right
through the divertor plasma and determines the amstny itself, independently from the
inter-ELM situation. It is not absolutely understowhich physics govern this process, but
there are indications that component of the totoigtation might be responsible for it.

Tab.7.1 in the next chapter summarizes the in/out asymesewbtained from the
SOLPS simulations for four ELMs studied in thisdiseand the experimental ratios of heat
fluxes deposited at inner and outer target (gively or JET due to lack of the TCV data).
Earlier sections 6.1 and 6.2 have shown that theuintarget deposited integrated energy
asymmetries during the ELMs are favouring innegeaiin both Type Ill and Type | TCV
ELMs with REV and FWD toroidal field directions resgtively. This is to be expected since
the drift effects are not included in the simulaio The asymmetry in opposite direction is
observed from JET simulations, which can be probaplained by the differences in the
geometry .

In general, larger fraction has been always oleskro be deposited on inboard
divertor and on outboard divertor in FWD and RE#®Idiconfigurations respectively at JET,
ASDEX Upgrade and DIlI-D machines [236,242]. Adatlows from Tab.7.1 and will be
shown in the following chapter on JET ELMs, eveoutph the pre-ELM power asymmetries
are more closely matched, a problem still existh wie in-out asymmetry of the target plates
power load during the ELM, where strong disagrednietween experiment and model is
observed. This discrepancy has been always seam@seral feature of the fluid codes [17].
The clear conclusion on this cannot be driven fer simulations of TCV ELMs, since the
measurements of in-out asymmetry at TCV were uanfately not obtained in the time
horizon of this thesis. Therefore only speculatiacen be done on the basis of the
observations on the other machines. Thus, intuytivee could expect that more energy will
be deposited on the inner target during the ELMhim configuration with FWD field and
outer target with REV field. However, TCV geometsyasymmetric and very different to
other devices. As a result, one might not expecV T€ behave completely like the other
machines.

Nevertheless, an attempt to influence the in-argeat power loads asymmetry
obtained by the code was done in order to teshyipethesis in [242]. It has been suggested
[242] that one explanation for the observed asymyrfawvouring the inner target during the
ELM might be the presence of a toroidal componéntetocity imparted to the ELM at the
moment of formation due to toroidal rotation in {hedestal region. This section describes a
preliminary attempt to include this phenomenon ihi® SOLPS5 ELM simulations at TCV.

6.3.1. Features of target power asymmetry in SOLPS

The fluid code package SOLPS used here includefotlosving features, which are
known to cause the in-out asymmetry, especiallynduhe inter-ELM [17]:
» Toroidal geometryAn out-in asymmetry factor given by A=(&#1-€) with € being
the inverse aspect ratio, is about A~1,7-1,8 foWTAET and ASDEX Upgrade. This

171



represents that the cross-sectional area is largtre outside than on the inner side of
the poloidal cross-section.

» Shafranov shiftThe flux surfaces are closer together on the detsf the poloidal
cross-section and therefore if the transport isirassl to be constant in real space the
radial transport is larger on the outboard sid&hefcross-section.

» Target geometry;geometric effects arising from the targets thewesel like for
instance the length of the target legs which vegbably plays an important role in
the TCV with untypical geometry of the configuratiavith the outer divertor leg
much longer than inner one. This is known to catiee different local plasma
conditions in front of the target plates.

» Ballooning: If the ballooning of the transport coefficientsaigplied either during the
steady state or in this work especially during EeM, the distance between the
localization of this ballooning area to the targetaild be different for inner and outer
target and would also differ for the JET and TC¥ {adicated by the ratios of the
connection lengths towards the targets from therauidplane for these two machines
as seen in Chapter 5.-experimental differences).

«  Drift effects: from drifts (diamagnetic arflx B) if were applied, which is not the case
throughout this work.

Most of these effects are, however, applicablg tmithe L-mode or inter-ELM target
asymmetries and are most likely to be seen at higbiéisionalities (for higher densities
and lower temperatures). Further possibility whiam énfluence the in-out asymmetry
during the ELM is the inclusion of toroidal rotatian the pedestal region and momentum
transport from pedestal region to the SOL duringg&h® [242].

6.3.2. Toroidal pedestal rotation

In [103] a kinetic approach (force-free convectixensport along open field lines) is
used to derive an analytic expression describirgdivertor target power fluxes resulting
from an upstream ELM represented by a burst ofighast released into the SOL with a
Maxwellian distribution at temperature. This model naturally reproduces time delays at th
inner and outer targets for a perturbation launcitetie outboard midplane (where the ELM
is known primarily to originate as a consequencthefballooning nature of the asymmetry),
due simply to the different connection lengths frorigin to target arising naturally from a
“symmetric” divertor configuration (as in JET foxample). In a machine like TCV, where
the asymmetric divertor geometry leads to rougldyia¢ midplane to target connection
lengths, no such delay is expected. However, ifMagwellian is launched with zero mean
velocity, the model cannot, defacto, lead to anymamsetry in the total energies deposited at
each target, which must be equal. In [242], anrestts to this model is proposed in which a
drifting Maxwellian (with drift velocity charactesed by a parallel Mach number)Ms
included, corresponding to a perturbation carryanfraction or all of the toroidal rotation
velocity which is known to characterise the H-mqgubelestal [243]. In this so-called “free-
streaming particle” (FSP) approach [242], the in-ayinametry of the time integrated ELM
energy load, seen to invert when the toroidal faiféction (corresponding to an inversion of
the pedestal rotation velocity) is inverted. Ordy transport time scales are considered in this
approach so that the fast energy transport dudetdrens is ignored. The assumption of
convectively (ion) dominated energy transport isdugn FSP approach and applies therefore
only for the case of mainly convective ELMs. Thdrnare usually observed only at higher
densities and small ELM amplitudes [242]. Smallvaxstive ELMs in DIII-D are reported to
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be more asymmetric than larger ELMs which show ghéui fraction of conductive losses

[244-245]. An advantage of this approach is thatefiects due to (poloidal) drifts are

required to explain the in-out target power depasiasymmetry. As such, the proposal can
be tested with SOLPS5 as used in this thesis (in winctrift terms are switched on for the

ELM simulations).

6.3.2.1. Toroidal pedestal rotation in SOLPS

Toroidal momentum transport in the radial directzan be mimicked in SOLPS by
the inclusion of a boundary condition of consteartafiel (toroidal) velocity, yimposed at the
inner boundary (j.=const). Such simulations have in fact also beesgtted in an earlier
study [246] intended to investigate the effecthsd heutral beam injection on the generation
of radial transport through toroidal momentum. Ormmupled into the SOL, toroidal
momentum drives asymmetries in pressure and peflakes, leading to differences in target
heat and particle fluxes compared to the situatitthout such aditional transport.

Transport of the toroidal momentum through theasapix and further to the plates
can be understood on the basis of a simplified sladel of the SOL with x-axis directed
from inner to outer target plate and y-axis frora tore to the SOL [17]. Integration of the
parallel momentum balance equation over the SOlumel (neglecting the parallel and
anomalous viscosity in the SOL), yields:

Jrodx=m{v,) [rdx=m, [dyC,.v;, -, v, )+ [ dy%(m -p) (6.9

where thel'{' is the momentum flux at the separatrix,is the particle flux at the separatrix

and subscripts ‘+’ and ‘-’ correspond to the owtad inner targets respectively. Eq.6.9 is a
statement that the radial flux of parallel momentdimmough the separatrix (LHS) is
transported by the poloidal particle flux to thatpk and also causes pressure asymmetry. The
pressure asymmetry produces the difference in #rdcje and energy fluxes to the target
plates. This was confirmed for example by the olzerns in ASDEX Upgrade reported in
[247].

If the toroidal velocity at the targets in Eq.6s%assumed to be the sound speed at the

target plates:
[T, +T,
V”’i — qui — e_m [
i

and since, in the absence®k B drifts, I', = (B,/B).v;, the two terms on the RHS of Eq.6.9
are equal then [17]:

1 s _ B,

M), [Tedx=dy e ) (6.10)
This means that half of the radial flux of toroislabmentum generated in the core and then
flowing through the separatrix is responsible tog pressure asymmetry at the plates. From
the simulations in [17] it follows that the Eq.6.(0a reasonable estimate. The effect depends
on the value of the imposed toroidal velocity, sitite pressure asymmetry should be of order

of <V||>S/Cs,¢ where <v”>sis the average parallel velocity at the separatfthen a parallel
velocity is imposed as an inner core boundary d¢@wian additional SOL radial electric
field is also generated in the separatrix viciniye to the momentum transport, the average

velocity in the SOL becomes more negative in treeaaith imposed x0 and more positive
if vi>0. By convention, positive)\s directed from the midplane towards the outsgetand
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a pressure excess appears at the outer targsis Ilfiegative (directed from midplane to inner
target), the pressure is higher at inner targetpared to the outer target
By convention in this simple approach, a positigue of M, (v > 0) describes

toroidal rotation in the co-current direction, asponding to the FWD field case, should
drive an asymmetry in favour of the inner targetM|, < 0, the asymmetry favours the outer
target. This effect is however applicable only ba tonvective fraction of the power loads
and therefore it will strongly depend on the extentwhich the heat fluxes to the targets
during the simulated ELMs are convective (or cotiged. The in-out asymmetries during the
ELMs are seen to be most obvious as the ELM eneagases [242]. The asymmetries are
very scattered and are smaller for smaller ELMs.

6.3.3. Simulations of TCV Type III ELM with toroidal
pedestal rotation

This part describes the attempts made to chamgmibut ELM power asymmetry by
an inclusion of an adhoc toroidal rotation into frezlestal region in the SOLPS simulation of
the TCV Type Il ELMing discharge in RWD field cagtiration reported in section 6.1. As
mentioned earlier, on the basis of the observatitora other machines the speculation that
experimentally one would find more power deposibedouter targets in this field direction
will be assumed as plausible for this exercise. ifieut target power ratio found in the
simulation is ~ 1.3. In the absence of poloidaftddrms in the simulations presented here,
one can refer to the situations with FWD and RE#®dfionly by imposing negative and
positive \j respectively. Therefore the inclusion of positigis expected to change the
observed asymmetry towards the outer target

In SOLPS simulations,;us imposed at the core boundary and even wittequatrow
simulation grid (~ 2.5 cm inside separatrix in tAiI€V simulation), many CPU hours are
needed for yto propagate outwards from inner boundary to tO&.STherefore if y is to be
included in the transient ELM simulation, one netd&aunch it on the top of the steady state
solution where yhas already propagated to the separatrix.

Because of the limitations of the 2D SOLPS codes éxperimentally observed
toroidal rotation cannot be included as such, amyg parallel component of the velocity can
be applied. Therefore the strong viscous damping tarises in the momentum equation
when \j is imposed. Thus in order to allow thg perturbation to penetrate from the core
boundary outwards, the parallel viscous term masitched off otherwise the extra parallel
momentum injected by\s converted into heat and does not reach tharatpx. In order to
remove the parallel viscous damping and obtain pen@dal rotation, the inclusion of drifts
in the simulation would be required [238]. As fas thhe radial transport coefficients are
concerned, the values matching experimental obsensahave been chosen. Thus based on
the turbulence measurements indicating that the o&parallel transport momentum and heat
transport coefficient is close to unity [248], iddition to setting parallel viscosity to 0, the
perpendicular viscosity]n was simultaneously set toxm ~ 1 nf.s*. With very small values
of Ny (~0.01 kg.nt.s), the parallel velocity does not develop in theLSfBobm a value
injected at the inner core boundary.

In the simulation attempted here, parallel velesiin both directionsj\= +10 m.s*
and y=-10° m.s* (~ 30% of the pedestal sound speed), were injentéite simulations at the
inner core boundary. From the measurements of dargpedestal rotation measured at
ASDEX Upgrade by edge CXRS, values of < 8@s' (~ 15-30 km/s) were found in co-
current direction in the pedestal region, corresiieg to M, ~ 0,1. However, it is should be
noted that because the toroidal momentum is gesteratthe core and is then transported to
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the separatrix, the average parallel velocity gafigudecreases towards the separatrix, while
the radial flux of toroidal momentum remains almoshstant (as seen also in simulations in
[246]).
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Figure 6.63. The profiles of & T, n,, n~ n(D), p, \, My, jsat and P5 at outer target (left),
outer midplane (middle) and inner target (righty fore-ELM simulations of TCV Type |lI
ELMing H-mode with y= 10°> m.§" (red) and -18 m.s" (green) compared with the reference
case without y(black). Reference case is “diffusive”.
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If a given \jis imposed at core boundary, it diffuses outwdodthe pedestal region and is
about 10 times lower than its initial value whemhais reached separatrix. This can be clearly
seen onFig.6.64 with spatial and time evolution of parallel velibes and on thdig.6.63
where the compilation of the several parametegsTTne, n ~ n(D'), p, Vi, M), jsseand B) at
both targets (left and right columns l6ify.6.63 and midplane (middle column) is shown for
the three pre-ELM cases including those with pesjtnegative and zerq, imposed. At the
separatrix y = 10" m.s", a factor of 10 down on the inner core boundanyealt is very
important to note that imposed, does not cause changes in the upstream profilds an
therefore no corrections of the anomalous transpoefficients are required in order to
maintain rough agreement with experimental upstrgaofiles once an additional) s
introduced. The two cases with opposijéghave asymmetrically and a change in the in-out
target asymmetries are already manifest in thedgtetate profiles. The particles and power
fluxes increase at outer target and decrease at target for the case withmd0° m.s* and
vice versa for yin the opposite direction.
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Figure 6.64. Spatial distribution of the parallel velocity ihe simulation grid for the three
different TCV cases in Fig.10.1. Leff=+10° m.s". Centre: reference casg=0. Right:
=-10° m.s". The poloidal cells 12-51 represent the mail S®id aadial cells>10 outside
separatrix.

When the ELMs are launched on these steady staigams in the same way as for
the case without v similarly to the simulations with®0 reported in section 6.1.5.4, the
radial heat fluxes crossing the separatrix are ¢etrely dominated by convection (95%).
However the heat fluxes to the targets are mucleroonductive, with the convective fraction
representing only ~30% (for all three cases showrig.6.63. Nevertheless, as seenFiy.

6.65 this is enough for the effect of toroidal rotatiim be seen as expected on the basis of the
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FSP model [242]. The ratio of energies depositedthan targets during the ELM event
Epep WEpep,out increases from ~1.3 (reference case) to ~3 forEiel with v||:-10L5 m.st
and decreases to ~ 0.3 fgF¥10° m.s". This is the trend in the right direction anddoks
like a good start. It is worth mentioning that the< limiting factors in these simulations are
set to the default values (em=10 anda=0.3), hamely weak ion flux limiting. This is the
reason for the rather high conductive fractionhaf heat fluxes at the targets. It follows from
the analysis in the section 6.1.5.6.2, that iffttie limiting were stronger, the ELMs would be
more convective and the effect of toroidal rotatiewuld be even stronger.

It must be however, pointed out, that introductasrv has radical effects on the pre-
ELM solution which are clearly not correct. Thesenio longer any real agreement with the
data of reference case witlF@. This would be only acceptable if this “pre-ELMdIution
was taken only as a very first part of the ELM diion. However, this is not correct either,
since it is observed, that once the ELM is appkdldthe energy is expelled through the
separatrix in first 2Qus and then the power through the separatrix drapslly and all the
upstream profiles collapse completely. The agre¢maéth the upstream ELM profiles (as
seen orFig.6.19 for reference case) is obtained only at &0 The target profiles are also
nowhere near the experimental measurements. Marethee energy expelled by the ELMs
has, decreased from ~ 600 J to ~ 450 J for thesaaisie applied finite yshown orFig.6.65.

TCV ELM
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vpar [10" m.s™]
Figure 6.65. Ratio of power deposited on inner and outer tardeting TCV ELMs for
different values of toroidal rotation. The casestwiarallel velocity 18and -1G m.s* expel
only AWg v~ 450 J compared to the reference case withpydWg v~600J).Note, that the
left part of the plot with negative x-axis corresds to the experimental case with FWD field
and the part with positive x-axis to the case W&V field.

These discrepancies suggest that even if incluefothe v seems to “solve” the in-out

asymmetry problem (hypothetical, since no measunésnare available to prove this), it
creates another discrepancies and completely nkiwosowith different combinations of the

transport coefficients would be needed to obtae ghofiles matching the experiment data.
This analysis is too immature and needs to be pdrso the future in more details. In

addition, the experimental measurements are netxednstrain the code and draw valid
conclusions.
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7. SOLPS simulations of JET ELMing H-modes

Chapter 6 has described in detail the SOLPS5 diependent simulations of two types
of ELMs on TCV, demonstrating good correspondenith the available experimental data
and using the results of PiC simulations to study dffect of kinetic corrections on the fluid
predictions. This turns to much larger transiemshe JET tokamak, where ELM energies are
hundreds of time those experienced on TCV. The asiphere will be on the use of these
ELM simulations to benchmark two of the world’s wragdge code packages: SOLPSS5, the
tool of choice during this thesis and EDGE2D-NIMBUBe fluid Monte-Carlo plasma
boundary code suite developed over 20 years ataidTused exclusively for simulations of
JET plasmas. Although a series of simpler code-t@miehmarks have been attempted in the
past, the study reported here represents theditsipt to perform such an exercise for a
complex, time dependent situation. In addition #imulations of H-mode with ELM
expelling energy close to the ITER limit ~ 1MJ aeported in the second part of this chapter.

7.1. SOLPS5 - EDGE2D-NIMBUS benchmark of JET
Type I ELMing H-mode

In this section the focus will be on SOLPS modellof a Type | ELMing H-mode
discharge at JET, characterised by ELMs wtlg v ~200 kJ, a factor 200 larger than the
small TCV Type lll ELMs examined in Chapter 6. Mattion for this study is twofold: first
because the discharge in question is part of ecdetl series of H-modes performed on JET
to obtain the best (at the time) possible set a@feeprofile and target measurements and
second because the discharge has been modelledainla, Kallenbach [172] using the JET
edge code EDGE2D-NIMBUS [132]. The exercise thus/joles an excellent opportunity to
test the SOLPS5 time dependent model on a largae nelevant (to ITER) scale (compared
with the TCV simulations) and at the same times$atin important benchmarking function.
A selection of the results described here are tihgest of a recently published journal article
[173].

7.1.1. SOLPS vs. EDGE2D/NIMBUS

Edge modeling codes are used to understand aexpriat the results of the present
machines and to predictive modeling of the futelamaks, e.g. ITER. It is therefore crucial
to understand, document and resolve the differebheéseen them whether they arise from
differences in underlying physics approximationglmices of numerical treatment.

Although a benchmark of the SOLPS5 and EDGE2D-NINMBtbddes has previously
been successfully attempted [249], the exercisertegp here represents a more complex
situation, in which impurities are included (allacbe states of carbon) and a time dependent
solution is sought to capture the ELM.

Both codes are fluid—-Monte Carlo code packagess BAd EDGE2D are stand-alone
fluid codes solving the Braginskii equations forgikel transport with a diffusive/convective
ansatz for cross-field transport. Each is interdasgh a neutral code (Eirene and NIMBUS)
which may also be run independently, but whichediftonsiderably from each other. For
example, NIMBUS uses a cylindrical and Eirene aittal approximation and Eirene includes
a great deal more complexity in the various atopfigsics processes that are accounted for.

179



Each code package contains similar descriptionghgsical and chemical sputtering. Even
though both packages solve the overall edge flewtnal system in essentially the same way
(i.e. based on a similar physics model), the caalesextremely complex and have been
developed by many people over decades. Benchmaokiagagainst the other is an important
check of the overall level of consistency of twales which solve the same problem with
different numerical schemes. Since only one (SOLUR&) been used to provide a physics
basis for the ITER divertor and SOL plasma, itisamportant that the results of this code
be checked against an independent package. AlthdoDGE2D has recently been
successfully coupled to Eirene, the neutral trartspade used in SOLPS5, comparison will
be made here only between SOLPS5 and results fnenEDGE2D-NIMBUS simulations
reported in [172]; the EDGE2D-Eirene coupling had yet been performed at the time the
work in [172] was undertaken.

The complexity of the time dependent ELM case ishsthat a benchmark is even
more important. One important difference is thatetidependence is introduced in both the
B2.5 and Eirene components of SOLPS5, whilst inBB&E2D-NIMBUS, package only the
fluid component is time dependent (neutrals are timlependent). In EDGE2D the time-step
decreases during the ELM cycle from*1®to 10's, in B2.5 and EIRENE the same time step
is applied throughout the simulation (in the caseligshed here it was 10s). The highest
level of complexity (namely the inclusion of drijfts not attempted here since they were not
included in the original EDGE2D-NIMBUS simulatiofis/ 2].

7.1.2. Experiment and settings

The Type | ELMing H-mode JET discharge modeled #8569, is ayl= 2.0 MA,
By = 2 T pulse with gas fuelling,iP~14 MW and Wasma~ 4 MJ. In common with most
medium to high power H-modes on JET, additionatihgan the form of NBI makes up most
of the heating power in this pulse. In this casged~ 1.25 keV and dpeq~ 4 x 10*° m® with
fem ~ 30 Hz andAWeg y ~ 200 kJ AWg L m/WpLaswa ~ 0.05. Compared for example to the
small Type Ill ELM at TCV withAWg_ y ~ 600J and about 10 times smaller deposition area,
this JET Type | ELM is about ~30 times more powknfuterms of power deposition to the
plasma-facing components. Key time traces of tigshdrge are shown iRig.7.1 and the
main plasma parametersiiab.5.2 The ELM-related parameters can be foundiab.3.1

As for the TCV case, the JET simulations are caistd upstream by experimental
Ne, Te and T profiles obtained from the diagnostics describedhapter 5, but without the
benefit (in terms of spatial resolution in the petdéregion) of the HRTS system, which had
not yet been installed at the time of this eartiescharge. Unlike the even higher power
discharge described in the next section, howetex lower |, discharge was run with a slow
vertical rigid plasma sweep, allowing high resaluatiarget profiles of ion flux density,j ne
and T to be generated with the LP array (much highen fhassible at higher, | where the
risk of disruption is too high to allow large vedl movements). Unfortunately at the time
when this discharge was produced, measurementstaif radiated power were performed
with the old JET bolometry system (KB1), which has low time resolution for analysis on
the ELM timescale to be attempted. A different, bety similar discharge, #73394 has
therefore been used for the radiation analysishefdimulations here. The new, improved
bolometer diagnostic (KB5) was available only farlges similar to the simulated one.
Therefore only an indication of the inter-ELM povikixes at the targets have been obtained
from discharge #74380 using a IR cameras with tiesolution 0,1ms. Unfortunately, this
discharge has quite different divertor magneticngetoy compared with the reference pulse
and so the comparison with simulations is not tiyricalid. It has the outer leg on the load
bearing septum replacement plate (LBSRP) instalféel the period in which the reference
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pulse was made. This is thus a horizontal targeffiguration (for the outer target), in
comparison to the vertical target equilibrium of tieference plasma. Nevertheless, given that
good IR measurements on the ELM timescale weraveitable for #58569, this represents a
reasonable compromise given that the main plasmarders, including the,|Be and Ry
(and hence the same magnetic connection lengthgimiar. The data from this pulse have
been however, used only as a cross-check of tiee-EHitM power fluxes at the targets and
another pulses #62222 and #62224, much closer @¢osimulated one in the divertor
configuration (compared to above described #7438@\ e been used to indicate the
measured energy target deposition asymmetries egéat the simulated discharge during
the ELM. The ELMs examined in these pulses havhdniffWe v ~ 270-300 kJ compared to
the simulated pulse, however it is again a readera@impromise.
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Figure 7.1. Selected time traces of the main parameters ofliseharge #58569 simulated in
this section. [ signal corresponds to the line of sight at theteowlivertor. The time axis
corresponds to the JET time index (t+40s).

181



The boundary conditions and settings in the JBTukitions are mostly the same as in
the TCV cases except a few which are mentionedifegly below. As far as possible, the
benchmark is performed by setting all equivalemuis in SOLPS5 as they were for the
EDGE2D model in [172]. This includes wall albedoscfcling coefficients), parallel heat
flux limits, separatrix density feedback (as alsedi for the TCV cases) and power flux
sharing in the ion and electron channels. Thg #2 power is set as the corresponding,P

value inTab.5.2as 12 MW andns® = 2x10"m>,

Unlike the TCV simulations, where the gas puff v@agoint source of Pmolecules,
in the JET case, the gas puff prescribed in theERIR input file is a surface distributed
source of particles. In common with the model i@}l no flux limiting of parallel heat
fluxes was used and no sensitivity study on thesarpeters has been performed. As for the
TCV cases, the simulations contain 9 species: dauateand carbon neutrals and all ion

species (D, C", C**, C**, C*, C*, C™).
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Figure 7.2. Grids used for the JET H-mode simulation (puls858®). The red and green
lines mark the separatrix as identified by EFIT &@LPS5 respectively

Fig.7.2 shows the SOLPS5 computational grid on which theMiBly H-mode
benchmark has been performed, along with that fmeitie EDGE2D-NIMBUS code runs in
[172]. Both are derived from the magnetic flux swds obtained with the magnetic
equilibrium reconstruction code EFIT at t = 29 ®ithe discharge, near the end of the plasma
current flattop. The grids are not quite the sathe: EDGE2D-NIMBUS grid has 48 cells
poloidally, 30 radially and extends about 20 cmdashe separatrix and 5 cm outside; the
SOLPSS5 grid has higher spatial resolution (96 cptidally and 36 cells radially) and
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extends much further into the core, ~ 40 cm andccmén the SOL. The first 24 poloidal cells
cover the inner divertor, the next 48 (ix=25-72)lc¢he main SOL and the last 24 cells
(ix=73-96) the outer divertor. The separatrix isweEen radial cells 19 and 20 and the outer
midplane at poloidal cell 57. A true one to onedsenark would require the exercise to be
performed on the same grid. The differences arcgritly small for this not to be an issue.
In addition, the wider SOLPS5 grid permits an inya study of radiation distributions
(something not treated in detail in [172]).

7.1.3. Results of the benchmark exercise

To model the pre-ELM steady state, a step-liketmis used for the radial profile of
transport parameters exactly as performed in [WRhin the small differences introduced as
a consequence of the imperfect grid match. In way, the inner core region, the H-mode
pedestal (edge transport barrier) and the outer &f@lLrepresented as 3 distinct regions.
Along the divertor legs, the radial profiles of tinensport coefficient are flat (D= yre = o =
1 nf.s*, vo= 0 m.§Y). Note thatys; = yo e is assumed on the basis of similar experimental
values of Tand T (seeFig. 7.3.

The upstream profiles ofenTe, T; and transport coefficients during the pre-ELM
phase are compiled iRig.7.3 (analogous to Fig.2 in [172]) including the prewsoresults
obtained from [172], those from the new SOLPS5 #amn and the experimental data (the
experimental points have been processed slightiigrdntly from those in [172] and may not
correspond precisely). The high level of agreentmttveen profiles from the two codes is
extremely encouraging. As described in [172],ffudive outward transport is assumed, as it
is here, a strong inward particle pinch is requitednatch the experimental density profile.
Not surprisingly, the same applies to the SOLP&%ukitions. Attempts made with SOLPS5
to find a satisfactory match without invoking a ginterm failed to produce as close
agreement with experimental profiles.

In the same way as for the TCV ELM simulations &kel in [172], an approximation
to the ELM cycle is included using an adhoc inceesstransport coefficients for an ELM
duration specified from experimeng % ~ 1ms on JET. Multiple ELMs are simulated as a
repetitive increase of transport coefficients witequency ~ 30 Hz, corresponding to the
experimentald y. To match the observedVg v ~ 200 kJ, D, yre andys must be increased
by factors of 20 and 40 respectively. This mulgation factor is applied everywhere
poloidally except along the divertor legs where gire-ELM (flat) profiles are maintained
through the ELM phase. Note that, unlike the TC¥esa no poloidal localization on the LFS
has been applied in these simulations. The enharaesport moreover has been applied also
at HFS in the same way as in LFS. Only a purelffudive” approach has been used to model
this ELM and no changes are made to the radialesb&fhe transport coefficient during the
ELM (in contrast to the case of the TCV ELM chapgr In addition, the B y» have been
increased radially only in the interval extendimgni 5cm inside to 0.5 cm outside the
separatrix (corresponding roughly to the experirminobserved ELM affected area). A time
step of 10s is used in SOLPSS5, yielding 100 points insideptrescribedg v ~1ms.
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Figure 7.3. Pre-ELM n, T, T; upstream profiles for # 58569 from experimentatad
SOLPS5 and EDGE2D-NIMBUS, together with correspamdiadial profiles of transport

coefficients (==yxs= x). “out” in the bottom panel indicates that posgiw; corresponds to
the outward pinch and vice versa.
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Figure.7.5. Evolution of g (left) and T (right) profiles during the ELM simulated with
SOLPS. Inset on left shows the time dependgndighal with colors corresponding to the
profiles in the particular phases of the ELM cycldack = preELM, blue=ELM rise,

red=ELM peak and green= ELM relaxation phase. Ntftat time axis corresponds to the
t+40s.
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Fig. 7.4 (analogous to Fig. 4b and Fig. 5 in [172]) compdhessimulated upstream
profiles of n and T from both codes, along with ECE data fardlring the pre-ELM phase
and 3ms after the start of the ELM. The agreememiwéden the two codes is again very
reasonable, particularly in the pedestal regione Bmall difference in the core is most
probably due to the deeper SOLPS simulation mieigh.7.5shows the time evolution of the
ne and T profiles during the ELM cycle. The transport barrcrash is clearly seen, with the
effect much stronger on the temperature than depsifile.
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. = = E2D preELM
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Figure 7.6. Pre-ELM (black) and ELM (red) target profileSsajTe,ne from EDGE2D-
NIMBUS (dotted line) and SOLPS5 (solid line), ekpental LP data (green).Simulation
#24805 where, for the sake of the benchmark,me tiependence is considered in EIRENE.

At the divertor targets the code results are copgparFig.7.6 with the LP profiles obtained
during the vertical strike point sweeps (analogmusig.6 in [172] but now also including the
inner target which was not given in [172]). BothteinrELM and ELM profiles from the
simulations are plotted, where the latter corredpoto a point 0.4 ms after the transport
coefficients are increased in the code. In the odidbe LP data, all time points (ELM and
inter-ELM) are included such that the lower and erpgnvelopes represent roughly the inter-
ELM and ELM peak profiles. Note also that unlike thCV case, the JET LPs can be run as
triple probes, so thatclis available on a much faster timescale (10 kHztlie example in
Fig. 7.9.

Agreement between the two codes, especially abther target, is again reasonable
given, for example, the different neutral modelstiBare a fair match to the experimental
data but both largely over-estimate the outer taigeduring the ELM. The d during the
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ELM at inner target predicted by SOLPS5 is muchdowhan the one from EDGE2D-
NIMBUS and thus closer to the experimental dataweieer, the LP signals are ELM
averaged and they are known to measure low temypesaat the inner target in JET (because
it is always partially detached between ELMs). Thedrops during the ELM from the
pedestal to the target about 3 times at outer amchrmore at inner. Indeed if one calculates
the fraction if the conduction in the power fluxe®sre than 90 % is found. Neither of the
codes predicts much of a rise in peak densityeaEilbM. This is obviously a counter-intuitive
result, obtained with both codes, because the EltMesl a massive flux to the divertor
indicated by a large increase in thg $ignal.
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Figure7.7. Comparison of different time target profiles durittge ELM (0,4 ms after the
ELM start) for the three different simulations; Blkalines represent the case with TB
everywhere including divertor legs and with timeeedency for the neutrals; Red lines
stand for the case without TB in divertor legs ith time-dependent treatment of neutrals
and the last case depicted by blue lines is thereece case frorkig.7.6 without TB in
divertor legs but with time-dependency switchednoEIRENE.

As it was mentioned in the section 7.1.1 the rautiodel in EDGE2D/NIMBUS used
in [172] doesn’t include the time-dependence. Ideorto inspect this issue the simulations
were performed by SOLPS both with and without tidegendent treatment of the neutrals in
EIRENE part of the code packad€g.7.7 compiles the ELM target profiles ofjne, Te and
Py for three different simulations including the twases mentioned above and the case with
the time-dependently treated neutrals and samalrpdifiles of transport coefficients (with

187



TB) applied everywhere poloidally in the simulatignd. Most visible differences come from
the TB in divertor legs especially fore, Tne and jo: Different treatment of neutral time-
dependence appears to affect the profiles morkapesthan in the amplitude.

7.4.1 Target power loads

In addition to the baseline benchmarking exeraigd@ch can only check the level of
agreement with the results presented in [172],nthe SOLPS5 simulations can be used to
study other aspects of the response to these JBE TELMs, profiting from improved
diagnostic measurements not available to the EDGERIBUS study.

Fig. 7.8 shows the SOLPS target power fluxes, where thailabed results have
adopted the same approach with regard to sheathti@®smission coefficients as those
described in section 6.1.4. Good IR measuremenis nat available in the reference pulse,
nor do more recent identical pulses exist in whicith measurements are available (see
section 7.1.2).
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Figure 7.8. Upper: pre-ELM (black) and ELM (red) profiles on bothgeats from SOLPS
Lower: Time-dependent power fluxes at the strike poorhfEOLPS

Fig 7.8 uppershows the SOLPS5 simulations, which correspornti¢acase with no
ETB in divertor legs and with the code fully timepgndent (including EIRENE), which is
adopted in the following analysis as a referense c@he profiles are extracted at the peak of
the ELM amplitude evolution at the strike point.iglevolution is shown in the lower part of
Fig 7.8.

The pre-ELM profiles from code match reasonablyl wed experimental values from
the pre-ELM phase of #73480 with profile peaks ealapproximately ~2 MW.f and ~ 11
MW.m? at inner and outer target respectively (compacedd MW.m? and ~ 8 MW.rif
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from SOLPS — seEig.7.8 uppel. This in-out asymmetry favouring outer-targebisserved

in all machines during the inter-ELM phase in cgafations with FWD field. The match
with this trend is quite encouraging because teeagent during the pre-ELM is a key if one
wants to investigate the behaviour of fluxes durthg ELM event. The experimental
measurements show that this inter-ELM in-out asytryrie reversed during the ELM [177].
SOLPS5, however, shows much higher power flux diessat outer compared to inner target
also during the ELM, with peak values reaching VB&.m? and ~ 250 MW.1 at inner and
outer target respectively. When integrated over ftieELM cycle the SOLPS finds the
energy deposited at inner target EDEP,IN ~ 30 kU &DEP,OUT ~ 140 kJ, thus giving the
in-out asymmetry ratio ~ 0.21.

This is in sharp contrast with experimentally oliedr total energies measured for
similar discharges #62224 and #62222 (WitNg v ~ 270kJ and 300 kJ respectively) which
find Epep,WEpep,out ~ 1,65 and 2 respectively. Even though this reisuiheant to be only
indicative it cannot be denied that such ELM enelggding asymmetries are typically
observed on JET [236] and elsewhere (e.g. ASDEXrahbg [250] for forward toroidal field.
The target power deposition asymmetry seen at T@8%< has opposite direction in both
Type | and Type Ill ELM simulations. This discrepsn which is probably driven by the
different geometry of the two machines was disaligsesection 6.3 and the in-out asymmetry
issue for the JET case will be addressed in seéti®n

7.1.5. Energy analysis and radiation

In similar fashion to the analysis performed foe thCV ELM, the SOLPS5 JET
benchmark output has been used to study the ef@igynce during the ELM cycle. During
the pre-ELM phase in the simulation, the power sirgs the core boundary ~12 MW s
distributed mainly at the targets ~ 65%, with tlestrlost by radiation. The total radiated
power during the pre-ELM phase is found to be ~ 4MW good agreement with
experimental data from bolometer system Gge 7.1).

As shown onFig.7.9 the measured time variation of the diamagneticest@nergy
during the ELM cycles is well reproduced by the @ations, giving the observe®Wg v ~
200 kJ. The SOLPS values are corrected by 2.8 Mésmonding to the core plasma volume
not included in the SOLPS grid. This is somewhas lehan the ~3.4 MJ required in the
EDGE2D-NIMBUS simulations [172] as a consequencéhefnarrower grid used there (see
Fig. 7.2. This drop in the energy stored in plasma in S®Lédrresponds to the time-
evolution of the powers crossing the boundariesthedntegrated energies during the ELM
cycle plotted inFig. 7.9 The energy expelled through the separatrix duttiegELM (200kJ)
is balanced by the calculated energy depositechertargets (k=p ~ 170 kJ) and radiated
energy (Rap ~ 30kJ). It is interesting to note, that unlike teimulations of small TCV
ELMs, where a considerable fraction Vg v leaves the outer boundary of the grid (and
would thus correspond to power deposited on ther mails) this larger JET ELM deposits
majority of its energy (~85%) on the targets. T¢as be qualitatively explained when taking
into account that SOL width at JET is about twisdage as that used in TCV simulations.
Since the more energetic JET ELM looses the entasgper by parallel transport (increased
conduction), less energy gets to the outer boundgaigh is further out compared to the TCV
case.
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Figure 7.9.Right: Drop in plasma energy during the ELM from expenmand SOLPS
(corrected by ~ 2.8 MJ to account for core plasntarexi energy not covered by the
simulation grid)._Left:Power crossing the boundaries (upper) and corresiity integrated
energies (lower).

As seen irFig.7.1Q the radiation from photons is about factor of stfnger than
from the neutrals — a situation very different tee tsmaller ELMs on TCV, where the
radiation energy is more equally shared betwee® BAd EIRENE. This is connected with
the low temperature at the inner target responéilthe strong radiation in that region which
practically represents the main part of the radimfrom B2.5. Like the TCV case, however,
the dominant contribution to the photonic radiatmiginates from the low charge states of
carbon &', C**. Fig. 7.10 also shows the total radiated power and energyigiesl by
SOLPS including the fractions corresponding toedt#ht regions of the grid. In contrast to the
TCV ELMs, the radiated power is almost exclusivedynd at the targets and very small
fraction is found in SOL with practically nothingside the separatrix.
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Figure 7.10. Left upper:radiated power in different regions of plasma.tlegntre: energy
radiated in those regions. Left lower: radiated \gyeduring the ELM cycle measured by
bolometers from #73394. Right upp&OLPS radiated powers from photons (B2.5) plotted
as positive and from neutrals (EIRENE) plotted agative (for clarity only). Right lower
radiated power from B2.5 as a sum of the contrimgifrom the species.

A recent upgrade to the JET bolometer system heaablesh radiated power
measurements on ~1 ms timescale, allowing ELM iadu@diation to be at least partially
studied [201-202]Fig.7.10 lower left includes the data obtained by this new system tite
discharge #73394, which is a vertical target euiim, similar to #58569 with the exception
of a slightly higher plasma current=R.4MA. The experimental radiation energy during th
ELM cycle is about ~ 40-50 kJ, slightly more th&e tode predictions, but factor of ~1.5 is
reasonable agreement. The SOLPS ELM provokes amrasiric radiation distribution
strongly favouring the inner divertor. This is ratrprising taking into account the lows T
during the ELM there. Now it is clear why the powdaposited at inner target is so much
lower than at outer target. Since the inner diveiioSOLPS is very cold (sd€ig.7.6), the
radiation is very strong there thus removing adl tonducted energy.

An approximately linear dependence of this in-catrametry onAWg y is reported
in [236] for discharges similar to this benchmaase, giving kap in/Erap,out~ 2 for AWgm
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~ 200 kJ. The SOLPS5 simulations overestimate thiso by factor of ~ 2 with
Erap,IN'Erap,out~ 24 kJ/6 kJ (~ 4), but the asymmetry tendencyal meproduced. The total
radiation in SOLPS thus represents only ~15 % \Wg v, the rest appearing as heat flux at
the targets (in the code). In experimeXEgap/AWe v ~ 0.5 [201-202,236].
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Figure 7.11. Radiated power densities in the divertor regioonir SOLPS (left) and
bolometry from #73394 (right) at different timdgloe ELM cycle. Top figures correspond to
pre-ELM (t=0.5ms where the start of the ELM it t=lam inFig.6.12), middle ones to ELM
rise (1.5ms) and bottom ones to ELM peak (2ms)eNibtat the SOLPS data are on
logarithmic scale, since the spatial resolutioralsout 10 times higher in SOLPS simulations
than in experiment. For the experimental data teal times of the reconstruction are noted
above each plot in the center. The numbers at sghd indicate the time with respect to the
simulated ELM start ~ 1ms.

Fig 7.11 offers the comparison of the poloidal cross-seetidc3D radiation power density
from SOLPS and experiment during the pre-ELM, Elisérand ELM peak. Even if there is
simulated asymmetry in the right direction, SOLRSuits show that the radiation is
concentrated mostly around the strike points ar@hit be concluded that SOLPS does not
correctly capture the distribution in the diverthuring the ELM. It is necessary to note that
the bolometry reconstruction at 0.5 ms includedattiefact at the outer target [251].
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7.2. H-mode with large Type I ELMs at JET

To reach @r = 10 fusion performance, the baseline referenaatipon required to
satisfy the ITER mission goal, requires good quattmode conditions, found in current
devices only for operation well above the L-H titios threshold power. Such conditions
are associated in current devices with Type | Elidiéch, when extrapolated to ITER using
existing scaling laws, will hav&Weg vy ~ 20 MJ anddi v ~1-2 Hz [110]. It is now clear, from
laboratory experiments in which candidate targetenis, CFC or W, are exposed to the
high transient heat loads provoked by such ELMat thaterial erosion will place severe
restrictions on target lifetime, effectively previeg operation under these conditions [252].
The high confinement must therefore be sustainedhauELMs mitigated such that energy
densities do not exceed ~0.5 M3wn the targets for scaled ELM deposition rise siroe the
order of 250us [52]. This can only be satisfied faWg v ~ 1 MJ, corresponding to only
~0.3 % of the full stored energy (350 MJ) projedimdthe Qr = 10 plasma. In fact, the final
ITER divertor design, with more inclined inner veal targets [253], reduces the required
ELM energy toAWg v ~0.6 MJ, posing an enormous challenge to mitigegichemes.
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Figure 7.12. Left: Time traces of selected relevant parameters ohdige #70224 simulated
in this section. Note the very irregular ELMs felled by compound phases. Righame
parameters of #62218, a very similar discharge tmutch more regular ELMs. They are
regular enough to allow coherent averaging of IRg& data, allowing ELM resolved
measurements to be made and compared with SOLRPS&SE0NS.
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Such values ofAWg v are in fact readily achievable on JET in high entr
discharges, even if the pedestal conditions anedtenergies of the ITER burning plasma
cannot be simultaneously matched. Such dischangis), = 3.0 MA, B, =3.0 T, i = 17-

20 MW (supplied mostly by Neutral Beam Injectiorgve been run at JET in dedicated
experiments designed to observe the effects oél&igVs on the plasma-surface interaction
[201]. The largest ELMs are produced in pulses Witke or no gas fuelling and in which
Neped aNd T pedat the pedestal top reach =610 m® and ~ 2.5 keV respectively. These
parameters yield neo-classical pedestal collisibesl in the rangevs = 0.03-0.08,
encompassing the value expected on ITER and ha@amgl stored energies in the range
Wpiasma~8 MJ. They often have large, sporadic Type | ELMigh some events approaching
an ELM energy loss of 1 MJ. Following the same prhee as for the benchmark in previous
section, a first attempt has been made to simslate ELMs with SOLPS5. The preliminary
results are reported in this section.

The chosen reference discharge, #70224, has m@miactithe same magnetic
equilibrium geometry as the lower energy pulseudised in the previous section. In fact it is
simply a higher current, higher field variant oathlischarge and forms one of the family of
“DOC” (Diagnostic Optimised Configuration) dischasydeveloped at JET for pedestal and
plasma boundary studies in H-mode. These disch&r@es been used extensively to provide
contributions to the understanding of the pedestal ELM dynamics [110]. By increasing
field and current at the same time, all dischalg@ge the same edge safety factor and so
ELM transport and energy losses etc can be stutbe@xample, at constant SOL connection
length.

Relevant (to this study) time traces from the mfiee pulse are shown kg 7.12
Upstream, SOLPS5 is constrained by pedestal proféasurements of the pre-ELM phases
from the new JET High resolution Thomson Scatte@ygtem (HRTS), the Lithium beam,
ECE and CXRS diagnostics. Upstream profiles dutivgELM were not available for this
pulse and thus HRTS measurements from #77187,yasiailar, more recent pulse, were
used as an indication for the SOLPS simulations.th& targets, simulation results are
compared with profiles ofnand T obtained with the JET divertor Langmuir probe (LP)
array. Unfortunately, many of the key probes diaai locations on the vertical targets were
no longer functioning at the time of this experimand so the data are not of very good
quality. Only steady state (inter-ELM) profiles areailable and even these are of limited use.
Note that vertical sweeping of these high currdasipas is not permitted on JET owing to
the risk of disruption and the large forces whiohld result. As a result, the quasi continuous
radial profiles achievable for the 2.0 MA pulse adissed in the previous section are
unobtainable at higher current.

The new fast bolometry system (see section 5.1@)igies the time variation of the
total radiated power, from the repeat discharge2&30 Unfortunately, the strike point
positions in #70224 were placed just too low on teetical targets for the tangentially
viewing, fast IR camera (KL3B) to be able to extraarface power density profiles with
sufficient spatial resolution. In addition, theagic nature of the ELMs (sd€g. 7.12 lef)
would in any case make high time resolution measargs difficult with the tangential
camera (the only system capable of proper vertiaejet viewing). Instead, an earlier,
essentially identical 3.0 MA, 3T discharge #622E8 Iheen used. The strike points in this
DOC pulse were slightly higher and the ELMs morguiar, allowing coherent averaging of
the IR data and acceptable spatial resolution.

For the simulations, essentially the same inputings were used as for the
benchmarked case of section 7.1. The same fluxdimias in Chapter 6 were applied, the
power crossing the core boundary fixed gBs= 14 MW and the density feedback used on
a midplane separatrix value of 1X1@™.
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Figure 7.13. Grid used for the simulation of the JET discha#224 and Type | ELM;
green lines represents the separatrix. This griddasy similar to the case analyzed in section
7.1 (sed~ig.7.2), only the strike points are slightly lower here.

The simulations have been performed on the grdvsehin Fig. 7.13 extracted from
pulse #69818, of which #70224 is a repetition. Bath extremely similar to the grid used in
Section 7.1 for the reference 2.0 MA pulse (bothROC equilibria as described above). The
reason for using an equilibrium from #69818 is dympat pre-ELM simulations began on
this grid before the more recent pulses, with ingptbdiagnostics, were performed. The grid
is again very deep extending ~ 40 cm inside andccm@utside the midplane separatrix. All
other grid properties are identical to that used tf@e simulation of #58569. As before,
poloidal drifts are switched off.

7.2.1. Simulation of large Type I ELM at JET

Broadly the same modelling strategy as in preverddions is used again here for the
larger ELM. In the pre-ELM phase, the radial vaoatof Dy, yo and \, coefficients is
applied everywhere except in the divertor legs, nettae flat radial profiles with values of
Dy = yoe= yoi =1 nf.s?, v~ 0 m.§" are set. It is worth noting that the convergenuegss of
this simulation was the longest of those so faoreu. A solution combining high input
power, a rather deep grid and lawf® =1x10°m™ was particularly difficult to establish for
the code. Upstream results from this simulatiometber with the experimental data, are
compiled inFig.7.14

To achieve a reasonable match between code amdiment, values of D= 0.1nfs?,
yoe= 0.5 nfs! are required in the pedestal region (cf=00.007 nis* andy e = 0.25 nis™
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for the TCV Type lll ELMing pedestal). These highgshots have low pedestal collisionality
and operate at low density (a{fa ~ 0.4). In this case,; ® Te in the pedestal region, nor do
they have the same profile shape. This is in cehtoathe benchmark JET case of Section 7.1
at higher fuelling and higher density, where~TT, throughout the profile. To match the very
steep Tpedestalyn; = 0.03 s’ is required there. Variation of the rajig. / yoi (assuming
ion-electron energy equipartition) was sufficieatfind a reasonable fit to the experimental
profiles of T, Ti.
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Figure7.14. Pre-ELM upstream & T, T; profiles for #70224, experimental data from
different diagnostics (in colours) and SOLPS ddladk lines). The two lower plots show the
corresponding radial profiles of B yre, xoi and .

In common with the lower power JET benchmark pasd in contrast to TCV, an
inward particle pinch appears to be required ingbdestal region if the steep experimental
density profile is to be satisfactorily matchedaldo appears to be a feature of high power H-
mode shots on JET, since similar modelling with 88k of ELMing H-mode discharges on

ASDEX Upgrade [211] and TCV [209] did not requirérate vp.
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Figure 7.15. Pre-ELM target profiles ofsj, Te and n from SOLPS5 (black) compared with
data from target LPs (green). Blue curves represiemtaveraged pre-ELM profiles from LPs.

Fig.7.15 shows the target profiles ofsj Te and r from SOLPS compared with
experimental data obtained with the JET divertondrauir probe (LP) array. The agreement
between code and experiment is fair, although, exstioned earlier, the lack of vertical strike
point sweeps means that there are only a few pomthie measured radial (LP) profiles and
the agreement can only be considered indicative.thdse high power levels, there is
unfortunately no data in the upstream main SOL wiltich to better constrain the transport
coefficients there. With these caveats in minds tmter-ELM solution is nevertheless
considered a good basis from which to pursue tispgeddent simulations of the large Type |
ELM.

The ELMs in #70224Kig. 7.12 haveAWg v in the range 0.5 — 0.9 MJ [201]. These
ELM events have been analyzed in terms of enedgessited at the targets and main walls
in [201], in terms of the radiation losses in [2@2(d in terms of comparison with the kinetic
PiC simulations in [237]. Since most of the datab® used for the comparison with the
SOLPS are available fatWg v ~ 0.7 MJ, this was the target expelled energgintoat in the
simulations through the usual mechanism of increpgie transport coefficients. The time
duration of this enhanced transportdsyt 2 ms (estimated from the ELM perturbation at

target signals from §).
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As in section 7.1, the simulation of this ELM preds by enhancing transport
everywhere except in the divertor legs. The radidént from -20 cm to +2.5 cm has been
used for the enhanced transport during the ELMrdeoto get the reasonablg i, profiles
during the ELM (in the same trend as indicated fiexperiment inFig.7.16-see later). The
coefficients Dy andyne have been increased in the pedestal region bgr&of ~ 60 and ~ 30
respectively and yo; = yne assumed. Théig.7.16 shows the experimental HRTS, M.
pedestal profiles at different times in the ELM leytor an ELM in pulse #77187. The pre-
ELM profiles are slightly different from those i7@224 (seé-ig. 7.14, but can be used as a
guide for the ELM phase simulations given the re¢dasimilarity of the two discharges.
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Figure 7.16. Upstream profiles ofJand T from HRTS during different times within the ELM
cycle of one event in pulse #77187 [254].

The upstream & Te and T profiles resulting from these simulations with responding
transport coefficients are plotted fig.7.17. Since data are available only ~42 ms after the
ELM peak, the SOLPS5 “ELM” profiles correspond t®0~ms after the ELM was launched.
The experimental profiles corresponding to the pi®d and ~42 ms after the ELM peak
from HRTS in #77187 are also included, not readlyconstrain the SOLPS “ELM” profiles
but as an indication of the profile behaviour dgrthe ELM cycle. Given that the pre-ELM
profiles from #77187 are slightly higher than tho$eét70224 matched by the simulation and
that the “after-ELM” profiles from #77187 are olbtad later in the cycle than those of
SOLPS5, the simulated profiles, which are boundgdhe experimental envelope, can be
considered reasonable.
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Figure 7.17. Simulated upstream profiles of, M. and T in the pre-ELM phase and 20 ms
after the ELM start compared with the data from KRffom a different, but similar pulse,
#77187 where profiles at 42 ms after the ELM arailable. The experimental data here
serve only as an indication, since there are noeermental data during the ELM available
from the simulated discharge #70224 for which thee-BLM is matched by SOLPS.

Simulation #29434.

Fig. 7.18compiles the SOLPSS,jand R profiles in steady state and after expected
arrival of the ELM pulse in the divertor (~2Q% — corresponding to the experimentally
observed peak of Pfrom IR thermography — sefig. 7.20. As mentioned earlier,
experimental LP data during the ELM are unfortulyatmavailable for these pulses and the
only useful target information comes from cohenreriveraged IR measurements during the
similar pulse #62218 with more regular ELMs at $&miAWg q. The target power load
profiles obtained from this IR analysis are showfig. 7.19 The time evolution of the peak
power flux density at both targets obtained frone tkame analysis, along with the
corresponding SOLPS data may be founBimn7.2Q
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Figure 7.18. Simulated target profiles ofyj (upper) and P (lower) during the pre-ELM and
200 /s after the transport coefficients have been insegia corresponding approximately to
the experimentally observed peak of the IR derpaader fluxes. Note that unlike elsewhere
the profiles are plotted against the z-coordinafetle targets as it is in the case of the
experimental profiles oRig.7.19
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Figure 7.19. Coherently averaged power flux density profilestio@ inner (left) and outer

target tiles measured by the tangentially viewiRgydamera at different times in the ELM
cycle of discharge #62218. Extracted from [255].tdNthat at inner target the x-axis is in
opposite direction compared to the SOLPS plotsig7.18.

The simulated P profiles at 20Qus resemble the coherently averaged IR equivalents
in both shape and amplitude, particularly at thedeiouarget, where both code and
experimental peaks are ~ 200 MWniThe magnitudes are not, however, reproducedeat th
inner target, where experiment is approximatelycéamhe simulated value. Interestingly, at
the inner target, the simulated profile shape & |20 matches rather well the experimental
counterpart at 3331s. The experimental profiles appear to be broademng the ELM
compared to those from SOLPS. This may well betdube presence of strong filamentary
activity in experiment — physics not included ie tode. Such filaments are not present in the
inter-ELM phase, where simulation and experimentcinavell. It is also clear, as for the
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TCV ELM, that the simulations indicate a more rap&k and fall of the power flux than
observed in experiment [255-256].

The large discrepancy between code and experinmerstrike point power flux
densities is also evident in the time evolutionvshan Fig. 7.2Q Only at the outer target are
code and experiment in reasonable agreement iarsasfabsolute magnitudes are concerned.
Even in this case, however, the experimental daigret P, falls much more rapidly in time
than the simulation, indicating that the ansatzthar time dependence of the ELM expelled
energy requires some modification (namely thatcéargyular function for the enhancement of
transport during the ELM is too crude). The rigediof SOLPS power fluxes is ~ 208 for
inner and ~ 10@s for outer target corresponding to the expectedgiof arrival of the ELM
pulses to the divertor plates (estimated from thdegtal experimental values of, T and
Lcon)-
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Figure 7.20. Time evolution of the peak (SP) power flux deratityoth targets from SOLPS5
(left) and coherently averaged IR measurements f#62218 (right) [255].

The in-out asymmetries of the target power deosiwill be discussed un more
details in the next section 7.2.2.

7.2.2. Energy analysis and radiation

The global energy balance for the ELM simulatecehie shown inFig. 7.21in the
form of the time evolution of the powers crossihg various simulation boundaries, together
with the energy integrated over the full ELM cyclBy definition, due to the initial
assumption, the ~14 MW crossing the core boundagqually distributed between electrons
and ions. Almost all of this power is found on thggets in the pre-ELM phase (~ 4 MW and
~ 9 MW on the inner and outer targets respectivétyjerms of in-out asymmetry this result
(~ 1:2) reasonably agrees with experimental obserns where also approximately factor of
2 is found at high power. Since this is connectéith 8hafranov shift and greater outboard
surface area [222] it is not surprising that SOL&ESs approximately right answer even
without drift effect included.

The power crossing separatrix reaches its maximum 200 MW during the ELM
and, 2ms ELM duration yieldsWg v ~750 kJ, corresponding roughly to the experiméntal
measured valueF(g 7.12) In common with the pre-ELM phase, the largesttfom of the
ELM energy is deposited on the targets 87% (65038 (35 kJ) is radiated and practically
none leaves the outer grid boundary. This can bgeaoed with experimental results for pulse
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#70224 and other similar discharges in the samiesseeported in [201]. The main wall
energy loads are approximately estimated usingng wede angle IR camera system on JET
[257]. On average the ELMs are found in [201] tpakét between 3-4.5% @&W¢g v On the
main wall limiters, essentially independent®Ng . Even this small fraction is still more
than the value predicted by the simulations (whitlourse do not account correctly for the
filamentary nature of the ELM, filaments which aeen clearly to strike the main walls).

The radiated energy obtained from the simulatioshiswn inFig.7.22 The power
radiated in the pre-ELM phase is only ~ 2MW, somattbwer than experimentally observed
value ~ 5MW. However, it must be taken into accoinatt SMW is the radiation from the
whole plasma volume and not only the part corredpmnto the grid. From experiment [202]
it is found that inter-ELM radiation distributiororf these discharges is always strongly
weighted to the inner divertor volume, with in-oasymmetries of ~ 2, in rather good
agreement with SOLPS gRb in~ 1MW, Rrap.out ~ 0.5MW).
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Figure 7.21. Energy balance during an ELM cycle from SOLPSSwhg contributions from
different regions of the plasma.

The contribution of photons to the total radiatisrslightly higher than that from the
neutrals, similar to the TCV cases. During the Elt&tiation amounts to only ~ 40 kJ. Fast
bolometry measurements of similar ELMs [201-202]2%4g.7.23 lef), show, however, that
AWg v ~ 0.7 MJ, the radiated energy reach8&rap ~ 350-550 kJ, around an order of
magnitude higher than the value predicted by SOLHESE rise time of the radiated power is
experimentally ~ 2ms (as in the simulation), bu¢ #nergy is integrated over ~ 6ms (in
SOLPS one finds only ~70 kJ during this time). Néwaless the largest fraction of energy is
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seen to be radiated during the ELM rise, so the walnes of energy from SOLPS and
bolometers can be compared [201].
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Figure 7.22. SOLPS radiated powers and energies from differegtons of plasma and
different species during the ELM cycle. Pre-ELNAF~ 6.2 MW from experiment #77187.

In [201-202], AErap is found to increase approximately linearly witkiVeg m up to
AWEe_ v in the region of 0.6 MJ. This is attributed to #idation or thermal decomposition of
thick layers on the inboard target, accumulatingréehas a consequence of the erosion
migration processes often seen in carbon dominatedle null divertor tokamaks operating
with forward toroidal field [21]. Such effects anet included in the SOLPS5 description of
material erosion, which considers only physical einemical sputtering.

The SOLPS results iRig. 7.22show that ~ 94% of the total radiated energy d@urin
the ELM is found in the target vicinity, stronglyavouring inner target, with an in-out
asymmetry of ~ 3. The rest is found in core (~1.%%d in the SOL (~1.5%). As seen in
Fig.7.24 the experimental data from fast bolometry shoet the radiated fraction in the
divertor region below the X-point (radiation belaws -1.1m) is ~ 80% foAWg v up to ~
0.7 MJ. This is somewhat lower, but in the rangé¢hef simulated values. Moreover, the in-
out asymmetry of the measured radiation is fourgegrentally to be in the range 2.5-5.5
(Fig. 7.29, encompassing the SOLPS prediction ( ~ W m ~0.7 MJ)This agreement is
probably a bit artificial taking into account theg mentioned above, SOLPS cannot possibly
take into account the enhanced erosion at high Eodrgy. However the asymmetry of
radiated power is predicted by SOLPS in the rigigation. This can be seen alsofeig.7.23
right, where a tomographic reconstruction of the ELMiaton distribution averaged over
the ~ 5ms is shown.
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Figure 7.23. Left AEgap at the ELM crash vsdWg m for all ELMs found in a series of
3.0Ma pulses, including the reference pulse #70224en triangles are the mean values of
the data over short intervals idWg u. For AWg m ~ 700 kJ (as in the SOLPS5 simulation)
AErap ~ 300-500 kJ, 10 times higher than found in timukation. Extracted from [201].
Right: Tomographic reconstruction of the ELM radiatiorstdbution averaged over first ~5
ms of the ELM cycle from #70225 withVe v ~ 850 kJ anddEgrap ~ 580 kJ. Figure from
[201-202].
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Figure 7.24. Fraction of power radiated in divertor region frotne total radiation measured
by bolometers. Extracted from [254].

The power deposited at the targets which represer@S0 kJ (~ 86%) in SOLPS.
From this energy the fraction of ~ 450 kJ is fowumdouter and ~ 200 kJ at inner target. This
yields the in-out target power load asymmetry ratif.4, what is in absolute disagreement
with experimental measurements. Integrating of #xperimental P (in Fig.7.18 and
Fig.7.19 for both targets yields an in-out target powepagtion asymmetry of ~1,7. This
apparent in-out ELM energy asymmetry is a well knaxperimental result (the in/out ratio
of deposited energy ~ 2 was found in [236]) and &esady been alluded to in the previous
section, where a similar (even worse) trend was alsserved for the lower energy ELM.
More details about in-out asymmetry of target ddépdspower loads during the ELMs are
found in the next section 7.3.
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7.3. Simulations of JET ELM with toroidal pedestal
rotation

Table 7.1 summarizes the experimental and simulated rafidgkeoheat deposited at
the targets during the four different ELMs simuthte this thesis. The disagreement between
experiment and SOLPS in both JET cases has bearlycleported in the previous two
sections of this chapter. The TCV cases were distlif the previous chapter and here the
focus will be on JET ELMSs, especially on the casghwAWg v ~200kJ. In strong
contradiction to SOLPS, experimentally found in/target power ratio is ~ 1.7- 2 for the JET
ELM in FWD DOC-L configuration [236]. In order teproduce this by SOLPS, the inclusion
of negative yis expected to be required [242].

TCV JET
Type of ELM Type lll, RWD | Typel; FWD Type |, FWD Type I, FWD
AWEe v ~600J ~3kJ ~ 200 kJ ~ 700 kJ
SOLPS ~1.3 ~1.7 ~0.22 ~0.45
Epep,in/Epep,out
Experimental ? ? ~1.65-2 ~1.7
Epep.n/Epep.out

Table 7.1. SOLPS in-out ratios of powers deposited on thgeis for four different ELMs
simulated in this thesis. The experimental valuesyaven only for JET cases [255].

The pedestal rotation effects on the ELM simutativave been included to the
simulation of benchmarked low power Type | ELMingnibde #58569 by adding the
different values of toroidal velocity at the innesre boundary in the same way as in the
chapter 6. These simulations are very time-consgras a consequence of the long time
required for the effect of toroidal velocity to fi$e from inner core boundary to the pedestal
region and therefore the simulations withhad to be performed on the much narrower grid
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extending only 7 cm inside LCFS (sEig.7.26 compared to the rather deep one used in the
benchmark simulations in section 7.1 (25 cm indiue separatrix at the midplane). It is
important to note, that this narrower grid belorngsJET pulse #50401 (for which the
simulations in the past were performed and theeetovas easier to readily use them for this
toroidal rotation test), which as seen Biy.7.26 has different divertor configuration and

slightly different plasma parameters¢f2.5T, L=2.5MA, i, = 6.5x10°m™, Wpjasma~ 5MJ,
Pn~12MW and AWg y~500kJ), compared to #58569 82T, [,=2MA, 7, = 4x10°m™,

Wopiasma~4MJ, Rn~14MW andAWe v~200kJ). Therefore it is not surprising that thioraf
the in/out target deposited powers during the EIOMBY is not exactly the same as in the
benchmarked case (0.22). However, the aim here istudy the effects of inclusion of
toroidal rotation to pedestal region of simulatgd.

#50401 #58569
2 T T

-15¢

2 25 3 35 4 2 2.5 3 35 4

-2 !

Figure 7.26. Simulation grid for JET discharge #50401simulatedhw; (left) and JET

discharge #58569 simulated as benchmark with EDGEEABUS (right). Compared to the
grid in Fig. 7.2 (extending 24cm inside and 4cm outside the seqgyahis one is much
narrower, extending only 7cm inside and 3.7cm detshe separatrix (red line= separatrix
from EFIT, green line=SOLPS separatrix). The disges have different divertor
configuration and slightly different plasma paraerst

Since the pressure in this JET ELM simulationaher high compared to small TCV
Type Il ELM cases, higher values gfwere required to be applied in order to see tisgrei®
effect. Unlike the small TCV ELMs, the bigger JETME is much more conductive and
already when crossing the separatrix the heat $ltx® dominantly conductive. The flux
limiting coefficient 10 for ions have been appliedall the simulations what makes the ELMs
even more conductive. Nevertheless, very interglstias one can see on theg.7.27
(analogy toFig.6.69 the imposed |vaffects the in/out target power asymmetries even f
almost purely conductive big JET ELMs. From th@osittyep WEpep,out for 5 cases with
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values of y= -1, -5.1C; 0; 5.1G and 16 m.s* shown orFig. 7.27it can be concluded that
toroidal pedestal rotation really influences thelL®S predicted in-out target power flux
asymmetries in the expected manner [242], whahdeed very encouraging outcome. As
expected the negative yielded the ratio of target deposited powers df.2-favoring inner
target as observed in experiment. However, it agpteat these JET ELMs are indeed too
conductive for the FSP approach to be sufficiehe thange in asymmetry is not as marked
and the values ofj\that need to be injected are huge.

In the same fashion as in section 6.3 with analgsi$CV ELMs, all the profiles
upstream and at the targets are changed raditaity;nuch more than in TCV case. In this
JET case the parameters with completely unphysigaies, very far from the experimental
data are found. The particle and power fluxes athihth targets increase considerably when
toroidal rotation is applied. The massive increasdhe upstream and target profiles of
temperatures Jand T is also observed (already at the pre-ELM the sahare about 10-times
higher compared to experiment).
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Figure 7.27. Ratios of power deposited on inner and outer tad@ing JET ELM with
different values of toroidal rotation. The casethwiarallel velocity -18 -5.10, 0, 5.16 and
10° m.s* are shown. The dep WEbepout Of reference is higher than the value reported in
section 7.XX.Part of profile with negativgrepresents case with FWD field and the one with
positive yrepresents the situation with REV field.

From the above summarized observations it seerhs the case that the inclusion of
the parallel velocity to the simulations of condwetJET ELMs would not bring any
improvement to the overall result of the SOLPS ¢aton and that the FSP model most
probably cannot be successfully applied on theseatewith strong conductive nature.
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Summary and conclusions

To be successful in designing the first wall ameedor of next step fusion reactor
ITER reliable predictions of the peak power fluxhat may arise are needed, particularly
during plasma instabilities, so called edge loesliznodes (ELMs). These modes are
associated with the high confinement mode, the lin@sescenario for ITER & = 10
operation. Unfortunately, however, the improved fowment comes at the price of the
transient heat loading on the divertor targets ttu¢he ELMs which, based on empirical
scalings from measurements on existing machines pegdicted to deposit ~20 times the
energy density which is currently thought to bestable on the basis of material lifetime.
The understanding, control and mitigation of ELMsd represent one of the primary goals of
the fusion community. Despite the considerablereffexpended in this direction in recent
years, understanding of the details of ELM-SOL ot and target interactions is still only
emerging and considerable effort is required wilgard to benchmarking the numerical
modelling tools against experimental measuremeifitds thesis is aims to make a
contribution in this direction by using one of thst complex plasma boundary modelling
code packages, SOLPS5, currently in use to stuslyirtie dependent ELM phenomenon and
compare results against available experimentalfdatathe TCV and JET tokamaks.

A slightly different version of the SOLPS packdggs been a major player in the
ITER divertor design, now in the procurement stagee simulations which have been used
to guide the design have, however, been excluspetformed for steady state situations. The
exercise becomes significantly more complex ong® tdependence is invoked and so the
work described in this thesis is a useful indicatbthe extent to which the ELM transient, a
naturally kinetic phenomenon, can be successfidcdbed with a fluid plasma code. To do
this, a set of 4 H-mode plasmas have been stutwedeach on TCV and JET, spanning Type
[l and Type | ELMs, from high pedestal collisioiteds and to values close to those expected
on ITER and across a range of ELM energy losses @00 J to 0.7 MJ. The latter is close
to the energy now expected to be the tolerabld bmil TER.

Even though the large ELMs at JET are much cltéseéhe maximum tolerable on
ITER (which will require efficient mitigation sches if they are to be obtained), the Type IlI
ELM is also an important creature in the sense shatuld Type | mitigation systems fail on
ITER, recourse will have to be made to smaller Elegimes, almost certainly at the expense
of confinement (and hence fusion performance). 8aver some of this loss, operation at
higher than baseline current (17 MA instead of 1A &h ITER) is one option if all else fails.
Despite their potential importance, Type Ill ELM&vie hardly been studied in terms of their
dynamics in the SOL. The ELM is an inherently kioetvent and therefore its simulation
using a fluid description as in SOLPS can only beapproximation to the real situation.
Nevertheless, the low expelled energy (~700J) efTftype 11l ELM obtained in TCV ohmic
H-modes is the “least kinetic” of all 4 events slated in this work and has thus been treated
more completely than the other, larger ELMs.

A common approach has been adopted for all castsblish a “steady state” inter-
ELM solution matching the available experimentaladas closely as possible to provide a
starting point for the more complex time-depend&lt¥ simulation. To obtain such a steady
state solution, radially varying anomalous transpoefficients must be adopted, accounting
for the very different transport levels in the edgel SOL regions due to the presence of the
H-mode transport barrier inside the separatrix. ahways, these anomalous coefficients
represent one of the biggest uncertainties in BERS simulations. The SOL radial particle
and heat fluxes include both diffusive and conwecticomponents for which no

209



experimentally verified physics model exists withigh their values can be specified for the
use in SOLPS. The radial particle and energy flugkas be specified by an adhoc
combination of diffusivity (D, xp) and convection (y or by each of these components by its
own. It is not clear which mechanism drives thessrbeld transport in the near SOL but in
the mid to far-SOL, experimental observations ebtlent perpendicular transport in TCV
SOL are a good basis for the assumption that imgpkihe convective component vig v
representing the intermittent nature of the obsetwebulent flux is a reasonable approach.
Different combinations have been attempted hermguspstream profile measurements of
plasma temperature and density as the only guide.

Required values of heat diffusivity{~Xm) in the TCV ohmic H-mode pedestal
(transport barrier) region are found to be simitaneoclassical values of ion heat diffusivity
in the pedestal region and reasonably consistetfit the g found by the core transport
code ASTRA. Simulations using with a pure convextigdial velocity in the SOL show that
for the inter-ELM transport, the measured SOL pesfican only be reasonably matched by a
radial vy variation which rises in the SOL, consistent witinect measurements of this
velocity made by turbulent transport probes. Attdrgets, reasonable agreement with the ion
current density, temperature and density were obthusing both diffusive and convective
approaches. This is only possible if the transposfficients are varied poloidally so that
transport barrier is “switched off” in the divertoegions and values of the diffusion
coefficients are increased above those found inuietream SOL. There are nevertheless
discrepancies with experiment, notably concernhmgy ilasma electron temperature at outer
target which may be due to the neglect of polodtdts in the simulations. Concerning heat
fluxes, experimental measurements are availablg ahithe TCV outer target, but are in
reasonable agreement with the simulation results. id-out target power deposition
asymmetry favouring inner target is found in thewdations, with an opposite trend in the
radiation. Total radiation in the simulation gridlvme seems to be in reasonable agreement
with experiment.

A complete theoretical description of the evolatand transport of the complex ELM
instability is not yet available and no elementscafrent physics models are included in
SOLPS. The only possible ansatz with which to sateuthe ELM is thus to increase the
anomalous transport coefficients found in the pkdAEsteady state during a brief interval
corresponding to the ELM duration (roughly estinddiem the observed time over which the
associated MHD activity is high) such that the ltataergy expelled during this time is
compatible with that measured experimentally. Th&lks known to expel the particles and
heat into the SOL on the outboard (low field) si@lkis has been accounted for by choosing
the poloidal extent of the region with enhancedhgpmrt during the ELM and imposing a
functional form for the variation in this regionottever, experimental guidance in this area is
relatively poor and this poloidal extent representsee parameter.

Two approaches have been used to simulate the MyREM: an instantaneous local
increase in the transport coefficients for theipkes and heat and an increase of the outward
convective velocity, each with a Gaussian poloidatribution centred on the outside
midplane. A satisfactory match has been found h#h upstream profiles of density and
temperature measured during the ELM using bothaggbres. Although, in common the pre-
ELM case, it appears that an increasing radialoiglas required to fit the experimental data
during the ELM, it must be concluded that therends unique solution and the different
approaches can provide acceptable agreement vatbxperimental profiles during both the
pre-ELM and ELM phases. Less satisfactory agreergefund at the targets during the
ELM event. The code overestimates the experimgntaleasured particle fluxes and
temperatures by factor of ~2-3. The heat flux @eotarget agrees reasonably well with the
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experimental profile, but lack of experimental dath the inner target does not allow
comparison with the simulated in-out ELM power l@symmetry.

Since the ELM is above all a kinetic phenomenbe, $OLPS results at the divertor
targets have been compared with those from a dedicRarticle-in-Cell (PiC) kinetic
transport code calculation for the same ELM. Althlo reasonable agreement has been found
in terms of the absolute magnitude of the totak fleaes, the comparison reveals two main
discrepancies. First, because the electron angawarer fluxes calculated by SOLPS do not
take into account the transfer of the energy fré&eteons to the ions in the sheath, the PiC
code yields much higher ion power flux depositedtantargets while in SOLPS much higher
electron fluxes are found. This is known to be mgistent with experiment (though this
cannot be experimentally proven on TCV). A cormetcorresponding to the transfer of heat
inside the sheath has been applied to the SOLB®sfland closer agreement with the PiC
result obtained.

The second major discrepancy concerns the timavi@lr of target fluxes during the
ELM. The delay in arrival of the ion pulse at tlaget (compared to the upstream release
time) is significantly faster in SOLPS5 than exjgelcon the basis of sonic transit times from
upstream to target. Delays consistent with suatspart are seen experimentally and found in
the PiC simulations, validating the qualitativetpire of an ELM expelled on the outboard
midplane followed by particles travelling at acocisipeeds to the targets. It appears that this
disagreement is connected with conduction dominhéad fluxes in SOLPS which is not the
case in PiC simulations. The time-evolution of 8@LPS target heat fluxes has been brought
into closer agreement with PiC by modifying kindticx limiters in the SOLPS5 simulations,
rendering the fluxes more convective. Howeverogginot appear possible within the scope
of the sensitivity studies performed here, to stangously achieve expected delays and ion-
electron power sharing in the fluid simulations. iW¥lin the PiC the shape of the total flux is
dominated by the flux of ions in SOLPS, the elew$rappear to dominate in SOLPS,
shortening the timescales. This benchmark of fand kinetic codes has thus demonstrated
that the kinetic effects are important even for ‘least kinetic” ELM event of those studied
here. This presumably becomes even more importatiteaELM size increases, but can only
be tested to the extent that the appropriate exeartial data is available. As a consequence,
the tentative conclusion from the work presenta@ lethat the use of SOLPS in a predictive
sense for ITER would at best provide indicativeuliss Much more work is required to
investigate the unresolved issues raised by thesdaions.

The TCV Type | ELMing H-mode has been simulatethim same manner as the Type
[Il case above. Not only is the type and size ef ..M energy (~3kJ) different, but also the
direction of the toroidal field is reversed commhreith the Type Il case (forward toroidal
field (-ve) compared with reversed field (+ve) hetType Il ELM case). It was originally
hoped (and planned) that experimental heat flua daboth inner and outer targets would be
available by the time these rather recent Type MExperiments were performed, but this
has sadly not turned out to be the case, agaireptig a study of the in-out ELM target
energy loading asymmetries and comparison with d¢bde results. The experiment-
simulation comparison has thus been limited to tipstream profiles of density and
temperature and target ion fluxes. Good agreemasibbhen obtained in both cases, including
on this occasion reasonable correspondance withtrigreds from fast total radiation
measurements, unavailable for the Type Ill ELM. oTwWype | ELMing H-modes at JET
have been also simulated in this thesis. The fivgh) lower expelled energy (~200 kJ) has
been exhaustively modelled in earlier work with alternative fluid-Monte Carlo code
package EDGE2D-NIMBUS developed at JET over the glsyears. In addition to the
code-experiment benchmark, in this case, a conguand the results of two major edge
plasma code packages has also been performed. pacison of this complexity (including
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the all charged states of carbon impurities anicha-tlependent model of the ELM) has not
previously been attempted. Generally good agreeimentbeen found between the results of
the two codes, with the exception of the much loteerperature at the inner target during the
ELM found in the SOLPS compared to EDGE2D-NIMBUS,feature which is not
understood.

The second JET ELM studied here expels an enatgythe SOL which is close to the
limit thought to be tolerable on ITER for acceptativertor target lifetime. In common with
the lower energy Type | ELM, an interesting feataf¢he simulations (also identified in the
previously reported EDGE2D-NIMBUS work) is that anomalous inward pinch velocity is
found to be necessary to reproduce the pre-ELMityepofile shape. This appears therefore
to be a generic requirement for the JET pulsesiamibt required on TCV for either of the
ELMs simulated. Nor was it necessary to reprodiexeptal profiles measured in low power
Type | ELMing H-modes on ASDEX Upgrade.

Reasonable agreement with experimental profilssre@m and somewhat worse at the
target plates have been found in both JET pulsedortinately, the code-experiment
comparison was limited since the experimentally snead ion fluxes of sufficient quality are
available only for the lower ELM energy JET pulsel deat fluxes only for the higher ELM
energy pulse. For the 200 kJ ELM, the radiated ggneluring the ELM is found to be in
satisfactory agreement with experiment (by facforl5 less in SOLPS). In contrast, for the
higher ELM energy, SOLPS about an order of mageitlawer radiation compared with
measurements. One plausible explanation for thisesablation or thermal decomposition of
thick layers on the inboard target which accumutatge as a consequence of the erosion-
migration processes. This is seen to occur expetetig only once a given ELM energy
density threshold is exceeded. Such impurity relesdfects are not included in the SOLPS5
description of material erosion, which considerly @iysical and chemical sputtering.

Even if the absolute magnitudes are far from matcl®OLPS finds asymmetric
radiation distributions favouring the inner target both ELMs, following the experimental
trend. In the lower ELM energy case this asymmistry 2 times stronger than in experiment,
driven by the low inner target plasma temperatatendl in the simulation. Better agreement is
found for the larger ELM. Whilst the situation titadiation is encouraging, the question of
the in-out target power deposition asymmetry igjm@ater concern. It is now well known on
JET that experiments in forward toroidal field obv&ean in-out power asymmetry favouring
the outer target in between ELMs and that thisasibm reverses somewhat during the ELM.
The ELM therefore behaves to some extent indepelydehthe background plasma and is
clearly driven by different physics in so far ag tisymmetries are concerned. The SOLPS
simulations find generally an in-out power asymméavouring the outer target in the pre-
ELM phase and are in approximate agreement witreraxent. During the ELM phase,
however, the code, not surprisingly, predicts ssamdsymmetries. On TCV, simulations find,
in contrast, energy asymmetries in favour of theemtarget for both pre-ELM and ELM
phases and for both Type Ill and | ELMs. This appda be linked to the very different
magnetic geometries of JET and TCV. The latterery unconventional, with approximately
equal parallel connection lengths from outboardptaide to targets and a very short X-point
to inner target poloidal distance. In more conwamdl single null divertors, such as JET (and
ITER), the midplane to inner target connection thrig approximately twice that to the outer
target and the X-point to target distances arelaimor both targets. Since no drift terms are
included in the SOLPS simulations, geometry woeleins to be a dominant factor.

Concerning the observations of a reversal in gnegymmetries during the ELM, a
recent development has been the suggestion thaEli& in convecting plasma from
pedestal to SOL regions, carries with it memoryhef high toroidal rotation velocity known
to characterise the H-mode pedestal on all devilieis. hypothesis has been tested here in a
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preliminary manner, and for the first time in thkisd of simulation, by imposing a toroidal
velocity inside the magnetic separatrix in the datians and studying the radial transport of
this toroidal momentum into the SOL. The parallelocity has been imposed at the inner
boundary of the simulation grid with positive vadusorresponding reversed toroidal field and
negative to forward field. Applied in the firststance to the TCV Type Ill ELM, the
indications are that transfer of this rotation ithe SOL can drive target asymmetries in the
direction seen experimentally, though there araificgnt negative consequences for the
resulting target profiles in other parameters. Rtdé resolution of these difficulties would
require protracted further study which has not heessible here.
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