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Le cortex cérébral humain est constitué d’environ $10^{10}$ neurones, organisés selon un réseau complexe de circuits locaux et de connexions à longue distance. Ces dernières années ont été marquées par un intérêt grandissant de la part de la communauté neuro-scientifique envers l’étude de ce réseau, communément appelé *connectome* humain. En raison de sa capacité à mesurer la micro-structure des tissus biologiques *in vivo* et de manière non invasive, l’IRM de diffusion est un outil de choix pour l’analyse à l’échelle millimétrique des trajectoires des axones dans le cerveau. Alors que le niveau du neurone reste inatteignable, l’IRM de diffusion permet d’obtenir une estimation à basse résolution du connectome humain, qui devrait révolutionner l’étude de la neuro-anatomie normale et pathologique.

Cette thèse commence par une brève introduction sur l’IRM de diffusion et la tractographie, procédé par lequel les faisceaux de fibres sont reconstruits à partir des images de diffusion. Puis, une méthodologie permettant la création de matrices de connectivité cérébrale est présentée. Ces matrices, obtenues au moyen des résultats de tractographie, constituent une représentation du connectome humain. Partant de la méthodologie développée, une étude est menée sur l’adaptation des algorithmes de propagation de front à la tractographie. Cette approche est comparée aux méthodes de tractographie conventionnelles pour des faisceaux bien connus de fibres associatives, et les avantages et inconvénients de la méthode sont discutés.

Plusieurs solutions sont proposées afin d’évaluer et de valider la méthodologie sous-jacente au connectome. En tractographie, nous développons une méthode permettant d’estimer les contributions respectives du contraste de diffusion et des autres facteurs. Au moyen de cette méthode, nous montrons que nous pouvons avoir une grande confiance dans les connexions à moyenne et à longue distance, alors que les connexions courtes doivent être interprétées avec prudence. Ensuite, nous démontrons la forte relation exis-
tant entre la connectivité structurelle obtenue à partir de la tractographie et la connectivité fonctionnelle mesurée avec l’IRM fonctionnel. Puis, nous comparons la performance de plusieurs techniques d’IRM de diffusion au moyen de mesures basées sur le connectome. Nous montrons que l’imagerie par spectre de diffusion est plus sensible et par conséquent améliore les résultats de tractographie.

Enfin, nous présentons deux applications basées sur l’étude des réseaux. Nous employons le connectome humain pour révéler que l’architecture du cerveau est de type “petit monde”, une caractéristique des réseaux efficaces en termes de câblage et d’alimentation en énergie. Nous identifions également les aires corticales appartenant au cœur de la connectivité structurelle. Nous montrons que ces régions appartiennent aussi au default mode network, un ensemble de régions couplées dynamiquement qui sont fortement actives lors du repos. Pour conclure, nous insistons sur le potentiel important du connectome humain dans le cadre d’applications cliniques et d’études pathologiques.

Abstract

The human cerebral cortex consists of approximately $10^{10}$ neurons that are organized into a complex network of local circuits and long-range connections. During the past years there has been an increasing interest from the neuro-scientific community towards the study of this network, referred to as the human connectome. Due to its ability to probe the tissue microstructure in vivo and non invasively, diffusion MRI has revealed to be a helpful tool for the analysis of brain axonal pathways at the millimeter scale. Whereas the neuronal level remains unreachable, diffusion MRI enables the mapping of a low-resolution estimate of the human connectome, which should give a new breath to the study of normal or pathologic neuroanatomy.

After a short introduction on diffusion MRI and tractography, the process by which fiber tracts are reconstructed from the diffusion images, we present a methodology allowing the creation of normalized whole-brain structural connection matrices derived from tractography and representing the human connectome. Based on the developed framework we then investigate the potential of front propagation algorithms in tractography. We compare their performance with classical tractography approaches on several well-known associative fiber pathways, and we discuss their advantages and limitations.

Several solutions are proposed in order to evaluate and validate the connectome-related methodology. We develop a method to estimate the respective contributions of diffusion contrast versus other effects to a tractography result. Using this methodology, we show that whereas we can have a strong confidence in mid- and long-range connections, short-range connectivity has to be interpreted with care. Next, we demonstrate the strong relationship between the structural connectivity obtained from diffusion MR tractography and the functional connectivity measured with functional MRI. Then, we compare the performance of several diffusion MRI techniques through connectome-based measure-
ments. We find that diffusion spectrum imaging is more sensitive and therefore enhances the results of tractography.

Finally, we present two network-oriented applications. We use the human connectome to reveal the small-world architecture of the brain, a very efficient network topology in terms of wiring and power supply. We identify the cortical areas that belong to the core of structural connectivity. We show that these regions also belong to the default mode network, a set of dynamically coupled brain regions that are found to be more highly activated at rest. As a conclusion, we emphasize the potential of human connectome mapping for clinical applications and pathological studies.

**Keywords** Diffusion MRI, tractography, neuroanatomy, cerebral cortex, brain networks, human connectome.
1.1 Context

Diffusion MRI, providing information about the size and orientation of the multiple compartments lying inside an imaging voxel, has proved to be a powerful tool to probe the tissue microstructure, in vivo and non-invasively. From the widely used Diffusion Tensor Imaging (DTI) [14] to higher angular resolution MRI methodologies such as Diffusion Spectrum Imaging (DSI) [227], diffusion measurements in the brain white matter have given a new breath to fiber tract architecture studies, thus opening a window on brain anatomical connectivity [25, 182]. During the last decade, these techniques have induced an innumerable quantity of studies related to normal or pathologic neuroanatomy.

However, beyond the aim of analyzing and characterizing individual fiber pathways in the human brain, there has been a tremendous interest towards the connectivity profile of the entire brain. Given the increasing importance of whole-brain connectivity, the scientific community introduced in 2005 a specific term referring to the complete description of the brain structural connectivity: the human connectome [89, 196].

As the reader might expect, the optimal solution to build and map the human connectome is non-trivial, and thus raises many issues. There is a huge discrepancy between the real brain neuronal network composed of $10^{10}$ neurons and the rough estimate provided by diffusion MR tractography. Which diffusion MR acquisition techniques and which tractography algorithms are better suited to build the connectome? Which is the adequate scale to analyze the coarse grain topology of the brain network? What are the optimal representations of the connectome? How can we register the connectomes of several human brains in order to perform group studies?
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1.2 Outline

In the present work, we not only try to address the mentioned issues, but we also investigate several solutions in order to evaluate and validate the connectome-related methodology. In addition, we also demonstrate the high potential of this brain exploration tool through several neuro-scientific applications. In order to reflect those multiple aspects, this thesis is divided into three parts, as follows.

After an introduction on diffusion MRI and tractography, we present our approach to map the human connectome at multiple scales. Based on this methodology, we propose a new tractography algorithm especially designed for whole-brain tractography with high angular resolution diffusion MR acquisitions. In Part II, we cover different evaluation and validation experiments. First, we present a method to assign a confidence level to the fibers produced by tractography. Then, we show through computational modelling how functional connectivity can be predicted from structural connectivity, demonstrating the relevance of the human connectome. Next, we go through a connectome-based performance comparison between various diffusion MRI techniques. In Part III, we show two applications of the human connectome. We analyze its network properties and use the associated measures to show some interesting characteristics of the brain connectivity as a whole. Finally, based on several network measures we define the cortical areas that belong to the core of structural connectivity.

1.3 Main Contributions

The main contributions of this thesis are the following:

- Development of a methodology to map the human connectome, based on the combination of DSI tractography and cortex parcellation.
- Development of a new DSI tractography algorithm.
- Development of a methodology to assign a confidence level to the fibers obtained with MR tractography.
- Demonstration of the relationship between functional connectivity derived from resting-state functional MRI and structural connectivity measured with tractography.
- Performance analysis of different diffusion MRI techniques based on multiple MRI experiments.
- Analysis of the network properties and the topology of the human brain through a variety of graph-based measurements.
- Demonstration of the relationship between the structural core of the human cerebral cortex defined using DSI tractography and the brain’s default network.
Part I

Whole-Brain Diffusion MR Tractography
2.1 Introduction

The aim of this chapter is to provide the reader with a review of the basic principles behind molecular diffusion and diffusion MRI. Whereas a detailed description of the physical concepts underlying Nuclear Magnetic Resonance (NMR), MRI and diffusion MRI can be found in the literature [24, 35], we focus on the description of the existing reconstruction techniques for diffusion imaging.

First, we cover the basics in molecular diffusion and diffusion MRI. Then, we present various reconstruction techniques for diffusion MRI: Diffusion Tensor Imaging (DTI), Q-Ball Imaging (QBI) and Diffusion Spectrum Imaging (DSI). These three schemes have been extensively used by the scientific community and are considered as references in the field of diffusion MRI.

2.2 The concept of molecular diffusion

Molecular diffusion is macroscopically defined as the process by which the molecules are transported from a region of high concentration to a region of low concentration, thus decreasing the gradient of concentration. As an example, we can consider the case of a water-soluble dye placed in a glass of water that spreads out and results in a solution with a uniform color. In 1855, Adolf Fick was the first to give a mathematical description of this phenomenon [60].
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Fick’s law and the diffusion equation

Fick’s first law describes the dependence of the molecular flux $J$ on the molecular concentration gradient $\nabla C$:

$$J = -D \nabla C, \quad (2.1)$$

with $D$ being the diffusion coefficient, or diffusivity. When considering a closed system, the number of particles is conserved. This is described by the continuity equation, which states that the divergence of the flux is equal to the negative rate of change of the concentration:

$$\frac{\partial C}{\partial t} = -\nabla \cdot J. \quad (2.2)$$

By combining Equation 2.2 with Fick’s first law and considering the diffusion coefficient $D$ as a constant, we obtain the diffusion equation:

$$\frac{\partial C}{\partial t} = D \nabla^2 C. \quad (2.3)$$

In the case of an unbounded medium with spatially uniform diffusivity, we can easily compute the solution of the diffusion equation. Setting the initial condition $C(r, 0) = \delta(r - r_0)$, with $r$ the position, we obtain:

$$C(r, t) = \left(\frac{1}{\sqrt{4\pi Dt}}\right)^3 \exp\left(-\frac{(r - r_0) \cdot (r - r_0)}{4Dt}\right), \quad (2.4)$$

indicating that the concentration spreads with time as a dilating Gaussian distribution. This equation suggests that we can determine the diffusion coefficient $D$ by measuring the evolution of the concentration, using for example radioactive or fluorescent tracers. However, these techniques are inherently invasive and are therefore not suitable for in vivo studies.

The Brownian motion

Another approach consists in measuring the diffusion coefficient by monitoring the diffusion process itself. Indeed, whereas under equilibrium conditions the macroscopic description would suggest no diffusion, the molecules still exhibit a random motion caused by thermal energy. This phenomenon, illustrated in Figure 2.1, is called Brownian motion, from the name of the botanist Robert Brown, who first reported on this random movement of particles [29]. In 1905, Einstein [57] showed that the diffusion coefficient defined in Equation 2.3 also appears in the variance of the conditional probability distribution $P(r|r_0, t)$, the probability of finding a molecule at a position $r$ at time $t$ given its initial position $r_0$. Moreover, in the case of free diffusion, this conditional probability distribution follows the same Gaussian distribution as the one describing the concentration. From this constatation results a relation between the diffusion coefficient $D$ and the root mean square of the diffusion distance, as follows:

$$\langle (r - r_0) \cdot (r - r_0) \rangle = 6Dt. \quad (2.5)$$

From this equation, we directly understand that we can infer the diffusion coefficient from the measurement of the displacement of the molecules. NMR, which is currently the only tool allowing the noninvasive measurement of molecular displacements in the micron range, is thus a perfect candidate for the study of diffusion in vivo.
2.3 Diffusion in the human brain

From histological studies we know that biological tissues are highly heterogeneous. They are composed of different compartments with specific diffusion coefficients, e.g., intracellular and extracellular volumes, glial cells, axons, neurons. In such an heterogeneous medium, the Brownian motion of water molecules is strongly influenced by the environment, since the particles will bounce off, cross and interact with tissue components such as cell membranes, fibers and macromolecules. These interactions significantly reduce the diffusion distance compared to the free diffusion case, and in general the diffusion displacement does no longer follow a Gaussian distribution. In this case, we speak of restricted diffusion. It is worthwhile to note that this effect is observed only with long enough diffusion times, so that water molecules have the time to probe the local environment.

A particularly interesting case is the neural tissue, which consists in a specific organization of parallel bundles made of tightly packed axonal fibers. This coherently ordered arrangement of fibers found in nerve and white matter (WM) significantly affects the diffusion, which is faster in the direction of the fibers than in the transverse direction. This phenomenon called anisotropic diffusion [42] is illustrated in Figure 2.2. Whereas the anisotropy is undoubtedly related to the orientational property of the neural tissue, the contributions of the tissue microstructure components to the anisotropic diffusion are still not clearly defined. Several studies tend to demonstrate that the axonal cellular membranes, that restrict water diffusion both in the intracellular and extracellular volumes, constitute the major source of anisotropy [19]. The myelin sheath that surrounds the axons and which is composed of numerous lipid bilayers probably also modulate the degree of anisotropy.

However, more than the anisotropy, diffusion measurements in the brain WM allow us to obtain the main directions of diffusivity, which provides us with an information about the orientation of the axonal bundles. This information is of the highest importance for the understanding of brain anatomical connectivity, and opens a way towards the study of normal or pathologic neuroanatomy. This explains why measuring diffusion in the human brain is of high interest.
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Figure 2.2: Illustration depicting the axonal organization in neural tissue. The diffusion is faster in the direction of the axons than in the transverse direction.

2.4 Measuring diffusion with MRI

Introduced in the 1970s [136], MRI is a powerful tool allowing the study of the anatomy \textit{in vivo} with a sub-millimetric spatial resolution. This is achieved by perturbing with electromagnetic waves the magnetization of water hydrogen nuclei induced in a strong and homogenous magnetic field. Depending on the nature of the biological tissue, the speed to which the water magnetization returns to the equilibrium state varies. This property, called the relaxation time, is the basis for the contrast of anatomical MRI. For more details on MRI, please refer to [35].

Diffusion contrast

In order to enable the measurement of diffusion with MRI, it is sufficient to add a pair of sharp magnetic field gradient pulses to a conventional MRI sequence [200], such as a simple Pulsed Gradient Spin Echo (PGSE), as depicted in Figure 2.3. The gradient vector is denoted by \( g \), and the pulse spacing and duration by \( \Delta \) and \( \delta \), respectively. The first pulse magnetically labels spins carried by molecules according to their spatial location, since the magnetic field varies along one direction. The resulting phase shift is given by:

\[
\phi_1 = \gamma g \cdot \int_0^\delta x(t) dt, \quad (2.6)
\]

where \( x(t) \) is the spin position at time \( t \) and \( \gamma \) is the gyromagnetic ratio.

The phase shift \( \phi_1 \) is then reverted by the \( \pi \) pulse, thus transformed into \( -\phi_1 \). Next, the second pulse produces a phase shift \( \phi_2 \):

\[
\phi_2 = \gamma g \cdot \int_\Delta^{\Delta+\delta} x(t) dt, \quad (2.7)
\]

resulting in a net dephasing \( \delta(\phi) \):

\[
\delta(\phi) = \phi_2 - \phi_1 \quad \text{(2.8)}
\]
2.4. Measuring diffusion with MRI

Figure 2.3: Time diagram of the Stejskal and Tanner pulsed gradient spin echo (PGSE) sequence. $\Delta$ and $\delta$ are the pulse spacing and pulse duration, respectively.

\[
\gamma \mathbf{g} \cdot \left[ \int_{\Delta}^{\Delta+\delta} \mathbf{x}(t) dt - \int_{0}^{\delta} \mathbf{x}(t) dt \right].
\] (2.9)

For a moment, let us consider that the pulse duration $\delta$ is negligible compared to the pulse spacing, that is $\delta \ll \Delta$, also called narrow pulse approximation. In this case, we can show that the net dephasing is proportional to the spin displacement $\mathbf{r}$, as follows:

\[
\delta(\phi) = \gamma \delta \mathbf{g} \cdot [\mathbf{x}(\Delta) - \mathbf{x}(0)] \tag{2.10}
\]

\[
= \mathbf{q} \cdot \mathbf{r}, \tag{2.11}
\]

where $\mathbf{q} = \gamma \delta \mathbf{g}$ is defined as the gradient wave vector.

**MR signal**

The MR signal results from the voxel average ($\langle \cdot \rangle$) dephasing of the individual spins and is given by:

\[
S_\Delta = S_0 \langle e^{i\delta(\phi)} \rangle, \tag{2.12}
\]

where $S_0$ is a constant that can be computed by the spin echo experiment without applying the diffusion weighting, i.e. without applying the pair of gradient pulses.

Pursuing with the narrow pulse approximation and considering the voxel average as an expectation $E(\cdot)$, we can see that the MR signal is proportional to the characteristic function of the spin displacement $\mathbf{r}$ [226]. This yields a Fourier relationship between the MR signal $S_\Delta$ and the underlying density $\bar{p}_\Delta(\mathbf{r})$, as follows:

\[
S_\Delta(\mathbf{q}) = S_0 E(e^{i\delta(\phi)})
\]

\[
= S_0 \int_{\mathbb{R}^3} \bar{p}_\Delta(\mathbf{r}) e^{i\mathbf{q} \cdot \mathbf{r}} d^3 \mathbf{r}, \tag{2.14}
\]

with $\bar{p}_\Delta(\mathbf{r})$ representing the density of the average relative spin displacement in a voxel. In other words, this term can be seen as the voxel average of the individual spin conditional probability distributions. When there is no net translation or flux, it describes the voxel averaged diffusion process. In what follows, $\bar{p}_\Delta(\mathbf{r})$ will also be called the average propagator, or diffusion spectrum.
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In practice, magnetic gradient pulses must have a non-negligible duration in order to produce measurable diffusion sensitization. As a consequence, the narrow pulse approximation is no longer verified, and we have $\delta \approx \Delta$. In that case, we must replace the displacement vector $r$ by the average dynamic spin displacement:

$$r = \frac{1}{\delta} \int_\Delta^{\Delta+\delta} x(t) dt - \frac{1}{\delta} \int_0^\delta x(t) dt. \tag{2.15}$$

$r$ now represents the displacement between the spin mean position during the first pulse and the spin mean position during the second pulse. Considering Equation 2.15 the description of the MR signal remains valid. However, we have to keep in mind that for a given pulse spacing $\Delta$ the longer the pulse duration $\delta$, the less contrasted the MR signal.

2.5 Diffusion Tensor Imaging (DTI)

Introduced by Basser et al. in 1994 [14], the diffusion tensor model is based on the hypothesis that diffusion is unrestricted, which allows to model the diffusion by a Gaussian distribution. Although this assumption is not correct due to the nature of biological tissues, DTI has proved to be very useful in the study of diffusion in the human brain (see for example [25,26]), and has become part of many routine clinical protocols.

Measuring the diffusion tensor

As already mentioned, the diffusion in an unbounded medium is fully described by the scalar diffusion coefficient $D$. However, in the case of an anisotropic medium, the characterization of the diffusion requires a second order symmetric tensor, $D$, which describes the diffusion along each direction. The average propagator $\bar{p}_\Delta(r)$ for an anisotropic Gaussian diffusion is thus given by:

$$\bar{p}_\Delta(r) = \frac{1}{\sqrt{\det|D|(4\pi\Delta)^3}} \exp(-\frac{r^T D^{-1} r}{4\Delta}). \tag{2.16}$$

By replacing the average propagator in Equation 2.14, we can deduce the MR signal under the narrow pulse approximation ($\delta \ll \Delta$):

$$S_\Delta(q) = S_0 \exp(-\Delta q^T D q). \tag{2.17}$$

Since the diffusion tensor is a 3x3 symmetric matrix, six elements have to be determined. As a consequence, at least six diffusion-weighted images with different gradient orientations are needed in order to fully reconstruct the diffusion tensor. An additional non-weighted image is also required to measure $S_0$. The gradient directions are usually chosen so that they are uniformly distributed over a sphere. The diffusion tensor is then evaluated by solving the system of equations given by the signal in Equation 2.17. In practice, a higher number of gradient directions is used in order to have a more reliable measurement.

The various imaging parameters are commonly described by a single scalar, the $b$-value, defined as follows:

$$b = \Delta \|q\|^2 = \Delta \gamma^2 \delta^2 \|g\|^2. \tag{2.18}$$

For the Stejskal-Tanner scheme, $\Delta$ is usually replaced in the $b$-value by the effective diffusion time ($\Delta - \delta/3$), in order to compensate for the finite duration of the gradient pulse [24].
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Figure 2.4: a: Example of a fuzz ball with a ball-like shape, in the case of an isotropic medium.  b: Example of a fuzz ball with a peanut-like shape, typical in the anisotropic case.

Figure 2.5: Zoomed coronal slice of a human brain, showing the diffusion tensors represented as fuzz balls. The displayed region is located within the yellow box shown in the color FA map (upper left).

Visualization of the diffusion tensor

A common representation for DTI images is a three-dimensional plot, in which each voxel contains a fuzz ball whose surface is given by the set of points \( \mathbf{u}^T \mathbf{D} \mathbf{u} \), with \( \mathbf{u} \) a vector defined on the unit sphere. With this representation, anisotropic regions display peanut-like shapes whose orientation corresponds to the orientation of the axonal bundles, whereas isotropic regions display ball-like shapes, as shown in Figure 2.4. As an illustration, a zoomed coronal section of a human brain showing DTI represented as a fuzz ball field is displayed in Figure 2.5.

Another way of visualizing the diffusion consists in displaying various scalar measures derived from the diffusion tensor. Two common measures are the mean diffusion \( \langle \mathbf{D} \rangle \) and
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Figure 2.6: Axial slice of a human brain, showing scalar maps derived from DTI. a: mean diffusion, b: fractional anisotropy, c: color-coded fractional anisotropy (green: anterior-posterior direction, blue: head-feet direction and red: left-right direction).

the fractional anisotropy $FA$. They are given by:

$$\langle D \rangle = \frac{1}{3} \text{Trace}(D),$$ (2.19)

$$FA = \sqrt{\frac{3 \sum_i (\lambda_i - \langle \lambda \rangle)^2}{2 \sum_i \lambda_i^2}},$$ (2.20)

where $\lambda_i$ and $\langle \lambda \rangle$ are the eigenvalues, respectively the mean of the eigenvalues, of the diffusion tensor $D$. The mean diffusion allows to distinguish areas of high diffusivity from areas of low diffusivity. The fractional anisotropy characterizes the amount of anisotropy of the diffusion tensor and highlights fibrous regions. Note that the principal eigenvector of $D$ can be used to apply a RGB color code to the map of fractional anisotropy, in order to add information about the main direction of diffusion. Examples of scalar maps are shown in Figure 2.6.

2.6 Diffusion Spectrum Imaging (DSI)

As seen previously, the diffusion tensor model assumes that the diffusion can be modelled by a Gaussian, which is a function which admits only a single directional maximum. As a consequence, the diffusion tensor model can only capture a single direction of diffusion inside each imaging voxel. However, at the scale of a MR voxel (approximately 2mm), there is typically a distribution of fiber orientations within each voxel, due to partial volume effects between adjacent or crossing tracts [6,69,216]. In this case, DTI measures the mean of the underlying fiber directions, which of course does not reflect the true direction of the axonal bundles. Consequently, in voxels where there are more than one preferred fiber direction, the diffusion contrast is lost. Recently, Behrens et al. [21] showed that one third of white matter voxels are affected by this problem.

Diffusion spectrum imaging is a model-free approach that allows to measure diffusion without making any assumptions about the form of the underlying diffusion function. Introduced by Wedeen et al. in 2000 [227], it has the capacity to resolve multiple intra-voxel fiber directions.
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Measuring the diffusion spectrum

As seen in Section 2.4, there is a Fourier relationship between the MR signal and the diffusion spectrum (under the narrow pulse approximation):

\[ S_\Delta(q) = S_0 \int_{\mathbb{R}^3} \bar{p}_\Delta(r)e^{iqr^3}dr. \]  

(2.21)

We can therefore obtain the diffusion spectrum by taking the Fourier transform of the MR signal, as follows:

\[ \bar{p}_\Delta(r) = S_0^{-1}(2\pi)^{-3} \int_{\mathbb{R}^3} |S_\Delta(q)|e^{-iqr^3}d^3q. \]  

(2.22)

Note that in the above equation we replaced the MR signal by its modulus in order to exclude phase shifts arising from tissue motion. Indeed, it has been shown that the Fourier transform of the diffusion spectrum due to diffusion is real and positive in the case of spin motion without net flux or intra-voxel incoherent motion [226].

Practically, the diffusion spectrum is obtained by sampling the \( q \)-space, which is the space of the spin displacements. A typical way of achieving this consists in taking the points of a cubic lattice within a sphere whose radius is \( n \) lattice units, as follows:

\[ q = aq_x + bq_y + cq_z \quad \text{with} \quad \sqrt{a^2 + b^2 + c^2} \leq n, \]  

(2.23)

with \( a, b, c \) integers and \( q_x, q_y, q_z \) the unit diffusion sensitizing gradient vectors in the respective coordinate directions. Note that the signal is usually pre-multiplied by a Hanning window before Fourier transformation in order to ensure a smooth attenuation of the signal at high \( q \)-values.

Typical scans are achieved by using \( n = 4 \) (DSIq4) or \( n = 5 \) (DSIq5) [79,90,173]. Since the signal is supposed to be symmetric, a hemisphere can be used instead of a sphere. This yields a number of encoding gradients of 129 for the DSIq4 scan and 258 for the DSIq5 scan.

Visualization of the diffusion spectrum

Diffusion spectrum is a six-dimensional imaging technique, and therefore the data need to be simplified in order to allow a practical visualization. The weighted radial summation is a good candidate, as the angular structure of the diffusion spectrum is of the highest interest. Therefore, we define the Orientation Density Function (ODF), which measures the quantity of diffusion along the unit vector \( u \):

\[ ODF(u) = Z^{-1} \int_{\mathbb{R}^+} \bar{p}_\Delta(\rho u)\rho^2d\rho, \]  

(2.24)

with \( \|u\| = 1 \) and \( Z \) a normalization constant. An example of the diffusion spectrum obtained with DSI in the case of a fiber crossing, as well as the corresponding ODF are shown in Figure 2.7. A zoomed coronal section of a human brain, showing DSI represented as a field of ODFs is displayed in Figure 2.8.
Figure 2.7: a: Model of a fiber crossing, b: diffusion spectrum and c: orientation density function measured with DSI in the case of a voxel located within the fiber crossing area (red box).

Figure 2.8: Zoomed coronal slice of a human brain, showing the diffusion spectrum MRI represented as a field of orientation density functions. The displayed region is located within the yellow box shown in the color FA map (upper left). A zoom on a single ODF (red box) shows the multiple fiber orientations captured with DSI.
2.7 Q-Ball Imaging (QBI)

Introduced by Tuch et al. [212,213], Q-Ball imaging (QBI) is a model-free reconstruction scheme, based on the Funk-Radon transform [73,102]. It aims at providing an approximation to the radial projection of the spin propagator. In other words, it only measures the angular structure of the diffusion spectrum.

The Funk-Radon Transform

The Funk-Radon transform is a transform from the sphere to the sphere. Let us define $f(w)$ a function on the sphere, with $w$ a unit direction vector. The Funk-Radon transform for a direction $u$ is given by the sum over the corresponding equator, i.e. the set of points perpendicular to $u$:

$$G[f(w)](u) = \int_{w \perp u} f(w)dw, \quad (2.25)$$

with $\delta$ the Dirac function. Let us consider a function $f(x)$ defined on the three-dimensional Cartesian space (with $x$ a three-dimensional vector). By extension of the classical Funk-Radon transform, we can define the Funk-Radon transform of $f(x)$ at a particular radius $r'$, as follows:

$$G[f(x)](u,r') = \int f(x)\delta(x^Tu)\delta(|x| - r')dx. \quad (2.27)$$

Relationship between the MR signal and the ODF

It has been shown that the Funk-Radon transform of the diffusion signal $S_\Delta(q)$ gives a strong approximation of the ODF:

$$ODF(u) \approx Z^{-1} G[S_\Delta(q)](u, q'), \quad (2.28)$$

with $q'$ the radius of the sampling shell and $Z$ a normalization constant [215]. Consequently, we directly understand that for a given vector $u$, it is possible to estimate $ODF(u)$ by integrating the diffusion signal along the equator around $u$.

In practice, it has a direct consequence on the sampling of the $q$-space. Indeed, whereas DSI requires a cartesian sampling of the $q$-space, for QBI it is sufficient to sample the MR signal on a single spherical shell in the $q$-space. The angular resolution of the method is given by the radius of the shell. We should also mention that the equator points do not coincide with the diffusion sampling points. Therefore, an interpolation is required before computing the integral along the equator. This is generally performed using spherical radial basis function interpolation [213].

2.8 Other reconstruction techniques

Several other reconstruction techniques have been proposed. The multiple tensor (MT) technique [165] proposes to model the diffusion MR signal with a finite mixture of tensors, as follows:

$$\frac{S_\Delta(q)}{S_0} = \sum_{i=1}^{N} f_i \exp(-\Delta q^TD_iq), \quad (2.29)$$
with $f_i$ the relative weight of the $i$-th component in the mixture. A variational framework is used to estimate the parameters of the model. Another similar method is the CHARMED model developed by Assaf et al. [10]. This model express the diffusion MR signal in terms of Gaussian and non-Gaussian contributions. The additional non-Gaussian contribution allows to estimate multiple fiber orientations with a lower uncertainty than what can be obtained with a finite mixture of tensors. Finally, let us also mention the work from Tournier et al., who have proposed the constrained spherical deconvolution (CSD) technique [211]. The CSD method try to model the diffusion MR signal by a single isotropic component and a mixture of infinitely anisotropic components. The fiber orientation distribution is estimated by using constrained spherical deconvolution.

2.9 Conclusion

In this chapter, we have presented an overview of the various strategies proposed to map the fiber orientations. The tensor model used in DTI presents some limitations, especially in areas where several fiber populations interfere. Nevertheless, it is very practical, since it allows to delineate the major fiber structures in the brain, and only requires an acquisition time of approximately 6 minutes (for a typical 64 encoding gradients scheme). This explains why it has become part of many routine clinical protocols. On the other extreme, the DSI requires very long acquisition times (26 minutes for a typical DSIq5 scheme) that are not acceptable for clinical applications. The high angular resolution of the method and its ability to map fiber crossings are nevertheless very interesting for the study of anatomical connectivity and related pathologies. The other presented methods, QBI, CSD, MT and CHARMED, can be considered as intermediate solutions between the two extremes tensor model and model-free reconstruction techniques. They provide a kind of trade-off between acquisition time and angular resolution, and therefore may represent interesting alternatives to DTI and DSI.

The scalar maps, such as the fractional anisotropy or the mean diffusion, are immensely useful in many clinical applications. They can be used for example to localize brain lesions and identify the potentially affected axonal tracts [23,115], or to evaluate the maturity of white matter tracts in premature newborns [161]. They are also helpful for the localization of the main fiber pathways for presurgical planning. However, the scalar maps only show a part of the information obtained by diffusion MRI. Another application of diffusion imaging is the tractography, whose aim consists in inferring the trajectories of the axonal bundles directly from the diffusion measurements [152]. In the next chapter, we discuss in detail this interesting application.
3.1 Introduction

As we have seen in the previous chapter, diffusion MR data contains a high quantity of information. This information can be processed in order to provide us with maps of fiber tracts. This essential step towards maps of brain connectivity is called tractography. It produces lines or trajectories capturing coherent orientations of maximal diffusion that are likely to represent real axonal trajectories. However, we have to keep in mind that there are several orders of magnitude between the resolution of the MR acquisitions and the diameter of the axons. Therefore, tractography is only able to map large axonal bundles, and a single fiber produced by any algorithm is in fact representative of a huge coherent set of real anatomical trajectories.

When going through specialized literature, it is striking to see the huge quantity of tractography algorithms that have been proposed, demonstrating (i) the great interest it has raised in the scientific community and (ii) the variety of strategies proposed to extract information from the diffusion MR images. A tractography algorithm is essentially defined by three global characteristics. The first one is the type of data used to compute the trajectories (DTI, Q-Ball, DSI, or other high angular resolution methods). Indeed, tractography performed with DTI, with only a single preferred direction per voxel, is generally not performed in the same way with DSI data, where multiple fiber directions can share the same voxel. The second characteristic is the technique used to generate the trajectories. We can divide those techniques into two main classes: the line propagation techniques and the energy minimization techniques [152]. The algorithms of the first category directly propagate fibers according to the diffusion information. For energy minimization techniques, the procedure is different. The diffusion information is exploited
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Figure 3.1: Illustration of the FACT algorithm propagation technique on DTI. Every time the fiber enters a new voxel, the orientation is updated to match the local orientation.

to produce probabilistic maps of connectivity, that can be used to create trajectories in the brain white matter. Finally, the third characteristic of a tractography algorithm is the method of selection of the fiber tracts. Several possibilities have been investigated: selection of the desired fibers by capturing fibers starting from, arriving to or simply running through a particular region of interest (ROI), selection of fibers linking two or multiple ROIs, or selection of fibers by other criterions such as the probability of connection, or other scalar value computed along the tract.

The aim of this chapter is to provide the reader with an overview of the existing tractography approaches. We try to focus on the basic principles behind the line propagation techniques and energy minimization techniques, rather than collecting an exhaustive list of all the existing tractography algorithms. Next, we discuss the main advantages and shortcomings of the presented approaches, and we analyze the possibilities and the limitations of tractography.

3.2 Line propagation techniques

Deterministic algorithms

Let us start by considering a DTI data set, that we reduce into a simple vector field by capturing in each voxel the main orientation of diffusion. This vector field is assumed to represent the orientation of dominant axonal tracts. A simple way to build three-dimensional trajectories in this vector field consists in choosing a seed point, and let a fiber expand along the local orientation of the vector field. As soon as the fiber enters a new voxel, the orientation is updated to match the local orientation, as depicted in Figure 3.1. This linear propagation approach, called FACT (Fiber Assignment by Continuous Tracking), is considered as the first published tractography technique [150]. It has been successfully used to reconstruct brain axonal projections in the rat [231], and despite its relative simplicity is still widely used by the scientific community. Others have proposed to propagate the lines using a small step size, the orientation at each step being computed by interpolation of the vector field, or more rigorously by interpolation of the diffusion tensors themselves [15, 50]. These methods have proved to generate smoother tracts, especially for highly-curved tracts with respect to the size of the imaging voxels.

Depending on the type of study, several initialization strategies can be investigated.
If we are interested in a tractus for which we have prior information about its trajectory or about the end regions, initialization points can be chosen in manually defined ROIs. The other approach consists in generating a whole set of fibers, with many initialization points randomly chosen in the white matter, and then selecting the fibers of interest by capturing those that run through the ROIs.

Such kind of propagation techniques requires some criteria to decide when the line propagation process is terminated. To this purpose, the fractional anisotropy is widely used, because it allows to distinguish easily between white matter and gray matter. A simple threshold applied on the fractional anisotropy map allows to define the volume in which fibers can propagate. It is also a convenient way of limiting the effect of noise (which may strongly affect the orientation of the vector field in low anisotropy regions), by preventing fibers to propagate in areas where the orientation uncertainty is high. Another important termination criterion is the maximum angle between two successive steps. Indeed, it is widely assumed that the trajectories of the main fiber tracts in the brain are relatively smooth. As a consequence, if a sharp-turn occurs during the line propagation, it is highly likely that it is due to noise, partial volume effect, or any undesired effect, and that it does not truly reflect the trajectory of the axonal bundles. Practically, the choice of the maximum angle depends on the type of tracts we want to study, as well as on the spatial resolution of the images.

These deterministic algorithms can be easily adapted to higher angular resolution diffusion techniques. In this case, instead of having a single orientation vector per voxel, we can have multiple vectors inside a single imaging voxel corresponding to the set of local maxima of the ODF. During the line propagation process, the fiber expands along the vector that is the most collinear to the previous orientation of the fiber. This approach has been successfully used to reconstruct complex fiber crossing arrangements in post-mortem fixed macaque brain as well as in the healthy human brain in vivo [89,95,228]. Figure 3.2 shows the result of whole-brain tractography performed on DSI data of a human brain, using the FACT algorithm.

Probabilistic algorithms

The advent of probabilistic tractography approaches mainly comes from the constatation that deterministic algorithms have difficulties handling with noise, particularly in regions of low anisotropy. The probabilistic algorithms have appeared as soon as 2003, with the Probabilistic Index of Connectivity (PICo) introduced by Parker et al. [159]. The key concept behind this approach consists in exploiting the uncertainty in the orientation of the principal direction of the tensor.

This uncertainty is directly incorporated in the line propagation process, as follows. At each step of the line propagation, instead of propagating along the principal eigenvector of the tensor, the orientation is randomly drawn from a specific probability density function (pdf), representing the error model. This pdf can be built using various techniques. It can for example be modelled from the diffusion tensor itself, as proposed by our group in [96]. In the PICO approach, a pdf is built such that the orientation with maximum probability is aligned with the first eigenvector of the tensor. Its shape is governed by the fractional anisotropy: the lower the FA the wider the pdf, accounting for the higher uncertainty. Others have used a bayesian framework to estimate the pdf, by modelling the underlying fiber distribution [22].
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Figure 3.2: Example of a whole-brain FACT tractography experiment obtained on a DSI acquisition of a healthy human brain.

Figure 3.3: Example of connection probability maps of the optic radiation (axial slices, overlaid on fractional anisotropy maps, left to right: inferior to superior). The green arrow represents the starting point for tractography (in the left lateral geniculate nucleus). The color scale shows the probability of connection. This figure is reproduced from [159].

Using this modified tracking process, many fibers are generated from a given starting point, following a Monte Carlo process. Those fibers are then used to create connection probability maps [159]. An example of such a connectivity map is depicted in Figure 3.3. Another way of mapping the connectivity is to map the trajectories that have the highest probability [96].

Those probabilistic techniques have been successfully applied to high angular resolution diffusion MR techniques. The PICo methodology has been extended to handle with persistent angular structures (PAS) and Q-ball imaging, in order to exploit a maximum of information contained in the ODF [158, 187]. Perrin et al. have developed a specific
3.3 Energy minimization techniques

Differential geometric framework

Introduced by Sethian in 1996 [184], the fast-marching algorithm allows to model the evolution over time of a front in the space. In the context of DTI tractography, it has been shown that such techniques can produce maps of the connection likelihood, by controlling the front propagation with the main eigenvector of the tensor [160]. Indeed, if we define the front propagation speed so that it is maximal in the direction of the main eigenvector, the time of arrival of the front reflects the coherence in the alignment of the diffusion maxima. Therefore, it provides us with an information about the probability of connection.

The method proposed by Parker et al. [160] consists in three steps, described in what follows:

1. First, a front propagation is performed from a given starting point. Following the procedure proposed by Sethian [184], the voxels are divided into three categories: the front voxels that have already been reached by the front, the narrow band voxels that are adjacent to front voxels and the outside voxels (see Figure 3.4A). At each iteration step, the narrow band voxel that has the smallest time of arrival is added to the front. The time of arrival is defined according to a specific speed function, which depends on the direction of the main eigenvector in the origin and destination voxels, as well as on the direction of the normal to the front (see [160] for more details). Every time a voxel is added to the front, the time of arrival of each narrow band voxel is updated. This procedure produces a map of the time of arrival, as shown in Figure 3.4B.

2. Next, from every point reached by the front, the optimal path can be found by a gradient descent through the time of arrival map. Some examples are shown in Figure 3.4C. Steps 1 and 2 can be repeated for any desired number of starting points, in order to provide a more complete representation of connectivity. Whole-brain tractography can for example be achieved by iterating over all white matter-gray matter interface voxels.

3. As this methodology is able to connect every point in the brain with the starting voxel, a way to select the paths connecting regions for which the probability of existence of a connection is high is needed. Therefore, a specific connectivity metric is assigned to each voxel, which is generally defined as the minimal propagation speed along the tract. When computing the connection paths, only the paths starting from voxels with a connectivity metric above a fixed threshold are considered.

The fast-marching methodology has been used to produce probabilistic maps of connectivity for anterior callosal fibers, optic radiations, and pyramidal tracts in humans [46]. An improved version of the fast marching algorithm has been recently proposed by Staempfli et al. [198]. A qualitative comparison with a classical line propagation technique has shown its high potential in fiber crossing areas (see Figure 3.5). Let us also
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Figure 3.4: A: The voxels are divided into three categories during the front propagation step: the front voxels that have already been reached by the front (dark gray), the narrow band voxels that are adjacent to front voxels (light gray) and the outside voxels (white). B: Example of a map representing the time of arrival. Bright areas = early arrival, dark areas = late arrival. The red point indicates the starting point. C: Connection paths (white) from randomly chosen points (white dots) to the starting point, generated by gradient descent through the time of arrival map. This figure is adapted from [160] and [198].

mention the work of Jbabdi et al. [114], which have successfully adapted the anisotropic fast-marching algorithm [170] for DTI tractography.

Statistical mechanics inspired

Whereas line propagation techniques compute fiber trajectories on a local basis, following the voxelwise diffusion information, others have investigated global optimization approaches inspired from chemistry, and more particularly from polymerization [168]. These techniques consider the total diffusion MR signal in the white matter, the configuration of the fiber tracks being optimized globally. As an illustration, we briefly present the principles of a technique called Gibbs tracking [131].

The idea behind Gibbs tracking is the following: the produced fiber tracts and the totality of the diffusion MR signal are linked and therefore have to be considered simultaneously. Supposing that we have a priori knowledge about the relation between a given fiber population and the resulting MR signal, a global tractography result can be obtained in three steps. First, a set of fibers is created. This set of fibers is then used to calculate the corresponding diffusion signal. Finally, the set of fibers is updated so that it minimizes the difference between the measured and the computed diffusion MR signals.

In practice, neuronal pathways are approximated by small cylinders present in every white matter voxel. An interaction energy is defined such that it favors the formation of the cylinders into chains, following the structure of neuronal fibers. Each cylinder participates to the diffusion MR signal by the mean of a diffusion tensor whose parameters are adjusted according to the cylinder properties. The minimization of the total energy is performed using a Monte Carlo Markov Chain approach and simulated annealing [131]. At each step, a random modification of the configuration of the cylinders is proposed. It can consists in the birth or death of a cylinder, the connection or disconnection of two cylinders, or the move of the ends of the cylinder. The new configuration is then evaluated using the computed diffusion MR signal and the interaction energy. Then, according to the score of the configuration, it is either accepted or rejected. This process is repeated
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Figure 3.5: A: Reconstructed trajectories of the cortico-spinal tract (1: FACT algorithm, 2: fast marching algorithm and 3: advanced fast marching algorithm [198]). The pathways are seeded in the brainstem. B: Reconstructed trajectories of the commissural fibers (1: FACT algorithm, 2: fast marching algorithm and 3: advanced fast marching algorithm). The seed area is defined in a sagittal plane as the segmented cross section of the corpus callosum. This figure is reproduced from [198].

iteratively.

Several pathways have been successfully reconstructed with the Gibbs tracking, such as the corticospinal tract, the cingulum, the arcuate fasciculus and the optic radiation (see Figure 3.6 and [131]). It has shown to be able to reconstruct spreading and crossing fibers in DTI.

3.4 Discussion

Although diffusion MRI provides valuable information about the orientation of fiber tracts in vivo, we have to keep in mind the limitations of the technique, that may affect the results of tractography. Apart from systematic biases such as susceptibility artifacts, aliasing or other perturbations, we can identify two main limitation factors: (i) the noise and (ii) the limited resolution. The consequence of noise on the diffusion tensor data is important: it may lead to a deviation of the principal eigenvector of the tensor from the real fiber orientation. On QBI or DSI, it may even produce unwanted local maxima of diffusion. Noise is therefore an important contributor to aberrant connectivity. The limited spatial and angular resolutions may lead to biased principal directions of diffusion (e.g. smoothing of two diffusion peaks into one) and partial volume effects [5], which are other causes of aberrant fiber tracts.

The line propagation techniques, such as FACT, are the most sensitive to noise. Indeed, at every step the uncertainty in the principal eigenvector of the tensor perturb the direction of the fiber, and thus the error accumulates along the trajectory. Due to
3. Tractography

Figure 3.6: Example of fiber tracts computed with the Gibbs tracking. a-b: Callosal fibers (CF), corticospinal tract (CST), cingulum (CG), arcuate fasciculus (AF) and inferior fronto-occipital fasciculus (IFO). c: Spreading fibers of the CST and callosal fibers. d: Fiber crossing between AF, CF, and CST. e-g: The optic radiation. This figure is reproduced from [131].

Although deterministic algorithms may seem to suffer from many limitations related to noise and partial volume effects, they are still largely used by the scientific community. Several studies have shown that despite these limitations, the FACT algorithm and the related streamline-based techniques have the possibility to accurately map the major fiber tracts [50,182]. Moreover, the energy minimization techniques also have their specific limitations. First, the set of parameters that have to be tuned in order to produce
realistic fiber tracts is difficult to estimate, and thus requires a lot of investigation, whereas deterministic algorithms are nearly button-press applications. Next, these techniques of high complexity often require several days to produce a whole-brain tractography result, whereas it can be achieved in a couple of minutes with the FACT algorithm. The recently developed Gibbs tracking consists in a one-month process [131], which is by far too long to be considered for clinical applications. Finally, the most critical limiting factor is undoubtedly the fact that an energy minimization technique can potentially connect every pair of points in the brain. If this may be useful if we have a strong a priori about the true connectivity, the high quantity of false positives it introduces may dramatically alter the interpretation of the tractography results. Although some criterions may help to distinguish fibers likely to reflect true anatomical connectivity from those arising from partial volume effects or noise, the selection of the most likely fibers remains far from trivial.

3.5 Conclusion

As a conclusion, what is important to remember is that the choice of the tractography algorithm depends on several factors, such as the type of study, the a priori we have about the true connectivity or the type of diffusion data. Each algorithm produces a unique representation of the anatomical connectivity, and can be seen as a specific diffusion contrast. As we will see in this thesis, the validation of the tractography is far from trivial since we have no gold standard to compare the produced results, and it is consequently difficult to estimate which algorithm performs better.

It is however striking to see that the energy minimization techniques have to our knowledge never been applied to high angular resolution diffusion imaging such as DSI. Recently, a simple deterministic algorithm was used with DSI on a macaque monkey brain, and showed significant improvements compared to DTI tractography, especially in crossing fibers areas [228]. Given the interesting results obtained with energy minimization techniques on DTI, we can reasonably suppose that the combination of DSI with such approaches may enhance the possibilities of tractography, especially for non-dominant fiber populations [21].

As mentioned in the preface, tractography is a helpful tool to analyze and characterize specific fiber pathways. Nevertheless, the connectivity profile of the entire brain is also of high interest. When studying whole-brain connectivity, tractography is not sufficient and has to be combined with other techniques and/or other imaging modalities. Our first contribution, discussed in the next chapter, presents a methodology to map the human connectome at multiple scales with diffusion MR tractography.
4.1 Introduction

As shown in the previous chapters, important advances have been made with diffusion MRI. Tractography has allowed imaging of a large number of fiber bundles [50, 96, 150, 182, 225]. These techniques have induced an innumerable quantity of studies related to normal or pathologic neuroanatomy. Some years ago, it became however clear that beyond the aim of characterizing individual fiber bundles, the connectivity profile of the entire brain is of the highest importance in neuroscience.

Unfortunately, the study of neuronal connections in the brain is a difficult and demanding task. Our current knowledge of brain connectivity is largely based on the study of the relationship between symptoms and lesions [28, 229] as well as on post-mortem dissections of large fiber tracts [74]. More recently, however, great strides have been made regarding chemical tracing methods in the macaque [181] as well as in humans [47, 201, 223, 232], which have allowed identifying not only gross fiber tracts but also individual white matter (WM) connections. These efforts have resulted in the definitive mapping of a few tens of connections in humans and several hundreds in the macaque. Thanks to the pioneering work based on chemical tracing of Felleman and Van Essen [59] and others [106, 107, 197], connection matrices representing brain anatomical connectivity have been built.

Although such tracing studies are immensely useful and of perfect resolution, they are confined to post-mortem material and limited to a few connections only. Therefore, new high throughput techniques are needed. Tractography circumvents the drawbacks mentioned above by allowing not only post-mortem but also in vivo mapping of the major fiber pathways of the brain, this, however at the cost of lower resolution. Anatomically-based connection matrices have been built from MR tractography [78, 111, 112, 204]. Diffusion-
based connectivity has also been used in some studies [20,126,206] to parcellate the gray matter (GM).

In what follows, we present a multi-scale approach to map the human connectome. We proceed by constructing normalized whole-brain structural connection matrices derived from DSI tractography at different scales. Those matrices are built using a template-based approach to bring cortical landmarks into register between different subjects. After presenting the method, we extensively test its reliability and reproducibility.

4.2 Cortex parcellation into regions of interest

In order to build the human connectome based on diffusion MRI, two essential steps have to be combined. On one hand, we have to perform whole-brain tractography by using one of the approaches presented in Chapter 3. On the other hand, we have to parcellate the cortex into regions of interest (ROIs). Those ROIs have to be placed in the same anatomical location for each subject, such that the connectivity can be compared locally. Once these two steps are performed, we can identify the fiber bundle connecting each pair of ROIs, by taking all fibers produced by tractography whose end points are located in the corresponding pair of ROIs. Based on this information, a connection matrix can be built such that every row and column correspond to a particular ROI. The information contained in the connection matrix can for example be a connection density, a connection probability, or a scalar value computed along the fiber bundles.

Whereas tractography is discussed in Chapter 3 and the construction of the connection matrix is straightforward, we focus here on the parcellation of the cortex, which is a critical and crucial step towards the mapping of the human connectome.

Inter-subject cortical surface registration

Since we need a precise matching between the ROIs of each subject, a precise inter-subject cortical surface registration is needed. This is a particularly difficult task because of the complexity and variability of brain cortical structures (sulci and gyri). It can be achieved by using a non-rigid registration technique. There are two different types of non-rigid registration techniques: the voxel-based and the feature-based approaches [140,205].

**Voxel-based approach** in the voxel-based approach, the objective of the transformation is to optimize a global intensity-based measure, such as gray-level correlation or mutual information. Whereas it is an interesting approach e.g. for subcortical structure registration, it is not appropriate for cortical surface registration because of the complexity and variability of sulci and gyri. [49,103].

**Feature-based approach** In this case, identifiable anatomical elements are extracted in both the reference and moving images, and the transformation is determined such that the correspondence between these elements is maximal. Various anatomical features can be extracted, such as representations of the cortical sulci by a point-based [45] or active-contour-based [219] technique, or the surface of identifiable brain structures [203].

Because the cortex is highly convoluted, the alignment of cortical surfaces is a challenging task. In order to tackle this issue, the cortical surface is often projected on a spherical manifold, that preserves both topology and connectivity [101]. Mesh inflation
allows coarse registration after partial cortical flattening [209], and gives rise to spherical feature maps, either after further inflation [64] or conformal mapping [9]. This simplified shape allows registration by powerful registration techniques.

Recently, a set of automated tools called Freesurfer (http://surfer.nmr.mgh.harvard.edu) allowing inter-subject cortical surface registration was developed [63,64]. The registration is based on an inflated representation of the cortical surface of each hemisphere, which is aligned onto an average cortical surface generated from 40 individuals.

**Multi-scale cortex parcellation**

Freesurfer also allows to parcellate the cortex into 66 anatomically typical cortical parcels, defined using curvature-based information [54,61]. The power of the registration technique combined with the automated cortex parcellation make Freesurfer a natural choice for the construction of the human connectome. However, these 66 cortical parcels are not small enough to obtain a high-resolution connection matrix. Ideally, the size of the ROIs should be close to the size of a voxel. But noise, partial volume effects, variance in the registration and brain anatomical variability would hamper reproducibility. With these facts in mind, we propose a minimal ROI size of 1.5 cm$^2$, resulting in a parcellation of the whole cortex into approximately 1000 ROIs.

Our multi-scale cortex parcellation approach is based on the cortex parcellation proposed by Freesurfer. To avoid any ambiguity in the text, we call the original gyral-based ROIs produced by Freesurfer parcels. Those parcels constitute the low-resolution parcellation. Then, we propose to use a partitioning heuristic to generate small and compact ROIs in every parcel of the template cortex. Next, those ROIs are successively aggregated in order to provide five embedded cortical parcellations. Once these parcellations are done, they can be transferred to the subject’s cortex by means of cortical surface-based registration. The partitioning heuristic and the creation of the intermediate parcellations are explained in what follows.

**Parcellation of the template cortical surface** First, the number of ROIs per parcel, denoted by $N_p$, is calculated based on the relative surface area of each template parcel, as well as the desired total number of ROIs. This ensures that the variation of the ROI surface area between different parcels remains minimal. Then, for each parcel $p$, we perform a region growing from a randomly chosen point of $p$ by aggregating the neighboring voxels, until it reaches the desired surface area. This creates the first ROI of parcel $p$. Next, other ROIs are generated from starting points located close to the already existing ROIs, until the parcel is fully covered with ROIs. In the second phase, we identify the $N_p$ biggest ROIs of the parcel and compute their centers of gravity. We start a second growing process from these points, but this time with all ROIs growing simultaneously. Using this two-phase partitioning heuristic, we obtain ROIs that are compact and of similar size. As we force the template ROIs to reach the same size, the resulting number of ROIs generated on the template cortex is actually 998 and not 1000. It is also important to emphasize that each parcel is subdivided individually, thus preventing the ROIs from overlapping on different parcels. An example of such parcellation is shown on the pre-central and post-central gyri in Figure 4.1.
4. Mapping the Human Connectome with DSI

![Figure 4.1](image)

**Figure 4.1:** Example of subdivisions of two parcels (pre-central and post-central) into small ROIs. The rows show respectively these gyri on the inflated template brain, on the template brain, and on one individual subject. Columns are respectively the original parcels and their subdivision into small ROIs.

### Creation of the intermediate resolutions

The original cortical partition is made up of $N=998$ ROIs. However, the most suitable resolution between 998 and 66 ROIs actually depends on the application. Therefore, we create a hierarchical decomposition between 66 and 998 ROIs by successive grouping. On the template brain, 2 or 3 neighboring ROIs at the 998 scale are manually grouped into one ROI to build a partition into 483 ROIs. This grouping operation is repeated several times until the 66 parcels are recovered. Using this heuristic, we end up with 5 embedded cortical parcellations with $N = \{998, 483, 241, 133, 66\}$. In practice, this means that every vertex of the mesh representing the cortex in the freesurfer environment has 5 labels (one per resolution), identifying which ROI it belongs to. An example of this grouping is shown in Figure 4.2.

### 4.3 From tractography to connection matrices

The overview of the methodology is shown in Figure 4.3. The processing pipeline is divided into two pathways. On one side, the cortical surface is extracted from a high-resolution T1-weighted image and parcellated accorded to the above-mentioned technique. On the other side, whole-brain tractography is performed, resulting in millions of virtual fibers spread over the brain. The combination of these two procedures allows the construction
4.3. From tractography to connection matrices

Figure 4.2: Example of grouping for the 20 ROIs of the middle temporal gyrus (A). The ROIs of the same gyrus are grouped into 10 ROIs (scale 483) by successive fusion of neighboring ROIs at the scale just above (B). The operation is repeated yielding 5 ROIs at scale 241 (C) and 3 ROIs at scale 133 (D).

of connection matrices at multiple scales, by computing the connection density between each pairs of ROIs.

Tractography

In order to obtain consistent tractography results, the segmentation of the brain into white matter, cortex and deep cerebral nuclei is an essential step. Actually, the virtual fibers should be generated only in the white matter. To construct the tractography mask, the cortical surface obtained from Freesurfer is first filled. Next, the deep gray nuclei (thalamus, pallidum, putamen, caudate nucleus) as well as the hippocampus, the amygdala and the ventricles are removed from the mask. The location of these structures is obtained by an atlas-based segmentation [62], using the same software. Although other segmentation tools may be more adequate, Freesurfer is chosen here in order to limit the dependency to other softwares, an exhaustive review of brain segmentation techniques going beyond the scope of this thesis.

The choice of the tractography algorithm is far from trivial. In this thesis, we decided to focus on DSI because we strongly believe in the high potential of this diffusion acquisition scheme. The tractography algorithms adapted to such data are however rare, therefore we rely on the streamline approach developed by our group [89, 95] (see Section 3.2). This choice is motivated as follows. First, as discussed in Chapter 3, a line propagation technique is probably more adequate in the case of whole-brain tractography since the limitations of energy minimization techniques, such as the difficulty to tune the parameters or the propensity of those techniques to generate false positive connections, may potentially lead to a wrong interpretation of the connection matrix. Second, we have a strong knowledge about the behavior of the streamline algorithm since it has been extensively tested by our group, which may be a valuable help towards the interpretation of the produced results.
Figure 4.3: Construction of normalized connection matrices. After the acquisition of the diffusion and high-resolution T1-weighted images, the ODF map is calculated from diffusion MRI and used to perform tractography. The T1-weighted image, registered onto the space of diffusion data, is segmented and parcellated into 66 cortical parcels. Each parcel is subdivided into smaller ROIs of approximately identical surface, such that the total number of ROIs is 998. The 998 ROIs are grouped iteratively into bigger ROIs such that 5 scales of cortex parcellation are made available (66, 133, 241, 483, 998). Each set of ROIs is combined with the tractography result to create connection matrices of successive scales.

Using the streamline algorithm, we create a set of fibers for the whole brain (approximately 3 million fibers), as summarized below.

1. At each voxel, the ODF is reduced into a set of normalized direction vectors corresponding to the local maxima of the ODF (i.e. vectors $\mathbf{u}_i$ such that $\phi(\mathbf{u}_j) < \phi(\mathbf{u}_i)$ for all $\mathbf{u}_j$ adjacent to $\mathbf{u}_i$ in the sampled tessellated sphere).

2. We choose a set of initialization points uniformly distributed in each brain WM voxel. The number of points is proportional to the number of direction vectors in the corresponding voxel. For example, in a voxel with 3 directions we initiate 25 fibers along each direction, total 75. The starting points are chosen at random within the voxel.

3. From each initialization point a fiber starts growing in two opposite directions with a fixed step size of 1mm. On entering a new voxel, the fiber growth continues along the direction of the vector $\mathbf{u}_i$ (in the new voxel) whose orientation is the closest to the current direction of the fiber. If this results in a change of direction sharper than 0.25 radian/mm, the fiber is stopped. The growth process of a valid fiber finishes when its both ends leave the WM. Fibers that do not reach the WM-GM interface are eliminated.
Construction of the connection matrix

Considering the cortical parcellation and the WM tractography described previously, the fiber bundle $B(i, j)$ connecting each pair of ROI $i$ and $j$ can be identified. The value of the connection matrix cell $M(i, j)$ is defined as the connection density between this pair of ROIs, defined as follows:

$$M(i, j) = \frac{1}{S_i + S_j} \sum_{f \in B(i, j)} l_f,$$

where $S_i$ is the surface of ROI $i$ and $l_f$ is the length of fiber $f$ along its trajectory. The correction term $l_f$ in the denominator is needed to eliminate the linear bias towards longer fibers introduced by the tractography algorithm. Indeed, let us assume that an axonal bundle $B$ exists in reality and has got a length $l_B$. The tractography algorithm starts in some voxel of the WM and follows the most probable direction of a bundle. If it happens to start in a voxel that is traversed by the bundle $B$, the algorithm is likely to follow $B$ until it reaches the WM-GM interface. As every voxel in the WM is chosen as a starting point the same number of times, the longer the bundle $B$, the more voxels it traverses and the more often it is followed by the tractography algorithm. Consequently, we have to add the correction term $l_f$ to eliminate this bias.

To facilitate the visual interpretation, we organize the connection matrix by taking into account as much as possible the ROI neighborhood. Inspired by the brain development, we arrange the 33 parcels of each hemisphere in a fronto-caudal order. Then, we intuitively define a linear order of the ROIs inside a parcel corresponding to the direction of 'previous parcel to next parcel'. Since this organization is set up only once on a template brain, it remains identical when applied to different subjects. As a result, we obtain for each individual brain a set of 5 matrices (one per resolution) that are embedded in each other. The lowest resolution matrix entails as many entries as parcels in the standard FreeSurfer output, i.e. 66. The highest resolution matrix has 998 entries corresponding to 998 small ROIs (Figure 4.3).

Figure 4.4 represents a typical connection matrix at resolution 133. The connection matrix is organized such that the upper left quadrant (with the red border) represents the connections in the right hemisphere and the lower right quadrant (with the green border) represents the left hemispheric connectivity. The off-diagonal quadrants map the inter-hemispheric connections. This matrix is symmetric since the measured connectivity is not oriented. The color bars at the left and bottom of the matrix help making the correspondence between the matrix entries and the 66 cortical parcels as displayed on the insert images. The color bar on the right codes the connection density seen in the matrix itself in the logarithmic scale.

4.4 Material

After written informed consent and in accordance with our institutional guidelines and ethics committee, fifteen healthy volunteers were scanned with a Siemens TimTrio 3T scanner and a 32-channel receive head matrix coil. We used a diffusion weighted single shot spin echo EPI sequence with the following timing parameters: TR/TE = 6000/138 ms. The maximal b-value was 8000 s/mm$^2$. Q-space was sampled over a hemisphere using 258 different encoding gradients, and the data were reconstructed following a classical DSI scheme [226] (see Section 2.6), producing a 3D diffusion probability density function (pdf)
in every voxel. The acquisition block was made of 34 slices of a 96 x 96 matrix, with a spatial resolution of 2.21 x 2.21 x 3 mm$^3$. The acquisition time was approximately 26 minutes. We simplified the data by computing for each voxel the orientation density function (ODF), a radial integration of the resulting diffusion pdf [226], as presented in Section 2.6. In addition, a high-resolution T1-weighted (MP-RAGE) MRI was performed in a matrix of 256 x 256 x 128 voxels of isotropic 1mm resolution. This acquisition was then registered on the diffusion images using an affine registration method [192,230] (http://www.fmrib.ox.ac.uk/fsl/). For five subjects, the protocol was performed twice on two separate days, in order to test the reproducibility.
4.5 Results

Normalized connection matrices at multiple scales

Figure 4.5 shows some of the connection matrices in different resolutions as they were computed in one subject. It is possible to identify known bundles from the connection matrix. In Figure 4.5 we give several examples. We have selected groups of ROIs that are expected to correspond to language areas (Wernicke’s and Broca’s areas). The connections between these areas can easily be identified on the matrix and correspond to the arcuate fasciculus. The latter with the uncinate, the occipito-frontal, the middle longitudinal and the superior longitudinal fasciculi form long-distance connections, which are accordingly far from the diagonal of the matrix. The cingular bundle, which is made up mainly of sets of alternating short connections, is located close to the diagonal of the matrix. Another example is the pathways connecting the homotopic primary visual cortices, which are represented in the off-diagonal blocs. The occipito-frontal connection is represented by two squares in the matrix because not all the ROIs belonging to the frontal cortical area are neighbors in an arbitrary linear arrangement of the matrix entries.

It is worthwhile analyzing the empty part of the matrix located in the off-diagonal bloc. As expected from current anatomical knowledge, the inter-hemispheric fronto-temporal, temporo-temporal as well as the fronto-occipital and fronto-parietal connections are not mapped.

Robustness

Since the ultimate aim of the methodology presented here is to study connectivity in groups of subjects, it is essential at this stage to evaluate its robustness. The evaluation is done at the level of the connection matrix itself. We proceed in 3 steps: (i) we process five data sets twice and compare both results, (ii) we scan five subjects twice, process the twin data and compare both outputs, and (iii) we scan, process and compare the fifteen healthy subjects.

Same scan processed twice In order to evaluate the reproducibility of the methodology, we run the ROI registration two times on the same scan, for five subjects. We then evaluate the reproducibility of the method for the 5 scales by computing the Pearson correlation coefficient between the connection matrices resulting from the double processing of the same data set. The Pearson correlation coefficient is expressed as follows:

\[ R(x, y) = \frac{\sum_i (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_i (x_i - \bar{x})^2 \sum_i (y_i - \bar{y})^2}}, \quad i = \{1, ..., N^2\}, \]

where \( x = \{x_i\} \) and \( y = \{y_i\} \) are the elements of both matrices.

We see in Table 4.1 that the matrices resulting from the two independent processing are highly correlated, since the correlation coefficients range between 0.998 and 0.978 on average depending on the resolution of the matrix. The correlation decreases with the increasing number of ROIs, which can be expected since the precision of the segmentation and cortical ribbon fitting is limited and the resulting errors are more strongly perceptible on small ROIs.
The identified bundles are: Cingular (CI) and Uncinate (UN) (A), Superior Longitudinal Fasciculus (SLF) and Occipito-frontal (OF) (B), Arcuate Fasciculus (AF) and Middle Longitudinal (ML) (C), and Cuneus homotopic connection (CC) (D). These bundles are represented on all the matrices.

Table 4.1: The correlation coefficients between the connection matrices of the same scan processed twice, for five subjects. All the p-values are \( \ll 0.001 \).
### 4.5. Results

**ROIs**

<table>
<thead>
<tr>
<th>Subject</th>
<th>66</th>
<th>133</th>
<th>241</th>
<th>483</th>
<th>998</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.9738</td>
<td>0.9406</td>
<td>0.9025</td>
<td>0.8596</td>
<td>0.8145</td>
</tr>
<tr>
<td>2</td>
<td>0.9882</td>
<td>0.9704</td>
<td>0.9560</td>
<td>0.9408</td>
<td>0.9303</td>
</tr>
<tr>
<td>3</td>
<td>0.9590</td>
<td>0.9219</td>
<td>0.8970</td>
<td>0.8607</td>
<td>0.8389</td>
</tr>
<tr>
<td>4</td>
<td>0.9685</td>
<td>0.9459</td>
<td>0.9207</td>
<td>0.8964</td>
<td>0.8786</td>
</tr>
<tr>
<td>5</td>
<td>0.9881</td>
<td>0.9699</td>
<td>0.9498</td>
<td>0.9270</td>
<td>0.9079</td>
</tr>
<tr>
<td>average</td>
<td>0.9755</td>
<td>0.9497</td>
<td>0.9252</td>
<td>0.8969</td>
<td>0.8740</td>
</tr>
</tbody>
</table>

Table 4.2: The correlation coefficients between the connection matrices of the five subjects scanned twice. All the p-values are $\ll 0.001$.

**Same subject, scanned twice**  Given that additional perturbation factors related to the MRI acquisition need to be taken into account, such as noise, head positioning, susceptibility artifacts and head-coil sensitivity, five subjects were scanned a second time, about one month later, following the same protocol. These two scans are processed independently.

The Pearson correlation coefficients between the resulting connection matrices are calculated. The results presented in Table 4.2 show a high correlation ranging from 0.976 to 0.874, though slightly lower than in the previous section. This is expected since additional perturbation factors are introduced.

**Robustness over several subjects**  When the Pearson correlations between all combination of connection matrices of the fifteen subjects are computed, we obtain values ranging from 0.68 to 0.79 for 998 ROIs, and between 0.90 and 0.97 for 66 ROIs. Figure 4.6 presents the correlation coefficients with respect to the scale. We also show on that plot the results of Tables 4.1 and 4.2.
Figure 4.6: Intra-subject and inter-subject connection matrices comparison for each of the 5 scales. The dashed line shows the average correlation coefficients between the matrices of the five scans processed twice. The solid line shows the average correlation coefficients between the matrices of the five subjects scanned twice. The box plot presents the inter-subject’s correlations.
4.6 Discussion

Over the last years it has become clear that MR based connectomic techniques are of the highest interest for the neuroscience community [33, 85]. The presented method is an answer to this growing interest. We step by step show how to partition the cortex in a standard way such that ROIs are identically placed across subjects. This allows the construction of whole-brain normalized connection matrices at multiple scales, which can be averaged and compared over population of subjects. It is worth noting that defining a connection matrix as presented here with a connection density measure, is only one way to characterize the connectivity. Other tract properties can be computed and used to construct the matrix, such as the Fractional Anisotropy, the Mean Diffusion, other values measured by MRI such as the T2 or the magnetization transfer ratio measured along the tracts, or even functional connectivity based on functional MRI.

The quantitative assessment of the performance of our methodology allows us to estimate what can and cannot be achieved. The level of correlation between two successive processing of the same scan is very high, which tends to indicate that our methodology is highly reproducible. The correlation coefficients for the two scans of the same subject may seem lower than what could be expected. However, we must not forget the level of complexity and the number of steps that are required to compute the connection matrix from the raw images. With this remark in mind, we see that the correlations between the two scans of the same subject with resolutions up to 133 or 241 ROIs are indeed high. This implies that in all likelihood, the optimal scales for point to point connectivity measurements are the right ones with the technology used. It is very likely that with expected improvement of cortical registration techniques and diffusion imaging, these numbers will significantly improve.

Depending on the study, going to smaller matrices might be beneficial because inter-subject correlation is higher. However, significant changes in connectivity may be lost due to large spatial averaging. On the other hand, using matrices that are too large may have as a consequence that the variability due to registration errors and MRI noise is larger than the effective connectivity difference between two groups. Nevertheless, it will be shown in Chapter 7 and 10 that even the highest resolution connection matrices have the capacity to be at the source of powerful analysis a) if one wants to study the connectivity in one single subject b) if connectivity has to be characterized through local and global network measures, in which case averaging occurs through the network measure itself. In conclusion, the right scale depends on the particular question being investigated. This is the reason why a multi-scale approach may be valuable.

The fact that the correlation coefficients between different subjects are systematically lower than the correlations between two scans of the same subject is not surprising. Indeed, different brains certainly exhibit differences in connectivity, which should be picked up by our matrices. But different brains are also folded differently, thus degrading the registration performance, inducing ROI misplacement and, accordingly, imprecise connectivity. Distinguishing between these two parameters will only be possible if in the future we manage to show significant differences between two groups. Actually, this normalized connection matrix opens up a whole range of clinical studies; either for longitudinal healthy development analysis such as the development of connectivity with age, or for the investigation of connectional disturbances in disease. Indeed, in many pathologies such as schizophrenia or epilepsy the connectivity in some specific bundles is suspected
to be affected, whereas inflammatory processes may affect connectivity more globally. To investigate this kind of pathologies, the connection matrix provides a promising tool to perform group versus group comparisons, if the differences in connectivity are expected to be in the same brain areas, or all over the brain.

4.7 Conclusion

In this chapter, we have proposed a multi-scale approach to map the connectome by constructing normalized whole-brain structural connection matrices derived from diffusion spectrum MRI tractography at five different scales. Using a template-based approach to bring cortical landmarks into register between different subjects and fully automating the post-processing steps necessary to build such matrices, we have proposed a robust method that allows a) the selection of identical cortical ROIs of desired size and location in different subjects with identification of the associated fiber tracts and computation of the related connection densities, b) straightforward construction and interpretation of anatomically organized whole-brain connection matrices and c) statistical inter-subject comparison of brain connectivity at various scales. The proposed framework is highly flexible, and can be modified depending on the application. For example, the anatomical parcellation used in this chapter could be replaced by any other parcellation, e.g. functional-based parcellation. Whereas we have used a deterministic tractography algorithm, more complex tractography approaches can be integrated in this framework, such as energy-minimization-based tractography algorithms, as it is shown in the next chapter.
5.1 Introduction

As we have seen in the previous chapters, diffusion MRI has been widely used to study brain anatomical connectivity because of its ability to probe the tissue microstructure [25]. For this purpose, the most common technique is probably the Diffusion Tensor Imaging (DTI) [14], which models the diffusion of water molecules as a second-order tensor. Since the discovery of DTI, there has been an increased interest in the development of tractography algorithms, inferring the trajectories of the axonal bundles directly from the diffusion measurements, and thus allowing the study of the fiber tract architecture (see Chapter 3 or [152] for review).

We can classify the tractography algorithms into two main types: the line propagation techniques and the energy minimization techniques. Among the line propagation techniques, we find the largely used deterministic approaches based on a step-by-step expansion of virtual fibers [50, 151], and the probabilistic approaches based on the modelling of the uncertainty associated with the local maxima of the diffusion [22, 96, 129, 159] (for more details see Chapter 3). If the deterministic algorithms are computationally simple, they are not able to accurately map complex fiber arrangements in DTI because of the low anisotropy found in fiber crossing areas, leading to a loss of directionality of the tensor [228]. Moreover they are very sensitive to noise, since it accumulates along the trajectory. The probabilistic approach, by characterizing the uncertainty in the main direction of the fibers, can partially solve the problem of fiber crossing areas, but is also affected by other issues such as partial volume effects or cumulative noise. Because of
these limitations, the scientific community has put a lot of effort into the development of
global approaches, such as the energy minimization techniques.

The success of energy minimization techniques is mainly due to Parker et al. [160],
who are among the first to have adapted Sethian’s fast-marching algorithm [184] to trac-
tography. This methodology is based on front propagations from seed voxels throughout
the brain white matter, followed by a back propagation of the fibers using a gradient de-
scent. It has given interesting results on well known tracts such as the pyramidal tracts,
the optic radiations, and the anterior callosal fibers [46], and has shown to be more ef-
ficient than line propagation approaches in fiber crossing areas [198]. Recently, Jbabdi
et al. [114] have proposed a tractography algorithm for DTI based on the anisotropic
fast-marching technique, a modification of the standard fast-marching suited to perform
front propagations in an anisotropic media [170].

Because DTI is based on the Gaussian model and thus can only map a single preferred
direction in each imaging voxel, it fails to correctly map regions where the axons have
more than a single preferred direction. In a recent work, Behrens et al. have estimated
to one third the proportion of white matter voxels being affected by this problem [21].
In order to tackle this issue, higher angular resolution diffusion MRI methodologies have
been designed, such as Q-ball [215] or spherical deconvolution [210]. Another interesting
methodology is the diffusion spectrum imaging (DSI) [92, 226, 227] (see also Chapter 2),
which allows to map the diffusion of water molecules by reconstructing the spectrum of
the spin displacement. The scientific community has put a lot of effort into the search for
the optimal tractography algorithm for DTI. Consequently, a lot of promising techniques
have been proposed to compensate for the limitations of the DTI acquisitions. With the
advent of DSI, we dispose of a technique that has the ability to resolve crossing fibers at
the scale of a single voxel. By adapting classical deterministic tractography algorithms to
DSI [89,95], complex fiber crossings regions have been accurately mapped with a precision
that goes well beyond the possibilities of DTI data [182, 228]. However, the potential
of these new high angular resolution data combined with the mathematical power of
advanced energy minimization tractography algorithms should theoretically improve the
accuracy of the results. Unfortunately, apart from some attempts [111, 158, 214], the
adaptations of such techniques to DSI are still largely missing.

In this study, we propose an adaptation of the anisotropic fast-marching algorithm
[170] to create a new tractography algorithm for DSI. We proceed by reducing the com-
plexity of the orientation distribution function (ODF) in order to provide an analytical so-
lution for the cost function used during the front propagation. We integrate the obtained
tractography algorithm into the global framework allowing the creation of whole-brain
connection matrices presented in Chapter 4. The resulting methodology is called Fast-
marching Tractography for Connection matrix (Fast-TraC). After a short introduction on
the anisotropic fast-marching, we make a step-by-step presentation of our Fast-TraC al-
gorithm. Next, we compare the performance of Fast-TraC versus a classical deterministic
approach, by analyzing several well-known fiber tracts. Finally, we discuss the influence
and the choice of the algorithm parameters, and we analyze the advantages and short-
comings of the methodology.
5.2 Theory

Minimum-cost path problems

Minimum-cost paths problems are present in many applications such as geographic information systems, robotics or wire routing. A simple form of this problem is the case of a finite graph where a weight is assigned to every edge linking a pair of nodes. Finding the optimal path between two nodes can be solved using the well-known shortest path algorithm proposed by Dijkstra in 1959 [55]. This algorithm is still largely used for many applications, such as car’s navigation systems or internet routing.

A typical minimum-cost path problem can be formulated as follows: it consists in finding a path $C(s)$ that minimizes the cumulative cost from a given starting point $A$ to a given destination point $B$. Let us consider for a while the case where the cost $\tau$ only depends on the position $x$ in the space. In this configuration, the minimal cost at $x$ is given by:

$$u(x) = \min \int_0^L \tau(C(s)) ds,$$

with $L$ the length of the path connecting the starting point $A$ to $x$. The minimum of the integral has to be found among all the possible paths connecting $A$ to $x$. The path that minimizes the integral is the minimum-cost path. The solution of Equation 5.1 satisfies the Eikonal equation $|\nabla u| = \tau$, which describes a front propagation with a speed given by $1/\tau(x)$. $u(x)$ is therefore often called the arrival time. In order to compute $u(x)$, Sethian developed the fast-marching algorithm, a single-pass technique based on the Dijkstra algorithm [184,185].

Fast-Marching algorithm

The fast-marching algorithm relies on a front propagation principle. The idea consists in dividing the grid nodes into three categories: the accepted set, the trial set and the far set, as depicted in Figure 5.1. The accepted set contains all the grid points for which the value $u(x)$ is determined and will not be changed. The trial set contains the grid points to be examined, whose $u$-values have already been computed. All the other points are in the far set. The algorithm works as follows. First, the starting point $x_0$ is put in the trial set, with $u(x_0) = 0$, and all the other grid points are put in the far set. Then, at each iteration, the trial point with the smallest $u$-value is put in the accepted set, all its neighbors are put in the trial set (if it was not already the case) and their $u$-values are computed (or updated if they were already in the trial set). The process ends when all the grid points are in the accepted set. This algorithm is summarized below.
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Figure 5.1: A: Principle of the fast-marching algorithm. The voxels are divided into three categories during the front evolution: the accepted points for which the $u$-value is determined (light gray), the trial points that are examined (dark gray) and the far points (white). B: The 48 triangles surrounding a specific grid point (central gray dot). Each red dot is a neighboring grid point. C: For each triangle $ABC$ the values of $t_i$ and $t_j$ that minimize $u_{ABC}(D)$ have to be found. Part A and B are reproduced from [114].

The fast-marching algorithm

- Initialization:
  - Put the starting point $x_0$ in the trial set, with $u(x_0) = 0$;
  - Put all the other points in the far set;

- Loop:
  - Move the trial point with the smallest $u$-value, $x_m$, into the accepted set;
  - Update the $u$-value of all the neighbors of $x_m$ that belong to the trial set;
  - Put all the neighbors of $x_m$ that belong to the far set into the trial set and compute their $u$-value;

As the reader might expect, the key step in the front evolution is the computation of the $u$-value. Let us consider a grid point $D$ for which we want to compute the $u$-value $u(D)$. The fast-marching is based on the assumption that the updating of $u(D)$ is restricted to the immediate neighbors of $D$. Considering a 26-voxel neighboring scheme, we notice that the minimal path can be coming from any of the 48 triangles depicted in Figure 5.1B. Let us denote by $A$, $B$ and $C$ the three vertices of one of these triangles, and let $u_{ABC}(D)$ be the $u$-value at point $D$ for the minimum-cost path coming from the triangle $ABC$. The final $u$-value at point $D$, $u(D)$ is the minimum of $u_{ABC}(D)$ among all the set of grid points $ABC$ such that these points are the vertices of one of the 48 neighboring triangles. In other words, finding $u(D)$ consists in computing $u_{ABC}(D)$ for each of the neighboring triangles and selecting the minimum value.
Let us now describe the computation of \( u_{ABC}(D) \). Considering the triangle \( ABC \) depicted in Figure 5.1C, we define \( u_{ABC}(D) \) as follows:

\[
\begin{align*}
u_{ABC}(D) &= \min_{t_i, t_j} \left( (1 - t_i)u_A + (t_i - t_j)u_B + t_j u_C + \|n\| \cdot \tau_{ABCD} \right) \\
\text{s.t.} \quad &t_j \geq 0, \quad t_i \geq t_j, \quad t_i \leq 1,
\end{align*}
\]

with \( u_A, u_B, u_C \) the \( u \)-values at points \( A, B \) and \( C \) respectively, and \( n \) the direction vector. Considering a specific direction vector \( n \), the \( u \)-value is given by the sum of two components: the \( u \)-value of the origin point obtained by linear interpolation in the triangle (i.e. the weighted sum of \( u_A, u_B \) and \( u_C \)), and the cost \( \tau_{ABCD} \) associated to the octant \( ABCD \) weighted by the travelling distance \( \|n\| \). \( u_{ABC}(D) \) is found by searching the parameters \( t_i \) and \( t_j \) that minimize this expression.

**Diffusion MR data and fast-marching**

Tractography can be seen as a minimum-cost path problem. Suppose that diffusion MR data are used to define a cost function \( \tau \) on a three-dimensional Cartesian grid. The aim of tractography consists in finding a path \( C(s) \) that minimizes the cumulative cost from a given starting point \( A \) to a given destination point \( B \). The problem is thus similar to the typical minimum-cost path problem presented above. However, since diffusion MR data contains orientational information, one would expect the cost function \( \tau \) to be not only dependent on the location \( C(s) \), but also on the direction \( C'(s) \). In that case, the minimal cost has to modified as follows:

\[
u(x) = \min \int_0^L \tau(C(s), C'(s))ds.
\]

Unfortunately, solving Equation 5.4 is much more difficult than solving Equation 5.1. Indeed, the classical fast-marching algorithm is not able to use directly the orientational information. An ordered upwind method was proposed by Sethian to compute numerical solutions [186]. However, this method is computationally very expensive and can therefore not be applied to complex problems such as 3D tractography. Recently, Qingfen presented a modification of the fast-marching algorithm called the anisotropic fast-marching [170], which provides a good approximation to the exact scheme proposed by Sethian while being computationally more efficient.

**Front evolution with the anisotropic fast-marching algorithm**

The anisotropic fast-marching relies on the same front propagation principle as the classical fast-marching approach. The process is rigourously identical, and it also relies on the assumption that the updating of \( u(D) \) is restricted to the immediate neighbors of \( D \). The only difference is that the cost function depends not only on the position, but also on the orientation. Consequently, Equation 5.2 has to be modified as follows:

\[
u_{ABC}(D) = \min_{t_i, t_j} \left( (1 - t_i)u_A + (t_i - t_j)u_B + t_j u_C + \|n\| \cdot \tau_{ABCD}(n) \right).
\]

We can see that the updating cost results from the product of the norm of \( n \) and the value of the cost function for this direction, \( \tau_{ABCD}(n) \).
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Choice of the cost function

In both the classical and anisotropic fast-marching algorithms, the choice of the cost function is crucial for several reasons. First, it defines the relation between the measurement (e.g. the diffusion in the case of tractography) and the evolution of the front and is therefore a key parameter. Second, with the anisotropic fast-marching algorithm the minimization of Equation 5.5 usually has to be solved iteratively by exploring the set of parameters \( \{t_i, t_j\} \). However, by choosing particular cost functions, it is sometimes possible to find an analytical solution to the minimization problem, thus dramatically reducing the computational cost. One of these cost functions is presented in Section 5.3.

Back propagation

Once the front evolution is achieved, it is possible to find minimum-cost paths between the starting point and any other point reached by the front. In classical fast-marching methods, this can be performed by a gradient descent through the time of arrival map \( u \) [185]. In the anisotropic case, there is no guarantee that the characteristic direction coincides with the gradient direction, although a one-to-one mapping can be found for strictly convex speed profiles. However, the gradient descent is often used in practice since it provides reasonable solutions.

In this work, we follow a slightly different approach, as proposed in [15,160]. When a point is put in the accepted set, the direction \( n \) that gives the minimal \( u \)-value is stored. The resulting vector field is then used as an approximation of \( \nabla u \).

5.3 Methods

The proposed tractography algorithm is integrated in the methodology proposed in Chapter 4. After a description of the material and a brief summary of the steps leading to the creation of the connection matrix, we focus on the adaptation of the anisotropic fast-marching algorithm for tractography.

Material

After written informed consent and in accordance with our institutional guidelines and ethics committee, a healthy right-handed male volunteer was scanned with a Siemens TimTrio 3T scanner. A diffusion weighted single shot spin echo EPI sequence was used with TR = 6000 ms, TE = 136 ms and a maximal b-value of 8000 s/mm\(^2\). Q-space was sampled over a hemisphere using 258 different encoding gradients, and the data were reconstructed following a classical DSI scheme [226] (see Section 2.6), producing a 3D diffusion probability density function (pdf) in every voxel. The acquisition block was made of 34 slices of a 96 x 96 matrix, with a spatial resolution of 2.21 x 2.21 x 3 mm\(^3\). The acquisition time was approximately 26 minutes. Next, in each voxel the diffusion data were reduced into the ODF (see Section 2.6). In addition, a high-resolution T1-weighted (MP-RAGE) MRI was performed in a matrix of 256 x 256 x 128 voxels of isotropic 1mm resolution. This acquisition was then registered on the diffusion images using an affine registration method [192,230] (http://www.fmrib.ox.ac.uk/fsl/).
5.3. Methods

Figure 5.2: Overview of the Fast-TraC methodology. First, the diffusion MR and high-resolution T1-weighted images are acquired. Next, the cortex is partitioned into small ROIs. Then, tractography is performed in the brain WM, using an anisotropic fast-marching algorithm. Finally, the connection matrices are created using the results of the two previous steps.

Whole-brain tractography process

As already mentioned, the Fast-TraC algorithm benefits from the recent developments on the connection matrices (see Chapter 4), and therefore the methodology is very similar, as shown in Figure 5.2. First, the diffusion MR images are acquired using a typical DSI scheme and processed in order to obtain an ODF in every WM voxel. Then, we use the high-resolution T1-weighted acquisition to identify and partition the cortical surface into small regions of interest (ROIs). We remember from Section 4.2 that this partitioning is based on an atlas-based cortical registration method using the curvature information, i.e. sulcus and gyrus [36, 54, 61], which provides an automatic labelling of the cortex into 66 gyral-based parcels. By a recursive subdivision of these parcels, the cortex is then partitioned into 998 small ROIs, compact and of similar surface (approx. 150mm²). Note that in this study we only use the lowest (66 ROIs) and highest (998 ROIs) resolutions. Moreover, we label the brainstem, the deep gray nuclei such as the putamen, globus pallidum, caudate and accumbens nuclei, the hippocampus, the amygdala and the thalamus. Those structures are identified by using Freesurfer’s subcortical segmentation tools [62]. Next, tractography is performed using the anisotropic fast-marching algorithm (the detailed procedure is described in the following). Finally, the resulting fibers are used to build connection matrices representing the density of connection between every pair of ROIs.
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Figure 5.3: Two-dimensional iso-curves of arrival time for the cost function defined by Equation 5.6 and characterized by a single local maxima whose direction is (1,1).

Tractography using the anisotropic fast-marching

Cost function In order to find a convenient cost function, we have to take two precautions with our diffusion data. First, we use a shifted grid (from a half-unit) for the diffusion data relatively to the front evolution grid [170]. Indeed, if the diffusion data and the front evolution were defined on the same grid, then the path from the triangle $ABC$ to the point $D$ (see Figure 5.1C) would cross at least two different voxels, resulting in a variable speed along the path. The shifted grid allows to solve this problem and ensures that the speed along a given direction is constant inside the volume $ABCD$. Second, we reduce the ODF of each voxel into a set of normalized vectors $\{s_1, ..., s_N\}$ corresponding to the local maxima of the ODF. That way, the orientational information contained in the ODF is preserved, and the search for analytical solutions is tremendously simplified.

We propose the following cost function:

$$
\tau_{ABCD}(n) = \min_i \left( \frac{\|n \times s_i\|}{\|n\|} \right),
$$

with $s_i$ being the $i$-th local maxima of diffusion in the voxel that contains the volume $ABCD$. From Equation 5.6, we understand that if the direction $n$ is collinear to one of the local maxima of the diffusion, the cost is zero, ensuring a fast propagation of the front along that direction. On the other hand, the higher the angle between the direction and the local maxima and the higher the cost, and consequently the slower the evolution of the front. Consequently, this cost function is particularly well suited for tractography. As an illustration, Figure 5.3 shows the iso-curves of arrival time in the case of a single local maxima. Theoretically, there exist a lot of other cost functions with a similar behavior. However, this one provides us with an analytical solution to the minimization problem, as explained in what follows.

Suppose for a while that we are located in a voxel where there is a single local maxima of diffusion, $s$. When $\tau_{ABCD}(n)$ is inserted in Equation 5.2, we obtain:

$$
u_{ABC}(D) = \min_{t_i, t_j} ((1 - t_i)u_A + (t_i - t_j)u_B + t_j u_C + \|n \times s\|).
$$

48
Considering Figure 5.1C, we can express the vector \( \mathbf{n} \) as a function of the parameters \( t_i \) and \( t_j \), as follows: \( \mathbf{n} = (-t_i, -t_j, 1) \). Equation 5.7 thus becomes:

\[
\begin{align*}
    u_{ABC}(D) &= \min_{t_i, t_j} ((1 - t_i)u_A + (t_i - t_j)u_B + t_j u_C + \\
    &+ \sqrt{(t_j s_3 + s_2)^2 + (t_i s_3 + s_1)^2 + (t_i s_2 - t_j s_1)^2}),
\end{align*}
\]

\[\tag{5.8}\]

s.t.

\[
\begin{align*}
    t_j &\geq 0, \quad t_i \geq t_j, \quad t_i \leq 1,
\end{align*}
\]

\[\tag{5.9}\]

with \( s = (s_1, s_2, s_3) \). In the space of parameters \( \{t_i, t_j\} \), the function to minimize is the sum of a plane (the weighted sum of \( u_A, u_B \) and \( u_C \)) and a revolution cone (the norm of the vectorial product of \( \mathbf{n} \) and \( \mathbf{s} \)) whose orientation is given by \( \mathbf{s} \). Therefore, it is a convex function, and two cases have to be considered: the case where the apex of the revolution cone is located inside the triangle \( ABC \) (see Figure 5.4A), and the case where it is located outside the triangle \( ABC \) (see Figure 5.4B). In the first case, we are sure that the minimum is found precisely at the apex of the revolution cone, with coordinates \((-s_1/s_3, -s_2/s_3)\). In the other case, the minimum can be located either at the vertices \( A, B \) and \( C \), or along the edges \( AB, BC \) and \( AC \). For the edges, the coordinates of the potential minimum points can be computed by using the partial derivatives of the expression to minimize with respect to \( t_i \) and \( t_j \). In the case of the edge \( AB \), we have to solve:

\[
\begin{align*}
    \begin{cases}
        -u_A + u_B + \frac{t_i s_3^2 + s_1 s_3 + t_i s_2^2 - t_j s_1 s_2}{\sqrt{(t_j s_3 + s_2)^2 + (t_i s_3 + s_1)^2 + (t_i s_2 - t_j s_1)^2}} & = 0 \\
        t_j & = 0
    \end{cases}
\end{align*}
\]

\[\tag{5.10}\]

Similarly, the coordinates along the edges \( BC \) and \( AC \) are found by solving the systems of equations 5.11 and 5.12, respectively.

\[
\begin{align*}
    \begin{cases}
        -u_B + u_C + \frac{t_j s_3^2 + s_2 s_3 + t_j s_1^2 - t_i s_1 s_2}{\sqrt{(t_j s_3 + s_2)^2 + (t_i s_3 + s_1)^2 + (t_i s_2 - t_j s_1)^2}} & = 0 \\
        t_i & = 1
    \end{cases}
\end{align*}
\]

\[\tag{5.11}\]

\[
\begin{align*}
    \begin{cases}
        -u_A + u_B + \frac{t_i s_3^2 + s_1 s_3 + t_i s_2^2 - t_j s_1 s_2}{\sqrt{(t_j s_3 + s_2)^2 + (t_i s_3 + s_1)^2 + (t_i s_2 - t_j s_1)^2}} & = 0 \\
        t_i & = t_j
    \end{cases}
\end{align*}
\]

\[\tag{5.12}\]

In Table 5.1, we report the coordinates of the seven possible solutions to Equation 5.8. Note that the coordinates of the points corresponding to the other triangles can be found by some index and sign permutations.

Finally, the computation of \( u_{ABC}(D) \) is a four-step process, as follows: (i) compute the coordinates of the potential minimum points, (ii) keep only the points whose coordinates satisfy condition 5.9, i.e. those that are located into the triangle \( ABC \), (iii) compute the \( u \)-value for each of these points, and (iv) select the minimum. The extension to multiple local maxima of diffusion is straightforward: the process is repeated for every local maximum and the minimum is selected among all the computed \( u \)-values.
Figure 5.4: Iso-curves of $u_{ABC}(D)$ using the expression defined in Equation 5.8. A: the apex of the revolution cone is located inside the triangle $ABC$. The minimum of $u_{ABC}(D)$ under condition 5.9 is thus located at $s$. B: the apex of the revolution cone is located outside the triangle $ABC$. The minimum of $u_{ABC}(D)$ has to be searched along the edges $AB$, $BC$ and $AC$ or at the vertices $A$, $B$ and $C$.

\begin{align*}
ABC & \quad t_i = -\frac{s_1}{s_3} \quad \quad \quad \quad \quad \quad \quad t_j = -\frac{s_2}{s_3} \\
AB & \quad t_i = \frac{1}{1-s_1^2}(-s_1s_3 + \frac{(u_A-u_B)s_2}{\sqrt{1-s_1^2(u_A-u_B)^2}}) \quad \quad t_j = 0 \\
BC & \quad t_i = 1 \quad \quad \quad \quad \quad \quad \quad \quad t_j = \frac{1}{1-s_2^2}(s_2(s_1-s_3) + \frac{(u_B-u_C)|s_1+s_3|}{\sqrt{1-s_2^2(u_B-u_C)^2}}) \\
AC & \quad t_i = t_j = \frac{1}{2s_3^2+(s_2-s_1)^2}(-s_3(s_1+s_2) + \frac{(u_B-u_C)|s_1-s_2|}{\sqrt{2s_3^2+(s_2-s_1)^2-(u_B-u_C)^2}}) \\
A & \quad t_i = 0 \quad \quad \quad \quad \quad \quad \quad \quad t_j = 0 \\
B & \quad t_i = 1 \quad \quad \quad \quad \quad \quad \quad \quad t_j = 0 \\
C & \quad t_i = 1 \quad \quad \quad \quad \quad \quad \quad \quad t_j = 1
\end{align*}

Table 5.1: Solutions to Equation 5.8 corresponding to points located inside the triangle $ABC$, along the edges $AB$, $BC$ and $AC$ and at the vertices $A$, $B$ and $C$. Those solutions are valid for the triangle depicted in Figure 5.1C. The solutions for the other triangles are obtained by index and sign permutations.
5.4. Results

Front evolution  Ideally, one should be tempted to start a front evolution from every voxel of the cortex in order to have a high spatial resolution. However, in practice this approach is not adequate because of the extreme amount of computation time it would require. Therefore, we decide to perform a front evolution from every ROI of the high-resolution connection matrix (approx. 1000 front evolutions). The voxels belonging to the ROI are all considered as starting points, i.e. their \( u \)-value is zero.

The front evolution is limited to WM voxels only, so that we ensure that no propagation is done in restricted areas such as the ventricles. The front evolution is also admitted in the voxels of the cortex if the front comes from the WM. However, no propagation is allowed from GM voxel to GM voxel, in order to prevent minimum-cost paths travelling inside the cortex. We introduce two parameters that limits the evolution of the front: (i) the maximum deviation and (ii) the maximum curvature. The maximum deviation is the maximum cost admitted during the front evolution. It restricts the front evolution to regions where the cost is low. In practice, this parameter limits the partial volume effects by preventing the front to evolve in directions that strongly differ from the local maxima of diffusion. The maximum curvature checks for the coherence of the front evolution, as follows. When computing the minimal \( u \)-value for a given voxel \( D \), we compare the associated direction vector \( n \) with the direction vectors already stored in the accepted neighbors \( A \), \( B \) and \( C \). If the angular deviation is higher than the maximum curvature threshold, the \( u \)-value corresponding to the triangle \( ABC \) is not computed. This parameters prevents the front evolution to perform abrupt changes of direction, which (i) limits the partial volume effects and (ii) generates a smooth gradient map and consequently smoothed fiber trajectories. Another advantage of these parameters is that when correctly adjusted, they limit the number of cortex voxels reached by the front, thus providing a more realistic map of brain connectivity.

Fiber generation by back propagation  For each front evolution, we perform the back propagation of the fibers, as follows. We initialize one fiber per voxel of the cortex reached by the front. The fibers expand by a fixed step size (arbitrarily fixed to 0.5mm) along the directions stored during the front evolution until they reach the origin ROI. Fibers that do not reach the origin ROI are eliminated. We also introduce a curvature threshold, to prevent the abrupt changes of direction that may arise from partial volume effects. The set of fibers produced for all the front evolutions are then used to build the connection matrix, as described in Section 4.3.

5.4 Results

In this section, we compare the results of the Fast-TraC algorithm to those obtained with the streamline approach presented in Chapter 4. The comparison is based on the visual aspect of several well-known tracts of the brain, such as association fibers and projection fibers. Unless stated otherwise, the Fast-TraC results are obtained with the following parameters: maximum deviation: 0.6 (corresponding to a maximum angle of approx. \( 36^\circ \)), maximum curvature: \( 36^\circ \) and curvature threshold for back propagation: \( 36^\circ \)/mm.
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Figure 5.5: Corpus callosum fibers (A) and corticospinal tract (B) obtained with streamline (top) and Fast-TraC (bottom) algorithms.

The centrum semi-ovale

We start our analysis by focusing on two well-known and extensively investigated fiber tracts that cross in the centrum semi-ovale: the corpus callosum and the corticospinal tract.

Callosal fibers, presented in Figure 5.5A, are selected by placing a ROI in the midsagittal plane centered on the corpus callosum. With the Fast-TraC approach, the fibers of the corpus callosum are widely distributed throughout the parietal cortex from the apex down to its lower limit at the lateral sulcus. It also widely connects the frontal cortex. Using the streamline algorithm, only the apical part of the parietal cortex is connected. This is mainly due to the region of the centrum semi-ovale where a complex fiber intermixing occurs between the corticospinal tract and the corpus callosum. In such structurally complex areas, classical deterministic approaches are unable to accurately reconstruct trajectories. The Fast-TraC approach overcomes this limitation by a better exploitation of the information contained in the DSI data.

The corticospinal tract (Figure 5.5B) is mapped by capturing the fibers running through the internal capsule and ending in the precentral gyrus. For this bundle, the parameters of the Fast-TraC algorithm are adapted to take into account the higher curvature of the tract (45° is used instead of 36°). The streamline approach allows to map only the connections that take their origin between the superior and inferior genu of the central sulcus, corresponding to the motor fibers for the arm and hand. Again, this is due to the complex crossing which occurs in the centrum semi-ovale. In contrast, with
the Fast-TraC approach the part of the pyramidal tract starting in the apical part of the precentral gyrus and middle part of the paracentral lobule, corresponding to the motor function of the trunk and legs, becomes visible. Similarly, the more lateral projections corresponding to the motor function of the head and the mouth are well mapped.

**Association fibers**

Five major association bundles are captured by both the streamline and the Fast-TraC algorithms: the arcuate fasciculus, the cingulum bundle, the extreme capsule, the inferior longitudinal fasciculus and the uncinate fasciculus, as depicted in Figures 5.6 and 5.7 [183]. The arcuate fasciculus (Figure 5.6A) is extracted by selecting fibers originating from pars triangularis and ending in the superior temporal gyrus. The cingulum bundle is obtained by capturing fibers running through the cingulum gyrus (Figure 5.6B). For this bundle, the parameters of the Fast-TraC algorithm are adapted to take into account the higher curvature of the tract (45° is used instead of 36°). The extreme capsule (Figure 5.7A) connects the parietal and posterior temporal cortex with the frontal ventrolateral cortex and is obtained by selecting fibers running through a manually defined ROI in the extreme capsule. The inferior longitudinal fasciculus (Figure 5.7B) is obtained by selecting fibers originating from the inferior temporal gyrus and ending in the occipitoparietal junction (orange) or in the occipital lobe (blue). The uncinate fasciculus (Figure 5.7C) is extracted by selecting fibers connecting the temporal pole to the inferior frontal cortex.

For the cingulum bundle and the arcuate fasciculus, we can see that the streamline
Figure 5.7: Association bundles obtained with Fast-TraC (left) and streamline (right) algorithms: A: extreme capsule, B: inferior longitudinal fasciculus and C: uncinate fasciculus.
5.5. Discussion

The method proposed in this work provides two main advantages compared to the fast-marching tractography proposed in [160]. First, Parker et al. used a standard fast-marching process, which is inherently limited to front propagations with an isotropic cost function. The use of such a technique for tractography is however not intuitive, since the tractography process is essentially based on the orientational information contained in the diffusion tensor imaging (DTI) data. The Fast-TraC algorithm, on the other hand, is able to capture the global shape of the tract. The Fast-TraC approach is able to capture the global shape of the tract. The Fast-TraC algorithm shows similar bundles, although the fibers are more widely spread throughout the origin and destination regions. For the extreme capsule however, the streamline approach fails to map most of the projections of the parietal and ventrolateral cortices. The result obtained with the Fast-TraC approach is much more convincing. This difference is particularly striking when considering the inferior longitudinal fasciculus and the uncinate fasciculus. For the inferior longitudinal fasciculus, the streamline algorithm provides us with only a partial representation of the horizontal limb (blue), whereas both the horizontal and vertical limbs are well captured with Fast-TraC. The uncinate fasciculus mapped with the streamline algorithm presents a hooked shape which projects to the lateral orbital frontal cortex only, whereas with Fast-TraC additional projections are found in the inferior frontal cortex (pars opercularis, pars triangularis and pars orbitalis).

In addition, the Fast-TraC approach allows us to map two association bundles that are not captured by the streamline approach. The superior longitudinal fasciculus II (Figure 5.8A) connects the inferior parietal lobule with the middle frontal gyrus through the centrum semi-ovale. The fronto-occipital fasciculus (Figure 5.8B) is obtained by selecting fibers originating from the medial parieto-occipital lobe and ending in the superior frontal gyrus. The classical deterministic approaches usually fail to map these tracts because they run through large fiber crossing regions. In these conditions, a more complex method is required to accurately perform tractography. These results demonstrate the high potential of the Fast-TraC approach to map fiber tracts in complex fiber crossing areas. It is however important to note that these observations are based on a single subject study, and that further work has to be done in order to check whether the mapping of these tracts is systematic.

5.5 Discussion

The method proposed in this work provides two main advantages compared to the fast-marching tractography proposed in [160]. First, Parker et al. used a standard fast-marching process, which is inherently limited to front propagations with an isotropic cost function. The use of such a technique for tractography is however not intuitive, since the tractography process is essentially based on the orientational information contained in the diffusion tensor imaging (DTI) data. The Fast-TraC algorithm, on the other hand, is able to capture the global shape of the tract. The Fast-TraC approach is able to capture the global shape of the tract. The Fast-TraC algorithm shows similar bundles, although the fibers are more widely spread throughout the origin and destination regions. For the extreme capsule however, the streamline approach fails to map most of the projections of the parietal and ventrolateral cortices. The result obtained with the Fast-TraC approach is much more convincing. This difference is particularly striking when considering the inferior longitudinal fasciculus and the uncinate fasciculus. For the inferior longitudinal fasciculus, the streamline algorithm provides us with only a partial representation of the horizontal limb (blue), whereas both the horizontal and vertical limbs are well captured with Fast-TraC. The uncinate fasciculus mapped with the streamline algorithm presents a hooked shape which projects to the lateral orbital frontal cortex only, whereas with Fast-TraC additional projections are found in the inferior frontal cortex (pars opercularis, pars triangularis and pars orbitalis).

In addition, the Fast-TraC approach allows us to map two association bundles that are not captured by the streamline approach. The superior longitudinal fasciculus II (Figure 5.8A) connects the inferior parietal lobule with the middle frontal gyrus through the centrum semi-ovale. The fronto-occipital fasciculus (Figure 5.8B) is obtained by selecting fibers originating from the medial parieto-occipital lobe and ending in the superior frontal gyrus. The classical deterministic approaches usually fail to map these tracts because they run through large fiber crossing regions. In these conditions, a more complex method is required to accurately perform tractography. These results demonstrate the high potential of the Fast-TraC approach to map fiber tracts in complex fiber crossing areas. It is however important to note that these observations are based on a single subject study, and that further work has to be done in order to check whether the mapping of these tracts is systematic.

5.5. Discussion

The method proposed in this work provides two main advantages compared to the fast-marching tractography proposed in [160]. First, Parker et al. used a standard fast-marching process, which is inherently limited to front propagations with an isotropic cost function. The use of such a technique for tractography is however not intuitive, since the tractography process is essentially based on the orientational information contained
in the diffusion MR data. In order to overcome this limitation, Parker et al. proposed to integrate the orientational information in a location-dependent only cost function using some computational hacks. Here we propose a different approach based on the anisotropic fast-marching algorithm, which is suited to perform front evolutions with an anisotropic cost function. The integration of the orientational diffusion information in the cost function is therefore straightforward, and provides us with an elegant solution for the front propagation in the brain white matter. Second, the method proposed by Parker et al. is restricted to diffusion tensor imaging. In contrast, the Fast-TraC is based on the main directions of diffusion, and can therefore be used with any diffusion MR technique without modification of the methodology. The only requirement consists in extracting the local maxima of diffusion from the measurements prior to tractography.

As mentioned earlier, with such a fast-marching approach it is theoretically possible to find a path between any pair of ROIs. However, we know from anatomical and tracing studies that only a small proportion of these connections exists. Therefore, there is a great need for automated selection methods that only retain the most probable connections. In this work, we propose a three-step automated selection method. First, the maximum deviation criterion ensures that the front propagates in directions that are close to the local maxima of diffusion. Indeed, several studies have shown that we can be relatively confident in the diffusion measurements (see for example [182]). The maximum deviation criterion is therefore chosen such that the uncertainty associated to the main directions of diffusion is minimal. Second, the maximum curvature threshold prevents the front to perform abrupt changes of direction, that would not correspond to the real axonal trajectories in the brain. Third, an additional curvature threshold is included in the back propagation process. At first sight this parameter may seem useless since we already control for the smoothness of the front evolution. However, we remember that the back propagation is a discrete process. Due to the fixed step size of the fibers, the trajectory may slightly deviate from the optimal path, which can potentially lead in abrupt changes of direction. This third criterion thus ensures that the fibers generated by the back propagation are smooth.

The Fast-TraC algorithm is among the first energy minimization-based tractography approaches to be applied to DSI. As expected, it provides us with enhanced tractography results as compared to classical deterministic tractography approaches. This is due to the fact that the energy minimization-based techniques consider the uncertainty associated with the local maxima of diffusion through the choice of an adequate cost function. In contrast, the streamline approach only consider the measured local maxima, without estimation of the associated uncertainty. Consequently, the tractus already mapped with the streamline tractography are better defined with Fast-TraC. This is particularly striking for the corticospinal tract, for which the entire range of projections are captured, from the apex down to the lateral sulcus. Moreover, it allows us to investigate the trajectory of fiber tracts that can not be captured with the streamline approach, due to the presence of complex fiber crossings. This is the case for the superior longitudinal fasciculus, the fronto-occipital fasciculus and the vertical limb of the inferior longitudinal fasciculus. Further investigation will probably allow us to find other tracts that were never observed with conventional tractography techniques. Globally, we can say that the Fast-TraC algorithm provides a more complete and more convincing representation of the true axonal connectivity.

Furthermore, the Fast-TraC methodology has several advantages over classical trac-
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In this chapter, we have presented a new energy minimization technique to perform tractography with DSI data, based on the anisotropic fast-marching algorithm. The presented results show an enhanced sensitivity compared to traditional tractography approaches. The high flexibility of the methodology, obtained through the adjustment of two front evolution parameters, allows to map the connectivity of the brain to any level of complexity. This can be seen as a contrast adjustment for the tractography solution. As any energy minimization technique, it is highly sensitive to partial volume effects, and thus requires some particular attention when interpreting the results.

Throughout the following chapters, we focus on the validation of the human connectome, as well as on its whole-brain applications. In this type of study, we have no prior information about the investigated connections. Consequently, the proposed approach is not directly applicable, since it would require a powerful and automated fiber selection method that is currently unavailable. Therefore, in the next chapters, we use a classical streamline algorithm instead.
Part II

Validation
6.1 Introduction

As seen in Chapter 3, the increased interest in Diffusion MRI has led to the development of various tractography algorithms, whose aim consists in inferring from the diffusion measurement the trajectories of the axonal bundles in the brain, allowing the study of the fiber tract architecture. However, diffusion MR data contain noise that systematically affects the tractography [8,142], regardless of the method used to generate fiber tracts. Angular and spatial resolution, brain shape and of course the MRI acquisition methodology, as well as the tractography algorithm itself, are potential sources of errors in the mapping of brain connectivity [37,89,137]. This immediately raises the question of validation of the results. There exist several approaches to address this difficult problem. First, the tractography algorithms can be tested on synthetic data, where all the parameters of the underlying model are known [142]. Another approach is to correlate the reconstruction of a small set of tracts with some gold standard methods [91,142,182]. These methods are nonetheless partial validation and therefore complementary studies which analyze other aspects of the problem, such as the reliability of computed white matter connections across the whole brain, are welcome. In this study, we address the following question: How do we know that a given tractography solution is a result of the underlying diffusion coherence and not of some other effect? Indeed, performing tractography on a data set with completely random and incoherent diffusion would produce many fibers that look improbable, but may also produce some fibers that, by chance or due to the brain geometry or a limited resolution, look ”real”. In this context, it is essential to identify and to quantify the source of error, not only for a specific tract, but for a whole-brain tractography experiment.

A straightforward way to tackle this issue is to evaluate the effects of noise on the
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diffusion MR data. For example, several studies focus on the impact of noise on diffusion tensor eigenvalues, as well as on the derived fiber trajectories [8, 137, 143]. Others try to model the eigenvector dispersion by assuming various probability density functions [22, 159]. Another approach consists in measuring the uncertainty associated with the reconstructed fiber trajectories. Probabilistic algorithms particularly well suit this task, since they allow to assign a probability to the produced tracts, either by integrating a cost-function along the paths [214], or by counting the occurrence of the paths obtained using a Monte Carlo random walk [129, 160]. In contrast, deterministic algorithms suffer from the lack of information on the probability of the reconstructed trajectories. In [138], a bootstrap approach is proposed to estimate the dispersion associated with tractography results. Recently, this method was extended to use any deterministic tractography algorithm in a probabilistic way [118].

In this study, as in [118], we try to address the shortcomings of the deterministic approach. However, instead of transforming deterministic algorithms into probabilistic ones, we rather add some information about the reliability of the produced tracts. For this purpose, we present a method specifically aiming at differentiating connections likely to be built by diffusion coherence contrast from those potentially resulting from non-diffusion effects, such as noise, resolution or brain geometry. We proceed by comparing the fiber density of every connection with a set of equivalent connections generated in systems where diffusion coherence contrast is removed by randomly reshuffling the orientation distribution functions (ODFs). First, we study the statistical differences between connections in data sets with and without diffusion coherence contrast. We show that on an individual basis some connections are clearly different in the two types of data sets, while others cannot be differentiated. Then, we define a confidence level in order to quantify the difference between the data sets with and without diffusion coherence contrast. We show that the confidence level greatly varies from one connection to another. We analyze the factors responsible for this high variability and emphasize the fact that one cannot trust all fibers equally in tractography. Finally, we propose a method to reduce the computation time of the estimation of the confidence level, based on the apparent correlation between confidence level and connection distance. This methodology is expected to add useful information to any tractography study.

6.2 Material and Methods

This research was conducted in agreement with the ethics comity for clinical research of the University of Lausanne and informed written consent was obtained from the subjects before performing the study, in accordance with institutional guidelines. The proposed method consists of six steps, as described in Figure 6.1, and follows the method used in Chapter 4. First, we acquire the diffusion MR images and process them in order to get a map of the diffusion in the brain (A). Next, we perform the tractography in the brain white matter (WM) (B). Independently from the tractography solution, we partition the WM-gray matter (GM) interface, i.e., the cortex for simplification, into small regions of interest (ROIs) (C). Once these steps are performed, we build a graph in which every ROI of the WM-GM interface constitutes a node. If there are some fibers linking a pair of ROIs, we build an edge between the corresponding nodes of the graph. That way, we obtain a graph reflecting the connectivity of the brain, that we call graph of brain connectivity (D). Next, we use a similar procedure (steps B to D) to construct randomized versions
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Figure 6.1: Overview of the whole process. (A) Acquisition of the diffusion MR images. (B) Tractography in the brain WM. (C) Partitioning of the WM-GM interface into small regions of interest (ROIs). (D) Creation of the original brain connectivity graph using the results of steps B and C. (E) Construction of randomized versions of the original brain connectivity graph (the same partition into ROIs is used). (F) Computation of the confidence level of every edge in the original brain connectivity graph.

of the connectivity graph (the same partition into ROIs is used); the only difference is that now the diffusion map is randomized by reshuffling arbitrarily the ODFs. Finally, we compute the confidence level of the connections using the graphs derived from both the original and reshuffled data sets. We describe each of these steps below.

A. Diffusion MRI acquisition

The images from a diffusion MRI experiment of a human brain were acquired on four healthy volunteers with an Achieva 3T Philips scanner. We used a diffusion weighted single shot spin echo EPI sequence with the following timing parameters: TR/TE/Δ/δ = 4200/89/43.5/32.5 ms, where Δ is the diffusion time interval and δ the diffusion gradient duration [35]. With maximal diffusion gradient intensities of 80mT/m this yielded a maximal b-value of 9000 s/mm$^2$. Q-space was sampled over a hemisphere using 129 different encoding gradients, and the data were reconstructed following a classical DSI scheme [226] (see Section 2.6), producing a 3D diffusion probability density function (pdf) in every voxel. The acquisition block was made of 36 slices of a 112 x 112 matrix, with a spatial resolution of 2 x 2 x 3 mm$^3$. The acquisition time was approximately 18 minutes. Next, we simplified the data by computing for each voxel the ODF. Moreover, a high-resolution T1-weighted (MP-RAGE) MRI was performed on the same volunteers. This acquisition was then registered on the diffusion images using the affine registration method based on maximization of mutual information of Maes et al. [139,145].
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B. White Matter tractography

DSI tractography is performed in WM using the algorithm presented in Section 4.3 [89, 95]. Briefly, the ODF of each voxel is reduced into a set of normalized direction vectors corresponding to the local maxima of the ODF. Then, we choose a set of initialization points uniformly distributed in each brain WM voxel. From each of these points a fiber starts growing with a fixed step size in two opposite directions, locally following the direction of the diffusion maximum which is the closest to the fiber trajectory. The growing process ends when the end-points of the fiber have reached the WM-GM interface, or when a sharp change of direction occurs (more than 0.25 radian/mm). Fibers that do not reach the WM-GM interface are eliminated. In this work, approximately 1 million fibers are generated in the brain WM.

C. WM-GM interface partition into ROIs

The procedure used here is the same as the one described in Section 4.2. Let us briefly remind the basic principles of this methodology. It is based on an atlas-based cortical registration method using the curvature information, i.e. sulcus and gyrus [36, 54, 61]. It provides an automatic labelling of the cortex into 66 gyral-based parcels, as well as a recursive subdivision of these parcels into small ROIs. Using this procedure, we divide the cortex into 998 ROIs, compact and of similar size, and with a surface of about 150mm². In this study, we only use the highest resolution, and therefore the connection matrices at the other scales are not computed.

D. Construction of the original brain connectivity graph \(G_O\)

In what follows, we will use the term fiber when referring to a single tractography fiber connecting two ROIs. The abstract link between two nodes in a graph will be denoted by the term edge. We create the original brain connectivity graph \(G_O\) by combining the output of the two previous steps (B and C) [89,94]. Every ROI becomes a node of the graph. We build an edge \(e\) between every pair of nodes. Its weight represents the fiber density in terms of number of fibers per unit surface, as defined by Equation 4.1. If no fiber exists between two ROIs, a zero weight is assigned to the corresponding edge.

In order to analyze the properties of the brain connectivity graphs, the distance between the nodes might reveal useful. We therefore introduce the edge distance \(l_e\), defined as the geodesic distance in the brain WM (i.e., the shortest path being confined in the WM mask) separating the two ROIs corresponding to the end-nodes of the edge in the graph.

E. Construction of the randomized brain connectivity graphs \(G_{R_i}\)

Remember that we want to compare the original tractography solution with others where diffusion coherence contrast has been lost. This is achieved as follows. Starting from the original acquisition data set, we find and randomly reshuffle the voxels corresponding to the brain WM, i.e., we randomly permute the ODFs of these voxels. In other terms, this is a re-sampling of the data, or more particularly of the WM voxels, without replacement. Note that the reshuffling we perform is fundamentally different from the bootstrapping method used for example in [118]. Indeed, bootstrapping techniques are generally used in
order to assess the accuracy of an estimator. In this work, we perform a re-sampling only in order to loose the diffusion coherence contrast in the data. It results in a data set whose geometrical properties, such as the WM tractography mask and the WM-GM interface, are identical to the original one. Similarly, the number and orientation of the main diffusion directions are preserved, but, what is crucial, the information about diffusion coherence is lost. We generate 30 reshuffled data sets (this choice will be discussed in the following). Next, we perform tractography to generate a solution on every reshuffled data set. Finally, as in D, we construct the connectivity graphs $G_{R_i}$ based on the tractography results on the $i$-th randomized data set and the same partition into ROIs as obtained for the original data set (C).

F. Confidence level computation

Let $w_{e,O}$ and $w_{e,R_i}$ denote the weight of the edge $e$ in $G_O$ and $G_{R_i}$, respectively. Considering the set of $I$ randomized brain connectivity graphs $G_R = \{G_{R_1},...,G_{R_I}\}$, for every edge $e$ we have a set of edge weights $W_{e,R} = \{w_{e,R_1},...,w_{e,R_I}\}$ coming from a specific distribution. This set of edge weights $W_{e,R}$ provides us with an empirical distribution, which is an estimate of the true underlying distribution.

Let $Y = \{y_1, y_2, ..., y_N\}$ be some real data and let $p$ be a proportion between 0 and 1. A quantile is a value such that a proportion $p$ of the observations $Y$ is smaller than $\hat{q}(p)$. In our case, we have $Y = W_{e,R}$, and the edge weight in $G_O$ corresponds to a quantile of $W_{e,R}$, with $w_{e,O} = \hat{q}_{e}(p_e)$. We define the confidence level $c_e$ as the proportion $p_e$ of $W_{e,R}$ being smaller than $w_{e,O}$. The confidence level is computed for every edge whose weight in $G_O$ is strictly positive (called a non-zero edge in the following). It is important to note that the confidence level is computed for each edge, independently from the other edges in the graph.

6.3 Results

Before we analyze the confidence level described previously, it may be interesting to briefly analyze some of the properties of the brain connectivity graphs $G_O$ and $G_R$. We focus on two basic node characteristics: the degree $d_n$, i.e. the number of edges incident on the node $n$, and the strength $s_n$, which is the weighted sum of edges incident on the node $n$ [12]. We also look at two edge statistics: the edge distance $l_e$ distribution and the edge weight $w_e$ distribution. After a short comparison between the original brain connectivity graphs $G_O$ and the set of randomized equivalents $G_R$, we analyze, with the help of the constructed confidence level, the contribution of the diffusion coherence contrast to every connection. In the third part, we show as an illustration how to integrate the confidence level into the connectivity matrix. Finally in the last part, we introduce a way to optimize the computation.

Comparison of $G_O$ with $G_R$

In what follows, the plots compare the original graph $G_O$ with a single randomized brain connectivity graph $G_{R_i}$. Since the variations observed among the set of randomized graphs $G_R$ are not significant (data not shown), these plots are valid for the set of randomized graphs $G_R$. Therefore, we will speak of $G_{R_i}$ to refer to any single randomized brain
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connectivity graph. It is also important to note that all these experiments were performed for one subject at three different scales of the connectivity graph: 500, 1000 and 2000 nodes. As the results were similar for the three scales, we decided to only work with the graphs with 1000 nodes.

In Figure 6.2, we report the node degree (A) and node strength (B) distributions for both $G_O$ and $G_R$. We also plot the edge distance $l_e$ distribution (C) and the edge weight $w_e$ distribution (D) (computed on non-zero edges only). We can see that $G_O$ presents a node degree distribution with a heavier tail than $G_R$, indicating that some nodes are more connected in the original brain connectivity graph. This is explained by the fact that the number of connections is higher in $G_O$ (9926 edges in average) than in $G_R$ (5686 edges). In Figure 6.2C, we can see that the edge distance is much shorter in $G_R$ than in $G_O$, indicating a loss of long-range connectivity in $G_R$, which explains this difference in the number of connections. In Figure 6.2B, we can see that there are slightly more nodes with a high node strength in $G_R$ than in $G_O$. This can be explained by the fact that the edge weight is higher in $G_R$ than in $G_O$, as shown in Figure 6.2D. A more complete evaluation of these brain connectivity graphs is presented in Chapter 9.

Next, we focus on the evolution of the connectivity with respect to the edge distance. In Figure 6.3A, we plot the number of non-zero edges as a function of the edge distance. Figure 6.3B represents the mean edge weight as a function of the edge distance. These plots lead us to the following observations.
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Figure 6.3: (A) Distribution of non-zero edges in $G_O$ and $G_R$ as a function of the edge distance $l_e$. (B) Mean edge weight in $G_O$ and $G_R$ as a function of the edge distance $l_e$.

Short connections The tractography algorithm produces quite accurately the same number of short non-zero edges (typically below 40mm) in both $G_O$ and $G_R$, (Figure 6.3A), and the mean edge weight for edges of short edge distance is almost identical (Figure 6.3B). Since a fiber between two given ROIs is found by the tractography algorithm only if a path of coherently aligned directions of maximal diffusion exists, we deduce that for two closely located ROIs the chance of finding such a path of coherent diffusion in the reshuffled data set is non negligible. It is also important to note that for short connections the standard deviation of the edge weight is almost identical in both $G_O$ and $G_R$, and the edge weight distribution for a given edge distance is similar in both cases (data not shown). Furthermore, in Figure 6.3B, in the short range, there seems to be a clear dependence between mean edge weight and edge distance.

Mid- and long-range connections Unlike for short connections, it seems that for mid- and long-range connections some fundamental differences appear between the original and the reshuffled data sets. We remember that the tractography is run in exactly the same way and with the same parameters in all cases (particularly with the same number of fiber initializations). However, we see that the original brain connectivity graph $G_O$ contains more non-zero edges than $G_R$, and that these additional edges are mid- and long-range. Similarly as in the short range, the mean edge weight in $G_R$ continues to decrease with increasing distance, following an exponential law. This is because when the edge distance $l_e$ increases, the chance of finding a path of coherent diffusion sharply decreases. On the other hand, the mean edge weight in $G_O$ changes its behavior at around an edge distance of 40mm by decreasing very slowly with increasing edge distance. The fiber density (i.e. edge weight) of an edge in $G_O$ seems thus not to be dependent from its distance. Interestingly, it turns out that the limit of 40mm is consistent across the subjects and is not dependent on the scale of the connectivity graphs, since similar results were found for graphs with 500, 1000 and 2000 nodes (data not shown), but might change with other parameters as we discuss below.
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Confidence level analysis

In this part, we focus on the analysis of the confidence level. First, we show in Figure 6.4A the distribution of the confidence levels. According to the definition of the confidence level, a zero value $c_e = 0$ means that the edge has a lower weight than all the realizations of the same edge in $G_R$. On the other hand, $c_e = 1$ corresponds to edges whose weight is higher than all the realizations of the same edge in $G_R$. In the middle range, $c_e = 0.5$ indicates that the edge weight obtained in $G_O$ is comparable to the median of the measures obtained in $G_R$. We can see in Figure 6.4A that most of the distribution is close to the maximum value, meaning that the tractography globally produces tracts that are the result of the measured diffusion coherence contrast. However, the peak near the minimum value indicates that some of the edges produced by the tractography have a stronger weight in $G_R$ than in $G_O$, and are thus probably due to non-diffusion effects.

Next, we investigate the evolution of the confidence level with respect to the edge distance. In Figure 6.4B, we plot the mean confidence level as a function of the edge distance. We can see that the confidence level rapidly increases with the edge distance. From a distance of around 60mm the mean confidence level reaches the maximum value and stays constant. We can then say that short edges globally present a low confidence level. In contrast, we can have a strong confidence in mid- and long-range connections.

Example of application

A representative example of a high-resolution structural connection matrix of an individual human brain is shown in Figure 6.5. The matrix is organized as follows: the upper left block represents the connections in the right hemisphere and the lower right block shows the connections in the left hemisphere. The off-diagonal blocks map the inter-hemispheric connections. The color bars at the left and bottom of the matrix help to make the correspondence between the matrix entries and the cortical parcels as displayed on the left part of the figure. Since the connections are not oriented the matrix is symmetric. Therefore, we can show simultaneously two parameters for every connection in the matrix. The upper triangular part of the matrix represents fiber densities between pairs of single ROIs. The lower triangular part shows the confidence levels associated to the connections. The confidence level which is added in this matrix is a valuable help...
Figure 6.5: High-resolution structural connection matrix, representing the fiber density (upper triangular part) and the confidence level (lower triangular part). The matrix is organized as follows: the upper left block represents the connections in the right hemisphere and the lower right block shows the connections in the left hemisphere. The off-diagonal blocks map the inter-hemispheric connections. The color bars at the left and bottom of the matrix help to make the correspondence between the matrix entries and the cortical parcels as displayed on the left part of the figure.
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towards the interpretation and the assessment of the whole-brain connectivity. We can see that the connections which present a low confidence level are mainly located very close to the diagonal, which corresponds to intra-parcel connections. This is not surprising since those connections are mainly composed of short fibers. On the contrary, longer connections such as the inter-hemispheric connections (off-diagonal blocks of the matrix) present a very high confidence level.

Optimization of the computation

For a given edge $e$, the more samples we have in $W_{e,R}$, the better the estimation of the true underlying distribution, and thus the more accurate the confidence level. Therefore, one would be tempted to create a lot of randomized brain connectivity graphs, but unfortunately their generation is computationally very expensive. In this context, there is a need for optimization of the computation.

In Figure 6.3B we see that the mean edge weight in $G_{R_i}$ depends on the edge distance $l_e$. Let us suppose for a while that the other factors, such as the brain geometry or the tractography algorithm, do not significantly influence the mean edge weight in $G_{R_i}$, or at least affect the edges uniformly regardless of the edge distance $l_e$. In this case, the sets of edge weights $W_{e_1,R}$ and $W_{e_2,R}$ produced by two different edges, $e_1$ and $e_2$ with the same edge distance $l_e$, are sampled from the same underlying distribution. Therefore,
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Figure 6.6: Mean standard and optimized confidence levels as a function of the edge distance $l_e$.

Figure 6.7: High-resolution matrix, representing the differences between the standard and optimized confidence level (absolute values). Insert: distribution of the differences between standard and optimized confidence level (absolute values).
by grouping the edges according to their edge distance $l_e$, we can increase the size of the sets $W_{e,R}$. From a practical point of view, this means that instead of generating 30 reshuffled data sets which is very time-consuming, producing for each edge $e$ a set $W_{e,R}$ of size 30, we create only one reshuffled data set. Next, we group the edge weights having a similar edge distance $l_e$ and create sets of edge weights dependent on the edge distance only. Denote by $W_{d,R}$ the set of all edges whose edge distance $l_e$ is close to $d$, that is $W_{d,R} = \{ e | l_e \in [d - \epsilon; d + \epsilon] \}$, with $\epsilon$ a tolerance value. The confidence level is then computed as described above, by replacing $W_{e,R}$ with $W_{d,R}$.

We compare the confidence level computed on the set of 30 reshuffled data sets $G_R$, called standard confidence level, with the proposed method, denoted by optimized confidence level. In Figure 6.6 we report the mean confidence level as a function of the edge distance, for both methods and for a single subject (the results obtained with the other subjects are similar, data not shown). It turns out that the mean confidence level is very similar for both the standard and the optimized methods. This observation is confirmed by a correlation of 0.79 (averaged over the four subjects) between the standard and optimized confidence levels. In Figure 6.7, we report the matrix containing the absolute value of the differences between the two confidence levels. We can see that the difference is only rarely higher than 0.2, which is confirmed by a distribution very close to zero, as shown in the insert of Figure 6.7.

### 6.4 Discussion

**The rational behind the method**

How can we be sure that a given computed connection is due to diffusion coherence contrast (i.e., underlying neuronal architecture) and not to noise, limited resolution (aliasing), brain geometry or to the properties of the tractography algorithm itself? In other words, how can we know that a given image feature (i.e., a connection) comes from a specific physical process (diffusion) and not from other uncontrolled imaging parameters? Given that we have an adequate image model, the straightforward method is to study the behavior of the imaging feature in an identical data set from which the specific physical process has been removed (i.e. in which the diffusion coherence contrast is removed). In practice, we can obtain such a data set by randomly reshuffling the voxels in the WM mask with their associated ODFs. Then, we can perform the tractography and compute the associated connectivity graph. By creating a large number of reshuffled data sets, we can finally compute the confidence level of a given edge in $G_O$ with respect to the estimate of the weight distribution of the same edge obtained in $G_R$. This method provides us with a measure of how unlikely it is that the measured edge weight comes from something else than diffusion coherence contrast.

However, we have to keep in mind that tractography is a method that maps lines of diffusion coherence inside the white matter. The relation between real or anatomical fibers and pseudo-fibers produced by the tractography is conceptual and experimental to some extent [142, 182]. Consequently, the confidence level does not give information about the existence of fibers. Instead, as mentioned in [118], it refers to the amount of confidence we can place in the tract realization not being a spurious one off occurrence that has been unusually corrupted by noise, motion, or other sporadic artifacts. We also insist on the fact that the confidence level does not improve the tractography quality.
It just gives additional information about the tractography solution in order to help its interpretation.

One of the issues of this work is related to the number of reshuffled data sets. Indeed, the more reshuffled data sets we produce, the more accurate the empirical quantiles, and thus the more accurate the confidence level. This raises the following question: Are the 30 reshuffled data sets used in this work sufficient to have an accurate estimate of the confidence level? Since the reshuffled data sets are generated independently, the samples constituting the set of edge weights $W_{e,R}$ are also independent. This means that the empirical distribution provided by $W_{e,R}$ is an unbiased estimate of the true underlying distribution. The confidence levels are thus not biased by the number of reshuffled data sets. Consequently, increasing the number of data sets would of course improve the accuracy of the confidence level, but would not significantly modify the results we obtained. Finally, we should insist on the fact that generating a reshuffled data set is very time-consuming. Thus, generating more than 30 data sets is practically not reasonable.

The effect of the spatial resolution

When we consider the relation between the mean edge weight and the edge distance in the original data set (Figure 6.3B), we notice that it is bimodal. In the range of short distances (below 40mm), the plot follows a similar behavior as the reshuffled data set, while for longer distances the mean edge weight decreases very slowly. The relative constancy of the mean edge weight with respect to the edge distance is a very important observation. It tells us that our way of measuring connectivity is not biased by distance. The initial bump for edges shorter than 40 mm may be explained in two ways. First, we know that the brain performs most communication locally (functionally associated cortical areas are nearby) [106,127], yielding possibly stronger connectivity in a short range. Second, which is in our opinion the most likely explanation, is that for short-range edges there is no big difference between principal diffusion orientations that are coherently versus randomly oriented given the small number of tracking steps. This difference is a consequence of a low spatial resolution. Indeed, the shorter the distance between two distinct ROIs, the lower the number of voxels separating these ROIs, and thus the higher the probability of finding a path of coherent diffusion linking these ROIs by chance. Therefore, the only way to keep track of the short-range connections would be to increase the spatial resolution of the diffusion MRI acquisition, which would in turn decrease the chance of connection at random. This also means that we potentially overestimate the number of short connections due to the additional effect of true and "by chance" diffusion coherence over short distances.

Considering Figure 6.3B, one may be tempted to consider the ratio between the mean edge weight in the original and the reshuffled data sets as a measure of the signal to noise ratio (SNR). Presented that way, we directly notice that the SNR is too low for fibers below 40mm to make any statement. In particular, a low confidence level in these connections does not mean that they do not exist, but only that they cannot be faithfully distinguished from connections created by the unpredictable effects.
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Optimized versus standard confidence level

The optimized confidence level is based on the assumption that the mean edge weight in $G_R$ depends mainly on the edge distance $l_e$. The other factors, such as the brain geometry or the tractography algorithm parameters, are supposed to have only a minor influence on the edge weight, or at least to affect the edges uniformly regardless of $l_e$. Of course, this assumption is very restrictive, and practically not really verifiable. However, the similar results produced by both the standard and the optimized method seem to confirm the hypothesis. We do not pretend that the brain geometry does not play a role on the edge weight, but we believe that its effect is limited. Thus, we think that the optimized confidence level is an adequate method to dramatically reduce the computation time, although more investigations have to be performed to confirm our results.

As stated before, the probability of finding a path of coherent diffusion is rather low in a reshuffled data set, and therefore a large proportion of edges in $G_R$ have a zero weight. Due to the limited number of reshuffled data sets, the confidence level of long-range connections tends to be slightly over-estimated. Apart from the computation time, another advantage of the optimized confidence level is that the grouping of edges increases the number of samples per estimated distribution. Consequently, the optimized confidence level partially solves the issues raised by the limited number of reshuffled data sets.

Advantages, drawbacks and future work

In this study we present a method to associate a confidence level with a connection measured with tractography. This confidence level allows us to quantify the contribution of the diffusion coherence contrast to the produced tracts. We observe that tractography maps well the diffusion coherence contrast over long distances but that for short-range trajectories it is impossible to say whether their source is the diffusion coherence or chance. The direct consequence is important for all studies that aim at mapping and characterizing short-range connections; their results should be interpreted with enormous care.

However, it is worthwhile to point out that very important contributors to aberrant connectivity mapping are not filtered out with the presented methodology. Indeed, even if the diffusion MRI experiment is performed properly, i.e. ideally without susceptibility artifacts or other systematic biases, there are in our opinion, two sources of errors: noise and aliasing or insufficient resolution. The effect of noise is rather straightforward: it produces unwanted principal directions of diffusion, yielding aberrant and missing connections [118,138]. The question of aliasing is more difficult to analyze and would justify an article on its own. Schematically, insufficient angular and spatial resolutions yield 1) biased principal directions of diffusion (e.g. smoothing of two diffusion peaks into one) 2) partial volume effects [5] which can be the cause of constructing aberrant fiber tracts. Indeed, when the spatial resolution is insufficient relatively to the maximal curvature radius of fiber bundles, tracts that cross in reality may kiss in the tractography reconstruction and vice versa, thus creating aberrant solutions.

The confidence level computed in this work is based on the edge weight only. However, it is highly likely that other features could help in the evaluation of short-range connections. A possible way to improve the quality of the confidence level would be to include a measure of the dispersion of the trajectories, as follows. Let us consider an edge connecting two close ROIs. In the reshuffled data sets the fibers constituting this specific edge should present various trajectories, which can be captured by a high variability of
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the fiber length. In contrast, in the original data set, if a path of maximal diffusion exists between the two ROIs, most of the fibers constituting the corresponding edge should roughly have the same trajectory, and therefore have the same length. Consequently, the variance of the fiber length could help in the evaluation of the confidence level of short-range connections.

Conclusion

In this work, we have proposed a method to evaluate the confidence level of every connection obtained by tractography, in order to discriminate the fibers resulting from the diffusion signal itself from those due to some non-diffusion effects. According to the presented results we can say that the tractography, as it is performed in this work, is well suited to map mid- and long-range connections with a high confidence level. On the contrary, the low confidence level found for the short-range connections indicates that some precautions must be taken when mapping the brain short-range connectivity. In our opinion spatial resolution is one of the main factors that affect the accuracy of short-range connections in tractography.

As mentioned previously, the confidence level does not confirm or infirm the existence of the produced fiber tracts. For this particular purpose, Several approaches can be considered. Synthetic data can be used to validate the tractography algorithm [142]. Tractography results can also be compared to tracing studies [142, 182]. Unfortunately, those methods are limited to either phantoms or \textit{ex-vivo} material. Another validation approach consists in comparing the results of tractography to another imaging modality. For example, it has been shown that functional networks can be mapped with resting-state functional MRI [172, 222]. Those functional networks must to some extent be related to the underlying structural connectivity. The study of the relationship between structure and function may not only help us to understand the architecture of the brain, but also may prove the relevance of tractography measurements. This is the topic of the next chapter.
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7.1 Introduction

As mentioned in the previous chapters, the validation of diffusion MR tractography is difficult because of the lack of a gold standard. Current validation studies are limited to \textit{ex vivo} material [182] or synthetic data [142]. In Chapter 4, we have presented a methodology to map the human connectome, a representation of the whole-brain structural connectivity. On the other hand, functional MRI has enabled the mapping of functional networks [172, 222]. In the present chapter, we combine structural connectivity obtained from diffusion MR tractography and functional connectivity obtained from functional MRI, in order to study the relationship between brain structure and function.

Populations of neurons in the mammalian cerebral cortex are continuously active during purposeful behavior, as well as during resting and sleep [87]. Activity levels are modulated across time by the internal dynamics of each neuronal population and by signals received from cortical, subcortical, and peripheral elements of the nervous system. In the past decade, there has been intense interest in the patterns of correlated activity ("functional connectivity" [71]) in the human brain, because these patterns are believed to reflect the patterns of interaction between neuronal populations. A set of functionally connected regions is referred to as a "functional network." Some functional networks are most commonly detected when participants are not performing any demanding task (in the resting state); others are observed in the context of task-focused behavior; and some networks persist across both behavioral states [13, 83, 97, 221]. A set of regions including posterior medial, anterior medial, and lateral parietal cortices comprise the
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default mode network (DMN) [82, 172], a functional network that is particularly robust across participants and cognitive states. It has been suggested that the more persistent functional networks may be involved with ongoing organizational processes in the brain [66, 88], and that disruptions in reliably present correlations are indicative, and potentially diagnostic, of neuropathology [81, 98].

Because the propensity for two areas to interact should vary in proportion to the density and efficacy of the projections connecting them, it is widely assumed that the repertoire of functional configurations assumed by the cerebral cortex is reflective of underlying anatomical linkage [48, 53, 146, 164, 176, 222]. However, the nature of this structure-function relationship is only beginning to be revealed. A general correspondence between functional connectivity (measured using functional MRI) and structural connectivity (measured using diffusion tractography) has previously been demonstrated in adjacent gyri in a single axial slice [130]. However, several questions remain. First, given that structural and functional connectivity are correlated, is it possible to infer structural connectivity from functional connectivity? Second, how does the structure-function relationship vary as we increase the distance between neuronal populations, and what are the contributions of indirect structural connections to functional connectivity? Third, to what extent does functional connectivity vary across time, and which anatomical features distinguish persistent functional networks from those that are more transient? To address these questions, we compare structural and functional connectivity maps to one another. We then use the structural connectivity maps as couplings in a computational model of the large-scale dynamics of the cerebral cortex [27,108], and from these dynamics we extract simulated blood-oxygenation level dependent (BOLD) signals and functional connectivity, which can be quantitatively compared against empirical observations.

7.2 Material and methods

The proposed procedure consists of two main steps. First, we measure non-invasively the structural connectivity (SC), i.e. the human connectome, in 5 individual participants using diffusion spectrum imaging (DSI) and tractography. The methodology is similar to the one described in Chapter 4, and is summarized in what follows. Next, we record resting neural activity in the same participants using functional MRI. Resting-state functional connectivity (rsFC) maps are based on the Pearson correlations between the BOLD time series in all possible pairs of the 998 cortical regions.

Extraction and Topology of Structural Networks

DSI Acquisition The study protocol was reviewed and approved by the Institutional Review Board at the University of Lausanne. After obtaining written informed consent in accordance with institutional guidelines, 5 healthy right-handed male participants (age 29.4 ± 3.4 years) were scanned on an Achieva 3T Philips scanner. A high-resolution T1-weighted gradient echo sequence was acquired in a matrix of 512 x 512 x 128 voxels of isotropic 1mm resolution. Diffusion spectrum was performed using a diffusion-weighted single-shot echo planar imaging sequence (TR = 4200 ms, TE = 89 ms) encoding 129 diffusion directions over a hemisphere. The maximum diffusion gradient intensity was 80 mT/m, the gradient duration δ was 32.5 ms, and the diffusion time ∆ was 43.5 ms, yielding a maximal b-value of 9000 s/mm². The acquisition matrix was 112 x 112, with
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an in-plane resolution of 2 x 2 mm. Thirty-six contiguous slices of 3-mm thickness were acquired in 2 blocks, resulting in an acquisition time of 18 min. The reconstruction of the data is performed as follows [226] (see also Section 2.6). Following diffusion spectrum and T1-weighted MRI acquisitions, the segmented gray matter is partitioned into 66 anatomical regions according to anatomical landmarks using Freesurfer and 998 ROIs. White matter tractography is performed with a classical streamline algorithm and finally, fiber connectivity is aggregated across all voxels within each of the 998 predefined ROIs. For more details please refer to Chapter 4.

Resampling The fiber densities measured by streamline tractography are exponentially distributed and span several orders of magnitude (see Chapter 9). Since interregional physiological efficacies would not span such a large range, we resample the fiber densities into a Gaussian distribution as follows: given $N$ raw data values $x_1, x_2, ..., x_N$, we generate $N$ random samples $r_1, r_2, ..., r_N$ from a unit Gaussian distribution. We then replace the smallest raw data value with the smallest randomly sampled value, the second-smallest raw data value with the second-smallest randomly sampled value, and so on until all raw data values are replaced. This produces a set of $N$ resampled data values distributed according to a standard Gaussian, which we then rescale to a mean of 0.5 and a standard deviation of 0.1 dimensionless units. Note that the empirical results we report in this study remain strongly significant when SC is not resampled (data not shown). In what follows, the term fiber strengths will be used to refer to the resampled fiber densities.

Fiber Distance and Euclidean Distance The fiber distance between two ROIs is calculated as the average length of all of the connecting fibers found using streamline tractography. The Euclidean distance between two ROIs is calculated using the mean Talairach coordinates of voxels comprising an ROI. We use the fiber distance where possible, as it more closely reflects the distance along the cortical surface. However, fiber distance is only known where SC is present, and so for analyses in which we compare the effects of SC absence and presence while controlling for distance we use Euclidean distance.

Extraction and Topology of Functional Networks

BOLD Acquisition The same 5 participants were scanned in eyes-closed resting state using a Siemens TimTrio 3T system using a gradient echo EPI sequence (TR = 2000 ms, TE = 30 ms). Participants were instructed to keep their eyes closed and to remain alert. An axial plane was used with a field of view of 211 x 211 mm (64 x 64 voxels, each 3.3 x 3.3 mm in-plane). Thirty-five slices of 3 mm thickness with a 0.3 mm gap were acquired. All participants were scanned twice on separate days (scan 1: 20 min, scan 2: 15 min).

Signal Preprocessing and Correlations Raw BOLD signals are registered and resampled onto the b0 image of the diffusion scan using rigid-body registration (SPM5, www.fil.ion.ucl.ac.uk/spm). Following slice-time correction BOLD time series are then computed for each of the 998 ROIs by averaging across all voxels within the ROI mask. ROI BOLD time series are then piecewise-linearly detrended (every 50 s) and mean cortical, ventricular, and white matter signals are regressed from each time series. The results we report are essentially unchanged if we regress out only the white matter and ventricu-
lar signals, and not the global mean. Finally, Pearson correlations are calculated between all ROI-pairs.

### High- and Low-Resolution Matrices

The 66 anatomical regions are defined according to an automated landmark-based registration algorithm [54]. The 998 ROIs are chosen to provide a roughly uniform tiling of the cerebral cortex (each ROI = 1.5 cm²) so that their borders aligned with those of the 66 anatomical regions (see Chapter 4 for details). BOLD and DSI-fiber counts are captured at voxel resolution and then voxel-averaged to provide ROI-average values. BOLD correlations are calculated using the ROI time series and then down-sampled to the 66-region map by averaging across all ROIs with a region. When averaging SC, structural connections are deemed absent overall if they are absent in more than 3 participants (high resolution) or more than 1 participant (low resolution). The SC map for Participant A is an average of 2 separate DSI scans.

### Computational model

Neuronal population dynamics are simulated at a resolution of 0.2 ms for 16 min using a system of 998 neural masses with coupling strengths linearly proportional to the resampled fiber strengths at each edge. Each neural mass represents a population of densely interconnected excitatory and inhibitory neurons, in which the effects of both ligand- and voltage-gated membrane channels are accounted for. This model has previously been described in detail [27] and used in an anatomically informed model of large-scale functional connectivity in the macaque monkey [108].

### 7.3 Results

#### Overall structure-function relationship

**Low resolution (66 Regions)** After averaging low-resolution data across participants, the SC and rsFC strengths across all region-pairs are found to be highly significantly correlated \( r = 0.66 \). When excluding ROI-pairs with absent or inconsistent structural connections (see Material and Methods), this correlation strengthens to \( r = 0.82 \). Note that all correlations reported in this work are \( P \ll 1e^{-3} \).

**High resolution (998 ROIs)** Because of interparticipant variability in cortical morphology, averaging data at the high resolution does not produce as much of a de-noising effect as at the low resolution. For data averaged across participants (Figure 7.1), the SC-rsFC correlation is \( r = 0.36 \) and increases to \( r = 0.53 \) when excluding absent or inconsistent structural connections. For individual participants, the SC-rsFC correlations range from \( r = 0.39 \) to 0.48 (Figure 7.2A).

**Computational model (998 Nodes)** A comparison of empirical SC (from participant B) and simulated rsFC derived from a single run of the computational model is shown in Figure 7.2B. For individual participants, the SC-rsFC correlations (single simulation) range from \( r = 0.32 \) to 0.44 when excluding absent connections. For data averaged across participants, the overall correlation between SC and simulated rsFC is \( r = 0.46 \) and
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Figure 7.1: Matrices of SC and empirical rsFC at the high resolution. Both plots represent averages across all 5 participants, including 2 structural scans for participant A, and 2 repeat functional scans for all 5 participants.

Figure 7.2: Overall SC-rsFC relationships. (A) Scatter plot (single acquisition, 20 min) of rsFC against SC at high resolution for participant B, showing edges with nonzero SC. (B) Scatter plot (single run, 16 min) of simulated rsFC against SC (from participant B) at high resolution, showing edges with nonzero SC. (C) The probability densities of rsFC values between structurally connected and unconnected region pairs, data for participant B at the high resolution. (D) Same as (C), but for simulated rsFC. (E) ROC curves, indicating the signal detection performance when inferring SC by thresholding empirical (green) and simulated (dark blue) rsFC maps at the high resolution.
### Table 7.1: Individual participant SC-rsFC and rsFC-distance correlations (Top 2 sections), and corresponding values from individual runs of the computational model (Bottom section). Empirical rsFC is from the first fMRI scan; simulated rsFC is from a single 16 min simulation. The first 2 columns show the SC-rsFC correlations for all region pairs and for region pairs with SC, respectively. The third column shows the correlation between rsFC and the inverse of fiber distance, and the fourth column shows the correlation between SC and the residuals of the distance-regression. The fifth column provides the full model $R^2$ of a bivariate linear regression of rsFC on SC and inverse fiber distance. The bottom row shows the results of each calculation performed using data averaged across participants (it is not the average of the rows above). All correlations are $P \ll 1e^{-3}$.

<table>
<thead>
<tr>
<th>Participant</th>
<th>SC(All)</th>
<th>SC(Present)</th>
<th>Inverse fiber distance</th>
<th>Distance residuals</th>
<th>Model $R^2$ SC and fiber bivariate</th>
</tr>
</thead>
<tbody>
<tr>
<td>66 regions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>0.59</td>
<td>0.74</td>
<td>0.57</td>
<td>0.61</td>
<td>0.59</td>
</tr>
<tr>
<td>B</td>
<td>0.56</td>
<td>0.70</td>
<td>0.54</td>
<td>0.59</td>
<td>0.54</td>
</tr>
<tr>
<td>C</td>
<td>0.45</td>
<td>0.64</td>
<td>0.50</td>
<td>0.50</td>
<td>0.44</td>
</tr>
<tr>
<td>D</td>
<td>0.59</td>
<td>0.71</td>
<td>0.46</td>
<td>0.61</td>
<td>0.50</td>
</tr>
<tr>
<td>E</td>
<td>0.60</td>
<td>0.77</td>
<td>0.46</td>
<td>0.70</td>
<td>0.60</td>
</tr>
<tr>
<td>Avg participant</td>
<td>0.66</td>
<td>0.82</td>
<td>0.67</td>
<td>0.67</td>
<td>0.69</td>
</tr>
<tr>
<td>998 ROIs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>0.24</td>
<td>0.42</td>
<td>0.39</td>
<td>0.24</td>
<td>0.20</td>
</tr>
<tr>
<td>B</td>
<td>0.24</td>
<td>0.48</td>
<td>0.47</td>
<td>0.23</td>
<td>0.27</td>
</tr>
<tr>
<td>C</td>
<td>0.18</td>
<td>0.39</td>
<td>0.40</td>
<td>0.18</td>
<td>0.19</td>
</tr>
<tr>
<td>D</td>
<td>0.23</td>
<td>0.42</td>
<td>0.40</td>
<td>0.23</td>
<td>0.20</td>
</tr>
<tr>
<td>E</td>
<td>0.22</td>
<td>0.42</td>
<td>0.39</td>
<td>0.24</td>
<td>0.21</td>
</tr>
<tr>
<td>Avg participant</td>
<td>0.36</td>
<td>0.53</td>
<td>0.47</td>
<td>0.30</td>
<td>0.30</td>
</tr>
<tr>
<td>998 Nodes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>0.30</td>
<td>0.34</td>
<td>0.24</td>
<td>0.25</td>
<td>0.12</td>
</tr>
<tr>
<td>B</td>
<td>0.39</td>
<td>0.44</td>
<td>0.28</td>
<td>0.35</td>
<td>0.19</td>
</tr>
<tr>
<td>C</td>
<td>0.35</td>
<td>0.44</td>
<td>0.31</td>
<td>0.33</td>
<td>0.20</td>
</tr>
<tr>
<td>D</td>
<td>0.33</td>
<td>0.37</td>
<td>0.28</td>
<td>0.26</td>
<td>0.15</td>
</tr>
<tr>
<td>E</td>
<td>0.35</td>
<td>0.32</td>
<td>0.21</td>
<td>0.25</td>
<td>0.11</td>
</tr>
<tr>
<td>Avg participant</td>
<td>0.46</td>
<td>0.52</td>
<td>0.41</td>
<td>0.37</td>
<td>0.28</td>
</tr>
</tbody>
</table>

Inference of structure from function  When structural connections are present, the relationship between the strength of SC and rsFC is robust in both the empirical data and computational model. When direct structural connectivity is absent, however, the rsFC increases to $r = 0.52$ when excluding absent or inconsistent structural connections. For high- and low-resolution correlations in individual participants and in the model, see Table 7.1.
values will still vary over a wide range (Figure 7.2C and 7.2D), a finding consistent with [130]. Thus, although the presence of strong SC at an edge is predictive of strong rsFC, the reverse inference is less reliable. When inferring SC by thresholding rsFC, one obtains, for each given threshold value, some number of false-positives and some number of true-positives. The receiver-operating characteristic (ROC) curves in Figure 7.2E show how the false-positive and true-positive rates vary as this threshold is adjusted. The area under the ROC curve is greater for the modelled data than the empirical data (0.95 versus 0.79). However, in both cases, thresholding of rsFC yields highly inaccurate prediction of SC. For example, in the empirical data, the threshold at which 80% of structural connections are correctly detected is one at which more than 40% of the unconnected region pairs are incorrectly detected (see Figure 7.2E). Because structurally unconnected pairs are about 30 times as numerous as connected pairs within our high-resolution data, only 6% of inferred structural connections would be genuine at this threshold. This percentage is improved in the computational model, but still too low for practical inference. For the threshold at which 80% of structural connections are correctly detected, only 28% of the inferred SC would correspond to the true structural couplings that underlie the model dynamics.

The role of distance

On average, both structural connectivity [120, 141] and functional connectivity [177] between cortical regions decrease with the distance between those regions. This effect could result from a combination of factors, including (i) spatial autocorrelation of cortico-cortical connectivity, (ii) spatial autocorrelation of subcortico-cortical projections, (iii) activation spread along the surface of the cortex via local circuitry [58, 175], (iv) spatial blurring of the BOLD signal because of vascular drainage, and (v) MRI acquisition or data preprocessing artifacts [189]. Because most of the structural connectivity we observe is short range (as shown in Chapter 6), the structure-function relationship we report here could result artifactually if both SC and rsFC are spatially autocorrelated, but for entirely unrelated reasons. To rule out this possibility we first confirm that average rsFC is linearly related to the inverse of the fiber distance between regions \( r = 0.67 \) (Figure 7.3A, low resolution). Then, after regressing rsFC on fiber distance, we check that structural connectivity is robustly related to the residuals of that rsFC-fiber distance relationship \( r = 0.47 \) (Figure 7.3B). This is equivalent to calculating a partial correlation between SC and rsFC, controlling for interregional fiber distance. Although the SC-rsFC relationship is weaker when we control for distance, it remains highly significant in all participants in both high- and low-resolution analyses. A bivariate linear regression using SC and (inverse) fiber distance to predict rsFC can explain 69% of the variance in participant-averaged rsFC at the low resolution, and 30% at the high resolution (see Table 7.1 and Figure 7.3C). In the computational model, 29% of the variance in rsFC is explained by the combination of SC and inverse fiber distance at high resolution.

Indirect connections and network effects

We next seek to examine the potential role of multisynaptic anatomical structures in explaining the presence of rsFC between ROIs without direct SC. We assign indirect connections to region-pairs that are not directly connected, but for which there exists at least one 2-edge path connecting them. For each such region pair \( ij \), the indirect structural
Figure 7.3: Role of distance. (A) Scatter plot of interregional rsFC against the inverse of the inter-regional fiber distance. (B) Scatter plot of residuals from (A) plotted against SC, at the low resolution. (C) Three-dimensional scatter plot, showing the relationship between SC, rsFC, and inverse fiber distance. The superimposed plane shows the fit of the bivariate linear model. Points above the plane of best-fit are light blue, points below are dark blue.

connection has strength equal to the sum of all of the multiplicatively weighted SC paths from $i$ to $j$ (i.e., Indirect $SC_{ij} = \sum w_{ik}w_{kj}$ where $w_{ab}$ is the direct SC between regions $a$ and $b$). When we consider only region pairs linked by a shortest path of 2 edges, the Pearson correlation between the indirect-SC values and rsFC values is found to $r = 0.29$ for the average data at the high resolution. This effect can not be accounted for by the Euclidean distance between region pairs, and is significant in each individual. These data suggest that indirect cortico-cortical linkage does induce some of the rsFC seen between regions lacking direct linkage.

Within the computational model, indirect connections are also observed to induce functional connectivity. When considering participant-averaged rsFC matrices, the correlation between simulated rsFC and empirical rsFC at direct links in the high-resolution network is at $r = 0.46$, and for indirectly connected nodes is at $r = 0.37$, indicating that the model is capturing network-level influences of SC on rsFC. In the low-resolution networks, the correlation between simulated and empirical rsFC increases to $r = 0.70$ for directly linked pairs (Figure 7.4A), but drops to $r = 0.23$ between indirectly linked edges.
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Figure 7.4: Computational model of functional connectivity. (A) Scatter plot of empirical rsFC versus simulated rsFC obtained from the nonlinear model, down-sampled to the low resolution. (B) Comparison of SC, rsFC (empirical), and rsFC (nonlinear model) for 2 single-seed regions, the posterior cingulate in the right hemisphere (rPC) and the precuneus in the left hemisphere (lPCUN). The plot displays SC and rsFC values for the seed regions in relation to all 66 regions within the corresponding low-resolution matrices. (C) Mapping of SC, rsFC (empirical), and rsFC (modeled) within the DMN. Warmer colors indicate stronger SC and rsFC. Within the posterior cingulated/precuneus, medial orbitofrontal cortex and lateral parietal cortex in both hemispheres we select a cluster of 5 ROIs at positions that most closely match the coordinates of peak foci of the DMN [67]. These 30 ROIs serve as the seeds from which SC and rsFC are determined. (D) Structural connectivity within the DMN. We select the top 200 most correlated ROIs within the DMN and plot all structural connections among them.
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Figure 7.5: Increased reliability of rsFC mediated by SC. The scatter plot shows rsFC from Scan 1 against rsFC from Scan 2, using high-resolution data for participant-averaged SC and rsFC maps. Region-pairs with present SC in black, region-pairs without SC in blue.

Reliability of rsFC

As rsFC is acquired from each participant on two separate occasions (20- and 15-min scans), we are able to examine the reliability of rsFC. Reliability is operationalized as the correlation between 2 sets of rsFC values. For individual participants at the high resolution, reliability across scans ranges from \( r = 0.38 \) to \( r = 0.69 \), and reliability across two 10-min windows within the first scan ranges from \( r = 0.39 \) to \( r = 0.61 \). Unexpectedly low reliability is also observed in our computational model: across two consecutive 8-min windows within a single run, the simulated rsFC reliability ranges from \( r = 0.69 \) to \( r = 0.80 \) for individual maps at the high resolution. In models and in data the observed reliability is lower than would be expected based on the sample size (at least 200 time points per window) and distributions of rsFC. Some of the empirical variability is likely because of acquisition and registration artifacts. However, we note that both empirical \([233]\) and simulated rsFC time series exhibit very long-range temporal autocorrelations (or, equivalently, substantial power in very low frequencies), which effectively reduce the number of independent measurements captured within a time window. The values of rsFC measured in this study, as well as more generally in the field, may therefore not reflect a static underlying entity. We also note that ROI pairs with SC exhibit significantly less variability in empirical rsFC (both across and within sessions) than do ROI pairs without SC (see Figure 7.5). In the present data we cannot distinguish whether rsFC between these ROIs is more persistent because it is stronger (and therefore, statistically, less subject to sampling variability in finite samples), or whether it is stronger because it is more persistent (that is, because the underlying interaction is more stable). In either case, the effect is mediated by the strength of the anatomical connections between pairs.
### 7.4 Discussion

SC and rsFC in the DMN

On an area-by-area basis (Figure 7.4B), correlations between simulated and empirical rsFC are highest for many regions located in the posterior medial cortex, including the precuneus and posterior cingulate cortex, and the medial orbitofrontal cortex. Using previously published focal coordinates of the DMN [67] within the precuneus/posterior cingulate, the medial prefrontal cortex, and the lateral parietal cortex as seed points, we extract a subset of ROIs most strongly correlated with ROIs located in the DMN. Figures 7.4C and 7.4D portray the relationship of SC to rsFC within the DMN. We find strong SC linking the 2 medial portions of the precuneus/posterior cingulate and medial prefrontal cortex, both interhemispherically and along the medial walls of the cerebral cortex. Lateral parietal cortex is linked through parieto-frontal pathways, while anatomical links to medial parietal cortex are less dense (see Figure 7.4D). Connections between lateral and medial aspects of the posterior parietal cortex are observed in tracer studies [162], and the weakness of this connection in the DSI data likely reflects the difficulty of tracking fibers perpendicular to bundles such as the superior longitudinal fasciculus. Consistent with the structural DSI data supplied to the model, the simulated rsFC seeded in the DMN reproduces empirical rsFC patterns along the medial axis, but largely fails to include lateral parietal cortex.

Computational work has suggested that the underlying anatomical architecture of the cerebral cortex, including its cluster structure, shapes resting-state functional connectivity on multiple time scales [75, 108]. Advances in diffusion imaging [78, 112] now enable us to empirically examine this structure-function relationship in individual humans at high spatial resolution across the cerebral cortex, and to compare a variety of systems-level features of resting-state functional connectivity against the predictions of computational models informed by the underlying anatomical network. Earlier work had shown that interhemispheric rsFC is diminished in cases of callosal agenesis [171], is related to callosal integrity in healthy individuals [169], and is almost entirely abolished acutely after callosotomy [117, 217]. Structural and functional connectivity were also shown to be correlated in adjacent cortical regions in a single axial slice [130]. The robust SC-rsFC relationship we now report at high spatial resolution provides further evidence that functional connectivity is reflective, at least in part, of interactions between distant neuronal populations. However, because anatomically unconnected edges exhibit a wide range of rsFC values, one cannot simply infer SC by thresholding maps of rsFC. The difficulty of inferring SC from rsFC arises because (i) rsFC can result from mechanisms other than direct SC, and (ii) the base rate of direct SC between 2 randomly selected ROIs at the high resolution is very low. This difficulty is not simply a reflection of the practical limitations of fMRI, because inference is nearly as difficult within our computational model, in which SC provides the exact coupling matrix, as in empirical data.

Our second finding is that both SC and rsFC tend to decrease with interregional distance (consistent with previous studies of SC [120, 141] and rsFC [177]) and that a significant portion of the rsFC variance unexplained by SC alone is explained when distance information is combined with SC information in a bivariate model. Because interregional
distance can be expected to influence sources of rsFC that are neuronal (e.g., the strength of SC, and activation spread across the cortical surface [175]) as well as nonneuronal (e.g., cardiac, vascular, acquisition and preprocessing artifacts [189]), we cannot definitively determine the origin of this distance-related residual variability in rsFC. We note, however, that although our computational model incorporates only topological (and not explicitly spatial) coupling, it exhibits a distance-associated decrease in rsFC that resembles the empirically observed fall-off. It is therefore not necessary to invoke mechanisms beyond the topology of cortico-cortical projections in explaining the distance effects.

None of the results we report in this study can be fully accounted for by interregional distance, but many are mediated by it, and the prevalence of nearest-neighbor (i.e., lattice-like) anatomical connectivity of the cerebral cortex is fundamental to its small-world [2, 17, 78, 157] (see also Chapter 9) and hierarchical [89, 119] properties. Another factor contributing to the local clustering in rsFC networks is that indirect SC induces rsFC between region pairs that lack direct anatomical linkage. The relationship between indirect SC and rsFC is weaker than that between direct SC and rsFC, but is highly significant.

Our third finding is that rsFC exhibits unexpectedly low reliability within and across scanning sessions. This phenomenon is observed in each participant, as well as in our model, which is not susceptible to physiological or acquisition artifacts. In empirical data, we also observe that ROI pairs linked by SC exhibit more reliable rsFC, so that highly interconnected systems such as the DMN are nevertheless quite persistent. Within our data we cannot determine whether the shifts in rsFC reflect reconfiguration of neuronal interactions, are the result of low-frequency signal components of unknown origin, or result from a combination of the two. It is clear, however, that the proportion of the variance in rsFC that is explained by SC must be understood in light of the fact that fMRI rsFC is not static on the timescales used in this and other resting-state fMRI experiments. Studies which compare fMRI FC against FC in modalities with higher sampling rates [99, 146, 220] remain crucial in determining the potential cognitive and behavioral significance of slow correlated fluctuations in the BOLD signal.

The rsFC of some highly connected regions is matched with high fidelity (see Figure 7.4B), and this is found in particular within the posterior medial components of the default mode network (see Figure 7.4C and 7.4D). This is likely a consequence of the fact that there is a dense anatomical subnetwork linking DMN member regions [30, 84]. In future modelling work it may be fruitful to investigate how dynamical properties of individual nodes vary as a function of the nodes network embedding. Large-scale cortical models will also be improved when we have access to interregional physiological efficacies, rather than fiber strengths, which only approximate the effective couplings between neuronal populations. It is also important that future models include the thalamus [113, 193] as well as the basal ganglia, which likely mediate diverse cortico-cortical interactions. By limiting ourselves in the present model to aggregate neural dynamics at each node, and by only including cortico-cortical couplings, we have been able to identify systems-level features of empirical rsFC that can be explained without recourse to subcortical input or specialized local circuitry.

The robust correspondence between SC and rsFC measured in independent imaging modalities provides a degree of mutual methodological validation for our SC and rsFC acquisition methods. Nevertheless, the potential for interregional variability in the reliability of these methods limits our ability to examine interregional differences in the
strength of the structure-function relationship. While DSI tractography is often successful in resolving crossing fibers, the detection of relatively small fiber bundles running perpendicular to major fasciculi, as well as the reliable detection of very long fiber bundles, remains a technical challenge. Functional MRI is subject to susceptibility artifacts, especially in baso-temporal regions and near the frontal pole, and BOLD correlations can be contaminated by vascular, respiratory, and preprocessing artifacts [233].

Structural connectivity of the adult mammalian brain is essentially constant from day to day, but functional connectivity can substantially reconfigure [17] within a few hundred milliseconds. In this study we confirm [108, 130] at high resolution that the organizations of SC and of rsFC are strongly interrelated: structurally connected cortical regions exhibit stronger and more consistent rsFC than structurally unconnected regions. However, we also demonstrate, and capture in quantitative models, the fact that robust functional connectivity can be found between regions not linked by cortico-cortical projections, that spatial auto-correlation in functional connectivity likely results from underlying anatomy, and that functional networks continually reconfigure around the underlying anatomical skeleton. The timescales on which rsFC changes, and the relation of these changes to cognition, are important questions for future inquiry.

7.5 Conclusion

In this chapter, we have investigated the relationship between the structural connectivity obtained from diffusion MR tractography and the functional connectivity obtained from resting-state functional MRI. We have observed that although resting-state functional connectivity is variable and is frequently present between regions without direct structural linkage, its strength, persistence, and spatial statistics are nevertheless constrained by the large-scale anatomical structure of the human cerebral cortex.

The correlation between resting-state functional connectivity and structural connectivity can be seen as a partial validation tool for MR tractography. It allows to quantitatively evaluate the human connectome, enabling for example the performance comparison of various tractography algorithms. In the next chapter, we show that this measure can also be used in combination with other evaluation methods in order to better understand the methodological limitations associated to the construction of the human connectome.
8.1 Introduction

We remember from Chapter 2 that several acquisition schemes have been developed in order to map the diffusion in the human brain. As mentioned earlier, the well-known Diffusion Tensor Imaging (DTI, [14]) provides a simple but practical method to map the orientation of the fibers by fitting a tensor model on the diffusion data. However, it fails to correctly map diffusion in voxels where two or more fiber populations interfere. Several methods have been proposed to address this issue.

Q-Ball imaging (QBI, [215]) is a reconstruction scheme which measures the angular structure of the diffusion spectrum. It has been shown to allow the mapping of more complex diffusion structures in areas of ”crossing” and ”kissing” fibers, such as the intersection between the optic radiation and the splenium of the corpus callosum, the Meyer’s loop or the middle temporal gyrus [213].

Another high angular resolution reconstruction scheme is the Diffusion Spectrum Imaging (DSI), which measures the diffusion spectrum by sampling the $q$-space [92, 226, 227]. This method was validated with phantoms made of parallel capillaries filled with water, as well as with manganese-enhanced rat optic tracts. The results showed that the crossing fiber orientations estimated with DSI were in excellent agreement with the results from histology [142, 182]. Moreover, a comparison with DTI data showed that the accuracy of DTI deteriorates in the presence of a fiber crossing [228].

Though there is no doubt concerning the great potential of high angular resolution diffusion imaging to better disentangle complex fiber structures compared to DTI, the gain
at the level of in vivo whole-brain tractography is still not clearly quantified. In 2007, Behrens et al. suggested that the tractography performed using high angular resolution diffusion acquisitions should increase the sensitivity as compared to DTI, especially for non-dominant fiber tracts [21]. More recently, Wedeen et al. [228] made a comparison between DSI and DTI tractography based on adult macaque and human brains. They showed a significant improvement with DSI in the mapping of crossing fibers, especially in complex fiber crossing areas such as the optic chiasm, the centrum semi-ovale or the brainstem. However, comparing DTI and high angular resolution approaches such as DSI and QBI is still a poorly understood topic. What is the best acquisition method for tractography? Is the type of diffusion acquisition significantly affecting the mapping of the human connectome as it is proposed in this thesis? Is the DSI scheme more efficient than the QBI scheme, because of the acquisition of the diffusion measurements on multiple shells in the $q$-space? All these questions are of the highest importance, since a better understanding of the relationship between the acquisition and the resulting tractography would help in selecting the adequate diffusion scheme for a given application.

In this work, we address some of the above mentioned questions by performing a connectome-based comparative study of various diffusion acquisitions. This presents a challenge, as the methods differ quite significantly in a number of acquisition parameters such as overall scan time and used $b$-value. To be able to compare the results, we need to find a common description. Thus, we aim at comparable SNR properties and use the connection matrix as a mean to investigate differences between the techniques. The connection matrix appears to be an elegant way to compare the methods, since the outcome represents clinically relevant information. In other words, this metric allows us to omit differences in the technique that may exist but do not reflect a practical relevance, and rather focus on useful measures. Practically, we proceed by comparing the connection matrices obtained from three diffusion techniques: DSI, QBI and DTI. We evaluate and quantify the performances in terms of brain connectivity by using global network measures, by studying anatomically selected fiber tracts and by examining the relationship between structural and functional connectivity. Using those measurements, we show that the three acquisition schemes exhibit clear differences. We analyze the factors responsible for those differences. However, we emphasize that ultimately the choice of the acquisition scheme depends on the application.

8.2 Material and methods

MRI acquisitions

After written informed consent and in accordance with our institutional guidelines and ethics committee, five healthy female volunteers from 22 to 30 years old were scanned with a Siemens TimTrio 3T scanner and a 32-channel receive head matrix coil. Five diffusion acquisitions were performed on two separate days (at approximately one week interval), as follows: two DSI scans with 258 directions, sampling the $q$-space by taking the points of a cubic lattice within a hemisphere whose radius is 5 lattice units (DSI$q_5$ (1) and (2), acquired both at day 1 and day 2), one DSI scan with 129 directions, sampling the $q$-space by taking the points of a cubic lattice within a hemisphere whose radius is 4 lattice units (DSI$q_4$, two averages), one QBI scan with 257 directions and one DTI scan with 65 directions (4 averages) with encoding gradients uniformly distributed over a sphere. For
8.2. Material and methods

<table>
<thead>
<tr>
<th></th>
<th>DSI q5</th>
<th>DSI q4</th>
<th>QBI</th>
<th>DTI</th>
</tr>
</thead>
<tbody>
<tr>
<td>TR (ms)</td>
<td>6000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TE (ms)</td>
<td>138</td>
<td>110</td>
<td>89</td>
<td></td>
</tr>
<tr>
<td>B-value (s/mm²)</td>
<td>8000 (max.)</td>
<td>6400 (max.)</td>
<td>3000</td>
<td>1000</td>
</tr>
<tr>
<td>Encoding gradients</td>
<td>258</td>
<td>129</td>
<td>257</td>
<td>65</td>
</tr>
<tr>
<td>Acquisition block (pixels)</td>
<td>96 x 96 x 34</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spatial resolution (mm)</td>
<td>2.21 x 2.21 x 3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of averages</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 8.1: Parameters of the diffusion acquisitions.

All acquisitions, a diffusion weighted single shot spin echo EPI sequence was used [174]. All the acquisitions used the same field of view and spatial resolution. To match SNR between the scans the acquisition time was kept constant (approx. 26 minutes), i.e. the DTI scan resulted from the q-space complex averaging [77] of four individual DTI scans. Similarly, the DSIq4 was obtained with two averages. The sequence parameters are summarized in Table 8.1. In addition, a high-resolution T1-weighted (MP-RAGE) MRI was performed in a matrix of 256 x 256 x 128 voxels of isotropic 1mm resolution.

Structural connection matrices

The structural connection matrices are obtained using the procedure described in Chapter 4 and briefly summarized below.

First, the high-resolution T1 acquisition is registered on the diffusion images using an affine registration method [192,230] (http://www.fmrib.ox.ac.uk/fsl/). Next, the gray matter is partitioned into 66 anatomical regions and 998 small regions of interest (ROIs). Since the diffusion data are acquired in two separate days, the partition obtained from the T1-weighted scan has to be registered in order to correspond to the diffusion acquisitions performed on day 2. Assuming that the shape of the brain does not change between the scans, we use a simple rigid-body registration on the b0 image of the diffusion scans.

Next, the DSI and QBI data are reduced into the Orientation Density Function (ODF, see Section 2.6) using the Trackvis software (http://www.trackvis.org). For each voxel a set of vectors corresponding to the local maxima of the ODF is built. For DTI data, the tensor field is computed (also using Trackvis) and the first eigenvector is extracted. White matter (WM) tractography is performed with the streamline algorithm described in Chapter 4, using the set of vectors obtained from each data set. In every WM voxel, 32 fibers are generated along each vector contained in the set. The fibers stop expanding when the end-points reach the WM-GM interface.

Finally, we build the high-resolution (998 ROIs) and low-resolution (66 areas) connection matrices for every acquisition, by computing the fiber density connecting every pair of ROIs. We remember that the fiber density is defined as the number of fibers connecting a pair of ROIs, normalized by the surface of the ROIs and by the length of the fibers (see Section 4.3 for more details).
Functional connection matrices

In addition, during the second scanning session subjects underwent a resting state experiment using a gradient echo EPI sequence (TR = 1920 ms, TE = 30 ms). Participants were instructed to keep their eyes open and to remain alert. Thirty-two slices of 3 mm thickness with a 0.3 mm gap were acquired, using an axial plane with a field of view of 211 x 192 mm (64 x 58 voxels, each 3.3 x 3.3 mm in-plane). All participants were scanned twice with the resting state protocol on the same day (2 x 8 minutes). The post-processing procedure is identical to the one presented in Chapter 7. Briefly, raw BOLD signals are registered and resampled onto the b0 image of the DSIq5 scan using rigid-body registration. BOLD time series are computed for each of the 998 ROIs by averaging across the ROI voxels. Then, ROI BOLD time series are piecewise-linearly detrended (every 50 s) and mean cortical, ventricular, and white matter signals are regressed. Pearson correlations are calculated between all ROI-pairs, and averaged over the two separate scans. Note that for structure-function comparisons, the structural connection matrices representing the fiber density are resampled following a Gaussian distribution, using the method described in Section 7.2.

8.3 Results

Global network measures

We first turn our attention to the global connectivity obtained with the high-resolution (N=998) connection matrices. The number of connected edges (defined as the edges having a non-zero connection density, see Chapter 6), are reported in Table 8.2 (top section), for the five subjects and for all diffusion scans. Since the global connectivity slightly varies among the subjects, we further report in Table 8.2 (bottom section) and in Figure 8.1 the connected edges normalized to the DSIq5 scan of day 1, called normalized connectivity in the following. Recall, since the DSIq5 scan was performed in each session, the day 2 DSIq5 scan provides a measure of reproducibility of the technique. Furthermore, paired t-tests are performed on the number of connected edges (null hypothesis: the samples come from distributions with equal means). The obtained p-values are reported in Table 8.3.

First, we notice that the difference between the two DSIq5 scans is minimal, since the normalized connectivity of the day 2 scan is of 98.4% on average. The paired t-test shows that the difference in terms of number of connected edges is not statistically significant. This is very important, since it demonstrates that variances in the acquisition and processing, e.g. the rigid-body registration applied to the cortex partitioning for the day 2 scans, do not significantly affect the calculated connectivity. Second, we can see that with the QBI and DTI scans the connectivity is significantly decreased as compared to the connectivity found by using DSIq5 (22.9% and 25.4% respectively). According to the paired t-test reported in Table 8.3, QBI and DTI connectivity can not be statistically differentiated, whereas for all other pair of scans the differences in terms of the number of connected edges are statistically significant. We consistently find lower numbers of connections for the DSIq4, QBI and DTI scan. Finally, we notice that the DSIq4 obtains an intermediate score, with a normalized connectivity of 83.6%. However, it is important to note that higher connectivity does not necessarily mean better connectivity. The
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Figure 8.1: Average normalized connectivity (solid line) and average normalized connectivity corrected for the number of fibers (dotted line).

<table>
<thead>
<tr>
<th>Subject</th>
<th>DSIq5 (1)</th>
<th>DSIq5 (2)</th>
<th>DSIq4</th>
<th>QBI</th>
<th>DTI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10042</td>
<td>10061</td>
<td>8768</td>
<td>7607</td>
<td>7717</td>
</tr>
<tr>
<td>2</td>
<td>11149</td>
<td>10904</td>
<td>9403</td>
<td>8678</td>
<td>8488</td>
</tr>
<tr>
<td>3</td>
<td>11007</td>
<td>10379</td>
<td>9146</td>
<td>9087</td>
<td>7991</td>
</tr>
<tr>
<td>4</td>
<td>10831</td>
<td>10963</td>
<td>8812</td>
<td>8021</td>
<td>7715</td>
</tr>
<tr>
<td>5</td>
<td>10261</td>
<td>10100</td>
<td>8416</td>
<td>7707</td>
<td>7809</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subject</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>average</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSIq5 (1)</td>
<td>1.002</td>
<td>0.978</td>
<td>0.943</td>
<td>1.012</td>
<td>0.984</td>
<td>0.984</td>
</tr>
<tr>
<td>DSIq5 (2)</td>
<td>0.873</td>
<td>0.843</td>
<td>0.831</td>
<td>0.814</td>
<td>0.820</td>
<td>0.836</td>
</tr>
<tr>
<td>DSIq4</td>
<td>0.758</td>
<td>0.778</td>
<td>0.826</td>
<td>0.741</td>
<td>0.751</td>
<td>0.771</td>
</tr>
<tr>
<td>QBI</td>
<td>0.768</td>
<td>0.761</td>
<td>0.726</td>
<td>0.712</td>
<td>0.761</td>
<td>0.746</td>
</tr>
<tr>
<td>DTI</td>
<td>0.769</td>
<td>0.848</td>
<td>0.799</td>
<td>0.775</td>
<td>0.761</td>
<td>0.746</td>
</tr>
</tbody>
</table>

Table 8.2: Top section: number of connected edges for the five subjects and for all diffusion scans. Bottom section: proportion of connected edges relatively to the DSIq5 scan of day 1.
added connections may be due to noise or some other artifacts, and those results have to be interpreted with the help of the other measurements performed in this work.

One could argue that the higher connectivity found for the DSIq5 scans is due to the number of generated fiber tracts. Indeed, since the number of fiber initialization points is proportional to the number of local maxima of diffusion, the number of generated fiber tracts is systematically higher for the DSIq5 scans as compared to the DTI scans, for which there is only one local maximum per voxel. This bias inherent to the tractography technique may explain the noticed differences between the scans. In order to test this hypothesis, we define a fixed number of fibers for each subject (arbitrarily defined as 85% of the number of fibers obtained with the DTI scan tractography). Then, for every subject and diffusion scan, we randomly suppress fibers from the corresponding tractography result until the desired number of fibers is reached. Next, we recompute the connection matrices, ensuring that each of them is built with the same number of fibers. The resulting average normalized connectivity is shown in Figure 8.1 (dotted line). Although we can see a small increase in the normalized connectivity, our initial observations remain valid. This indicates that the number of generated fiber tracts only explains a small part of the noticed connectivity differences.

Next, we focus on the edge distance $l_e$, defined as the geodesic distance in the brain WM (i.e., the shortest path being confined in the WM mask) separating the pair of ROIs linked by the edge $e$. In Figure 8.2, we report the edge distance distribution for the various acquisition schemes (summed over the five subjects). We can see that the edge distance distribution obtained with the DSIq5 scan has the heaviest tail, which tends to indicate that it maps more associative connections (mid- and long-range fibers) than the other acquisition schemes. In contrast, the QBI and DTI scans results show a much shorter edge distance. Again, the DSIq4 scan exhibits properties that are a kind of trade-off between the DTI and DSIq5 characteristics. Moreover, we notice that the biggest differences between the DSIq5 scan and the other diffusion scans are in the range 60-90mm. On average, the normalized connectivity for this range of distance is only of 66% for DSIq4, 50% for QBI and 43% for DTI.

**Selected tracts**

The low-resolution connection matrices representing the fiber density obtained with the five acquisition schemes for subject 4 are mapped in Figure 8.3A-E (the other subjects produce similar results, data not shown). Although the global shape of these matrices is similar, several differences can be noticed. First, the number of inter-hemispheric
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Figure 8.2: Edge distance distribution for the tractography results obtained with DSIq5 (black), DSIq4 (red), QBI (green) and DTI (blue). The edge distance distribution is obtained from the sum over the five subjects.

connections (red box) varies among the different scans. By ordering the scans by increasing number of inter-hemispheric connections, we find the DTI, followed by the QBI, the DSIq4 and finally the DSIq5 scan. This is in agreement with the normalized connectivity measurements. Fibers of the corpus callosum are plotted in Figure 8.4 for the various acquisition schemes. We can see that the DTI scan only captures the fibers whose endpoints lie in the apical part of the cortices. The DSI scan allows to map more lateral projections, especially in the frontal and parietal cortex. Interestingly, both the DSIq4 and QBI scans give results very close to those obtained with the DSIq5. This tends to indicate that the major tracts, characterized by large and dense axonal bundles, do not necessarily require a DSIq5 scan to be accurately mapped.

As additional examples we identify in the connection matrices of Figure 8.3 two association bundles: the arcuate fasciculus (green box) and the superior longitudinal fasciculus (orange box). For both fiber tracts, we can see that the number of connections is much higher with the DSIq5 scan than with the DTI scan, the QBI and DSIq4 scans providing an intermediate performance. This is confirmed by looking at Figure 8.5, where both tracts are mapped with the four acquisition schemes. For these association bundles, we notice that the DTI scan is unable to provide realistic fiber tracts. This is not surprising since those tracts are running through complex crossings areas. The DSIq5 well captures the global shape of these tracts and shows here a significant advantage over the QBI and DSIq4 scans.

Correlation with resting state fMRI

We now focus on the relationship between structural (SC) and resting-state functional connection (rsFC) matrices. We report in Table 8.4 (top section) the individual SC-rsFC correlations at the high resolution (N=998 nodes) for all region pairs. The correlation
Figure 8.3: Low-resolution connection matrices for the various acquisition schemes (Subject 4). X and Y axis color bars represent the color code of the Freesurfer areas (see Figure 4.4). Three tracts are identified: the corpus callosum (red), the arcuate fasciculus (green) and the superior longitudinal fasciculus (orange).
values obtained for all region pairs are very similar among the various acquisition schemes. This can be explained by three factors. First, the connection matrices are very similar for all diffusion scans, and therefore there is no reason to observe big differences in the correlation values. Second, the structural connection matrices are sparse, and consequently the potential differences among the various diffusion scans are averaged over the total number of region pairs. Third, the resting state analysis has a limited power and thus acts like a filter on subtle differences in the underlying structural basis.

Accordingly, we compute the correlation only for region pairs with SC, reported in Table 8.4 (bottom section) and in Figure 8.6. Furthermore, paired t-tests are performed on the SC-rsFC correlations for region pairs with SC (null hypothesis: the samples come from distributions with equal means). The obtained p-values are reported in Table 8.5. We can see that the DSIq5 scan tends to be more highly correlated than the other scans, with an average correlation of 0.44. Next, we find the DSIq4 scan, with a correlation of 0.42. Finally, the QBI and DTI scans obtain an average correlation of 0.40 and 0.39 respectively. This suggests that the DSIq5 scan benefits from a higher sensitivity. It is important to note that the inter-subject variability is relatively high, and that a bigger group of subjects would be recommended to confirm those observations. However, the obtained results are highly consistent with the global network measures presented above. Moreover, we can see in Table 8.5 that the differences among the scans are statistically significant, except between DSIq5(1) and DSIq4 (probably because of the limited number of subjects) and between QBI and DTI. This suggests that the global tendency observed in Figure 8.6 is reliable.

Figure 8.4: The corpus callosum mapped with the various acquisition schemes. This tract is obtained by selecting fibers whose end-points lie in the area delineated by the red box drawn in the connection matrices of Figure 8.3.
Figure 8.5: Arcuate fasciculus (left) and superior longitudinal fasciculus (right) mapped with the various acquisition schemes. These tracts are captured by selecting fibers whose end-points lie in the areas delineated by the boxes drawn in the connection matrices of Figure 8.3 (green: AF, orange: SLF).
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<table>
<thead>
<tr>
<th>Subject</th>
<th>DSIq5 (1)</th>
<th>DSIq5 (2)</th>
<th>DSIq4</th>
<th>QBI</th>
<th>DTI</th>
</tr>
</thead>
<tbody>
<tr>
<td>All region pairs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.200</td>
<td>0.203</td>
<td>0.205</td>
<td>0.196</td>
<td>0.188</td>
</tr>
<tr>
<td>2</td>
<td>0.167</td>
<td>0.169</td>
<td>0.166</td>
<td>0.168</td>
<td>0.165</td>
</tr>
<tr>
<td>3</td>
<td>0.197</td>
<td>0.199</td>
<td>0.192</td>
<td>0.188</td>
<td>0.178</td>
</tr>
<tr>
<td>4</td>
<td>0.168</td>
<td>0.171</td>
<td>0.178</td>
<td>0.177</td>
<td>0.175</td>
</tr>
<tr>
<td>5</td>
<td>0.177</td>
<td>0.187</td>
<td>0.182</td>
<td>0.184</td>
<td>0.170</td>
</tr>
<tr>
<td>average</td>
<td><strong>0.182</strong></td>
<td><strong>0.186</strong></td>
<td><strong>0.185</strong></td>
<td><strong>0.183</strong></td>
<td><strong>0.175</strong></td>
</tr>
<tr>
<td>Region pairs with SC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.458</td>
<td>0.449</td>
<td>0.431</td>
<td>0.392</td>
<td>0.419</td>
</tr>
<tr>
<td>2</td>
<td>0.401</td>
<td>0.418</td>
<td>0.402</td>
<td>0.392</td>
<td>0.368</td>
</tr>
<tr>
<td>3</td>
<td>0.475</td>
<td>0.457</td>
<td>0.437</td>
<td>0.415</td>
<td>0.407</td>
</tr>
<tr>
<td>4</td>
<td>0.427</td>
<td>0.448</td>
<td>0.420</td>
<td>0.404</td>
<td>0.376</td>
</tr>
<tr>
<td>5</td>
<td>0.417</td>
<td>0.416</td>
<td>0.407</td>
<td>0.401</td>
<td>0.393</td>
</tr>
<tr>
<td>average</td>
<td><strong>0.436</strong></td>
<td><strong>0.438</strong></td>
<td><strong>0.419</strong></td>
<td><strong>0.401</strong></td>
<td><strong>0.393</strong></td>
</tr>
</tbody>
</table>

Table 8.4: Individual participant and average SC-rsFC correlations for all region pairs (top section) and for region pairs with SC (bottom section). All correlations are $P \ll 1e^{-3}$.

<table>
<thead>
<tr>
<th></th>
<th>DSIq5 (1)</th>
<th>DSIq5 (2)</th>
<th>DSIq4</th>
<th>QBI</th>
<th>DTI</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSIq5 (1)</td>
<td>-</td>
<td>0.80</td>
<td>8.49e^{-2}</td>
<td>4.16e^{-2}</td>
<td>6.14e^{-3}</td>
</tr>
<tr>
<td>DSIq5 (2)</td>
<td>0.80</td>
<td>-</td>
<td>4.07e^{-3}</td>
<td>7.43e^{-3}</td>
<td>7.92e^{-3}</td>
</tr>
<tr>
<td>DSIq4</td>
<td>8.49e^{-2}</td>
<td>4.07e^{-3}</td>
<td>-</td>
<td>3.23e^{-2}</td>
<td>1.51e^{-2}</td>
</tr>
<tr>
<td>QBI</td>
<td>4.16e^{-2}</td>
<td>7.43e^{-3}</td>
<td>3.23e^{-2}</td>
<td>-</td>
<td>0.48</td>
</tr>
<tr>
<td>DTI</td>
<td>6.14e^{-3}</td>
<td>7.92e^{-3}</td>
<td>1.51e^{-2}</td>
<td>0.48</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 8.5: P-values resulting from the paired t-tests performed on the SC-rsFC correlations for region pairs with SC.

The effect of the q-space averaging

In order to perform a fair comparison between the scans, the acquisition time is matched for all diffusion scans. However, one of the advantages of the DTI and DSIq4 protocols is the shorter acquisition time (25% and 50% respectively). As the analysis of the individual scans is of high interest, we report here on the performance comparison between the q-space averaged DTI and DSIq4 scans with the individual scans.

For both the DTI and the DSIq4 scans, the number of connections is found to be slightly higher in the individual scans than in the averaged scans (presumably mild subject motion), as shown in Table 8.6 (top section). However, the differences are relatively small, as can be seen by comparing the low-resolution matrices calculated from the DTI 4 averages scan (Figure 8.3E) and the individual DTI scan (Figure 8.3F). Furthermore, those differences have no impact on the SC-rsFC correlations for region pairs with SC (paired t-test, $p=0.53$ and $p=0.81$ respectively), as reported in Table 8.6 (bottom section).
Figure 8.6: Average correlation for region pairs with SC at the high resolution (solid line). The symbols indicate the correlations obtained for each individual subject.

<table>
<thead>
<tr>
<th>Subject</th>
<th>DSIq4 2av</th>
<th>DSIq4 1av</th>
<th>DTI 4av</th>
<th>DTI 1av</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8768</td>
<td>8766</td>
<td>7717</td>
<td>7834</td>
</tr>
<tr>
<td>2</td>
<td>9403</td>
<td>9470</td>
<td>8488</td>
<td>8689</td>
</tr>
<tr>
<td>3</td>
<td>9146</td>
<td>9353</td>
<td>7991</td>
<td>8169</td>
</tr>
<tr>
<td>4</td>
<td>8812</td>
<td>9560</td>
<td>7715</td>
<td>7898</td>
</tr>
<tr>
<td>5</td>
<td>8416</td>
<td>8923</td>
<td>7809</td>
<td>7920</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Subject 1</th>
<th>Subject 2</th>
<th>Subject 3</th>
<th>Subject 4</th>
<th>Subject 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC-rsFC correlations (HR, region pairs with SC)</td>
<td>0.431</td>
<td>0.419</td>
<td>0.419</td>
<td>0.405</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.402</td>
<td>0.391</td>
<td>0.368</td>
<td>0.381</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.437</td>
<td>0.438</td>
<td>0.407</td>
<td>0.402</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.420</td>
<td>0.445</td>
<td>0.376</td>
<td>0.376</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.407</td>
<td>0.395</td>
<td>0.396</td>
<td>0.386</td>
<td></td>
</tr>
</tbody>
</table>

Table 8.6: Comparison of individual and averaged DTI and DSIq4 scans. Top section: number of connections. Bottom section: SC-rsFC correlations for region pairs with SC. All correlations are $P \ll 1e^{-3}$. 
8.4 Discussion

This comparative study helps us to better understand the influence of the acquisition scheme on the performance of whole-brain tractography. First, we demonstrate that the DSIq5 scan, which acquires 258 encoding directions in the $q$-space, maximizes the number of connected edges in the connection matrices. This is confirmed by the visual analysis of well-known fiber tracts. The increased performance obtained for the SC-rsFC correlation indicates that these additional connections correspond to real anatomical fiber tracts, and not to added noise. These results suggest that the DSI technique has a higher sensitivity to map the fiber pathways in the brain WM. Second, we show that the performances of the DTI scan are strongly limited by the underlying Gaussian model: about one fourth of the connections obtained with the DSIq5 scan are not mapped with DTI, even as high as 57% for connections in the distance range 60-90mm. The consequences are significant, since even well-known association bundles, such as the arcuate fasciculus or the superior longitudinal fasciculus, are not as comprehensively mapped. The two other scans, i.e. the QBI and the DSIq4 scans, exhibit intermediate results.

Interestingly, the QBI scan does not show significant improvements as compared to the DTI scan. On one hand, the angular structure approach of the QBI technique combined with a higher b-value provides additional information about the non-dominant fiber populations present inside the fiber crossing areas. On the other hand, this higher b-value also increases the amount of noise. Our results tend to indicate that the potential gain associated to the additive orientational information is counteracted by the higher level of noise. In contrast, the DSIq4 performs better although the number of encoding gradients is reduced by a factor two. This suggests that acquiring the diffusion signal on multiple shells in the $q$-space significantly improves the accuracy of diffusion measurements as compared to a single shell acquisition. Moreover, the single average data perform equally to the averaged data, as shown in Table 8.6. Consequently, the suggested protocol for the whole-brain DSIq4 experiment would require a scan time of 12-13 minutes, which becomes clinically more realistic than a full DSIq5 scan of more than 25 minutes acquisition time.

We can see that the biggest differences between the DTI, DSIq4 and DSIq5 scans are found for mid-range connections, i.e. connections with a length between 60 and 90 mm. This can be explained as follows. First, we know from anatomy that the long-range associative, striatal and commissural fiber tracts are composed of relatively big and tightly packed axonal bundles. Consequently, those tracts are dominant as compared to the smaller fiber tracts that may cross their trajectory, suggesting that even a DTI scan may capture them. Therefore, we do not expect major differences in long-range connectivity among the various acquisition techniques. Second, we know from Chapter 6 that short-range connectivity is partially due to random effects, that arise in any tractography experiment independently from the diffusion acquisition. Consequently, it is highly likely that short-range connectivity is similar in all the acquired data sets. The mid-range connections consist mainly in short association fibers, connecting pair of regions inside the same or adjacent gyrus, and neighboring association fibers, connecting pair of regions inside the same lobe [181, 183]. Those connections are precisely non-dominant fiber populations, for which high angular resolution is theoretically capable to disentangle more comprehensively pathways. This may explain the differences found for this category of connections.
Interestingly, it turns out that averaging multiple diffusion scans, as applied in the DSI$q_4$ and DTI scans, does not improve the mapping of the human connectome. Although the signal-to-noise ratio is better in the averaged raw diffusion images, its influence on the tractography is negligible, suggesting that the impact of the $q$-space complex averaging on the reconstruction of the ODFs (or the tensor in the case of DTI) is limited. A possible explanation could be that the high number of encoding gradients used both for the DTI and the DSI$q_4$ scans (64 and 129) already acts as an averaging factor when reconstructing the tensors or the ODFs. If this is the case, the effect of averaging should be noticeable for protocols with a lower number of encoding directions. Further work is necessary to better understand this phenomenon.

All diffusion scans used in this work, from the individual DTI scan to the high-angular resolution DSI acquisition, produce connection matrices that (i) have a similar distribution of connection densities and (ii) present roughly the same connection patterns. Moreover, all structural connection matrices obtain a correlation with rsFC of more than 0.36 for regions pairs with SC. This strong relationship [109] with the functional connectivity is of the highest importance: it tells us that although we notice some differences in terms of connectivity, all the diffusion scans result in a biologically meaningful mapping of the human connectome. Consequently, the choice of the optimal diffusion scheme depends on the application.

For clinical applications for which the acquisition time is an issue and which aim at creating scalar maps such as fractional anisotropy maps, a DTI scan can be an adequate solution. Similarly, to answer basic questions using tractography results DTI appears to be a capable technique. This is also the case for clinical studies particularly aiming at the investigation of large anatomical pathways, such as disconnection syndromes [38,39]. However, some precautions have to be taken when considering fiber tracts running through large fiber crossing areas, such as the arcuate fasciculus or the superior longitudinal fasciculus. In that case, a DSI$q_4$ scan with an acquisition time of approximately 12 minutes should provide enough contrast to accurately identify the major bundles of the brain, and may turn out to be an optimal compromise between angular resolution and acquisition time.

As shown in this chapter, particular caution has to be used when investigating tracts of mid-range distance, that largely consists in non-dominant fiber populations. Those neighboring association fibers are of high interest in the study of plasticity, in the case of specific networks involving areas nearby, e.g. motor circuits in patients after stroke (post-stroke plasticity study; ongoing CHUV-Lausanne). In this context, high angular resolution diffusion imaging may be a promising technique to investigate the modification of the connectivity. For such studies, our observations show that the use of a DSI scan with 258 or more encoding gradients is preferable, though this needs more carefully control of data quality. Due to the particularly long scan time of this technique (25 minutes and more), it becomes very prone to motion artifacts that may significantly degrade the accuracy and the sensitivity of the method.

Methodological considerations

The parameters of the diffusion acquisitions deserve comment. In the specialized literature, it is striking to see the variability in the protocol settings, such as the number of encoding gradients or the maximal $b$-value. Since there is no consensus among the
scientific community, we define a "typical" protocol for each diffusion scan, by tuning the acquisition parameters according to recent diffusion MRI studies. For DTI, a $b$-value between 700 and 1300s/mm$^2$ and a number of encoding gradients ranging from 32 to 64 are commonly used and reported (see for example [118, 124, 208]). For the QBI scan, a $b$-value between 2500 and 3000s/mm$^2$ is recommended [132], with approximately 250 directions [125,213]. Typical DSI scans are achieved with 258 (DSIQ5) encoding gradients with a $b$-value ranging between 8000 and 9000s/mm$^2$ [79,90,173]. Although changes in the protocols may slightly affect the results, it is highly likely that our observations remain valid for the range of typical settings.

As mentioned earlier, the subjects have to be scanned on two separate days due to the long acquisition time. Therefore, the registration applied to the cortical parcellation obtained with the high-resolution T1-weighted scan of day 1 may affect the results for diffusion scans of day 2. However, the results with the DSIq5 scans acquired on both days demonstrate that (i) the difference in terms of normalized connectivity is only of 1.6% and (ii) the average correlation with rsFC is equal (p-value of 0.80). This demonstrates an excellent scan rescan reproducibility. Consequently, we can affirm that the registration does not affect our observations.

The choice of the tractography algorithm is crucial, since several constraints have to be considered. First, we want the tractography algorithm to be the same for all diffusion scans. Therefore, we need to choose an algorithm that is suited for all diffusion scans, and that does not favor a specific type of input data. Second, as we want to perform global connectivity measurements, we need an algorithm for which the amount of false positive fibers is minimal. The chosen streamline algorithm meets all those requirements while being computationally very simple. An additional advantage of using this algorithm is that we already dispose of a complete study of the relationship between SC and rsFC (see Chapter 7) that can be used to evaluate the quality of our results. It is likely that more advanced tractography algorithms, such as front propagation algorithms, will show increased differences between the diffusion scans. However, those kind of approaches being strongly dependent on the input data type, it would be very difficult to perform an objective and fair comparison. Moreover, as mentioned in Chapter 5, the use of such complex methods for whole-brain connectivity studies is far from straightforward, because of the lack of efficient selection methods to discard the fibers arising from partial volume effects or noise.

In this work, we restrict to the analysis of DSI, QBI and DTI. However, other reconstruction schemes have been proposed. Assaf et al. have developed CHARMED, a composite hindered and restricted model of diffusion [10]. Tournier et al. have proposed the CSD technique [211], which estimates the fiber orientation distribution by using constrained spherical deconvolution. These methods tend to build a bridge between the tensor model and model-free reconstructions, and therefore have a great potential for optimized application-driven selection of a diffusion methodology. The acquired DTI data fulfill the requirements for the CSD method and may provide an interesting alternative to QBI.

8.5 Conclusion

In this chapter, we use several connectome-based measures to assess the performance of various diffusion acquisition schemes. These investigations help us to better understand the methodological limitations in the mapping of the human connectome. Whereas all
diffusion scans, from the classical DTI to the high-angular resolution DSI, produce a biologically meaningful mapping of the human connectome, the degree of complexity of the diffusion scheme significantly influences the sensitivity of tractography. The differences are particularly striking for non-dominant fiber populations, that run through complex fiber crossings. For this particular type of connections, a DSI scheme with 258 encoding gradients or more is recommended. However, depending on the application, a DTI scan may be preferable because of the shorter acquisition time, thus being less sensitive to motion artifacts.

In the last part of this thesis, we present two network-based applications of the human connectome. First, we analyze some basic properties of the human connectome and use the associated measures to demonstrate the small-world architecture of the brain. Then, with the help of network measurements we define the cortical areas that belong to the core of structural connectivity.
Part III

Applications
9.1 Introduction

Biological neuronal networks, and in particular the human brain, are remarkable natural systems capable of complicated patterns of behavior. This capability seems possible due to the combination of an enormous computational capacity given by a huge amount of neurons, and a well designed communication network [135]. To understand the mechanisms behind higher-level brain functions, a detailed study of the individual neural cells is clearly insufficient [128]; global functional and structural properties of such a complex system need to be considered as well [207]. This requires, first of all, a good knowledge of the network architecture of the entire brain. A graph representing the connectivity of the brain (henceforth called a brain network) can be analyzed at various scales. Probably the most obvious is at the neuronal level, where each neuron is a separate node in the graph and connections between neurons are reflected by the edges. This detailed view, however, is feasible only for the most primitive animals such as C. elegans made of 302 neurons [43]. A graph of the human brain consisting of $10^{10}$ nodes and $10^{16}$ edges is not only impossible to obtain with current techniques, but it also would carry a great deal of information that is irrelevant from the global organization point of view. We must therefore resort to a different level of granularity, where a node represents thousands or millions of neurons grouped together.

Until recently, such available graphs were limited to small post-mortem data sets (only 50-70 nodes) of rat [34], cat [179,180] and monkey [59] brains, whereas larger data sets of animal and human brains were missing [51]. As shown in Chapter 4, we now dispose of a
methodology derived from diffusion MR tractography that allows us to map non-invasively and at a millimetric scale the structural white matter connectivity of the whole brain. The resulting network is composed of nodes representing small areas of the cortex, and weighted edges that capture long-distance connection densities between these areas. This approach provides us with a relatively high resolution; such networks consist of thousands of nodes, which is 1-2 orders of magnitude more than the networks currently available (thousands versus tens of nodes).

In this work, we analyze the basic brain graph properties of healthy subjects. In particular, we study a number of distributions derived for nodes (e.g., degree, strength) and edges (weight, length). We also answer some questions related to the topology, e.g., "Is the brain network a small world?". With technology improvements, finer resolution and a better Signal-to Noise Ratio (SNR), or a deeper analysis of the network, more complex and accurate network characteristics will be accessible, thus potentially contributing to the answers of some key questions in neuroscience.

### 9.2 Material and methods

The procedure from diffusion MRI to the graph mapping brain connectivity is similar to the four-step process described in Chapter 4: (A) diffusion MRI acquisition, (B) white matter (WM) tractography, (C) WM-GM interface partition into ROIs and (D) network construction (see Figure 9.1). However, there are several differences due to the particular nature of this work, especially on the WM-GM interface partition into ROIs. These differences as well as the various parameters used in this work are described in what follows.

![Figure 9.1: Overview of the whole process. (A) Acquisition of the diffusion MR images. (B) Tractography in the brain WM. (C) Partitioning of the WM-GM interface into small regions of interest (ROIs). (D) Creation of the network using the results of steps B and C.](image)
9.2. Material and methods

MRI acquisition

After having obtained the informed consent of two healthy volunteers, two data sets were acquired with an Achieva 3T Philips scanner using a diffusion weighted single shot spin echo EPI sequence. The timing parameters of the pulse sequence were TR/TE/Δ/δ = 3000/154/47.6/35 ms, maximum diffusion gradient intensity was 80 mT/m, yielding a maximal b-value of 12000 s/mm$^2$. The matrix size was 128 x 128 and the slice number was 30. The field of view was 256 x 256 mm$^2$ and the slice thickness 3 mm, which yielded a voxel size of 2 x 2 x 3 mm$^3$. Q-space was sampled over the sphere using 515 different encoding gradients, and the data were reconstructed following a classical DSI scheme [226] (see Section 2.6), which produced a 3D diffusion probability density function (pdf) in every voxel. The data were further simplified by computing the orientation density function (ODF) in each voxel.

White matter tractography

We use the streamline tractography algorithm described in Section 4.3 to produce a set of approximately 3 million fibers, that we consider as an estimate of the real white matter axonal bundle trajectories. For the graph of about 1000 nodes they translate into about 50'000 edges. This is a very dense graph, of the average node degree of 100. Such dense graphs are sometimes difficult to analyze. For instance, the clustering coefficient $c$ (the probability that two randomly chosen neighbors of a node are also direct neighbors of each other [224]) of a dense graph is naturally close to 1, which makes any analysis rather meaningless. Therefore, for some applications, we need a method to filter out some edges and keep only the relevant ones. We use two natural ways of limiting the number of edges in our graphs:

Random fibers  Although for every data set we generate around 3 million fibers, this is not any special number. We could as well take 100 thousand or 10 million fibers. As illustrated in Figure 9.2, this would strongly affect the number of resulting edges. Therefore, our first approach to limit the number of edges is to take a random subset of a given size out of our 3 million fibers. The study of the whole spectrum of fiber numbers gives us a better view than the study based on one, arbitrarily chosen number.

Top-weight edges  In the second method we consider the edges built based on all fibers, and delete only the edges with the smallest weights (according to some threshold). The heavy-tailed distribution of edge weights guarantees that we always retain most of the "edge mass" and reject only the edges with very small weights that are possibly the result of noise.

WM-GM interface partition into ROIs

Whereas in Chapter 4 the ROIs are built such that the location of each ROI is the same for each subject, here it is not required since we only want to analyze global properties of the networks. Moreover, we want to analyze the variability of our measurements over several scales from 500 ROIs to 4000 ROIs, creating regions by far smaller than the minimal size produced by the methodology described in Chapter 4. Therefore, we use a particular heuristic, as follows.
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Figure 9.2: The number of edges in the resulting graph as a function of the number of randomly initiated fibers. The straight line represents the \( y=x \) relation.

![Graph showing the number of edges vs. number of fibers](image)

Figure 9.3: Histograms of ROI sizes for the number of ROIs ranging from \( N = 506 \) to 4052 in subject 1. One voxel translates to about 4 mm\(^2\).

First, we identify the WM-GM interface based on a thresholding of the b0 image. Then, we choose a WM-GM interface voxel at random and iteratively connect it to the neighboring WM-GM interface voxels until it reaches the desired size; this structure becomes our first ROI. Similarly, we grow other ROIs, one by one, always starting near the ones that have already been created. We repeat this procedure until all the WM-GM interface is covered with ROIs. This gives us already quite a good partition, however, it can be easily further improved. Therefore, in the second phase of our heuristic we restart the ROI growth process. This time we grow all the ROIs simultaneously, starting from the centers of gravity of the ROIs found in the first phase. This results in a much better compactness of the ROIs with surface variations of less than 10\%, as shown in Figure 9.3.

Network construction

Finally, the graph of brain connectivity is computed as follows. Every ROI becomes a node in the graph. An edge \( e \) is built if there exists at least one fiber \( f \) with end-points in the corresponding ROIs \( i \) and \( j \). Its weight, representing the fiber density, is defined by Equation 4.1. Note that since the ROIs have similar size, we do not normalize the fiber density by the surface of the ROIs. We also define the edge length \( l_e \) as the average length of the fibers constituting the edge \( e \).

The size of a ROI is a parameter in our methodology. On the one hand, a natural lower limit for this size is one voxel of the WM-GM interface. However, we prefer to take at least several of them to be sure to have a representative number of fibers connecting this ROI to the rest of the brain. On the other hand, taking too large ROIs results in
a network of trivially small size. In our simulations we set the ROI size between 8 and 64 voxels of WM-GM interface. It results in a weighted network of 500 to 4000 nodes representing small areas of WM-GM interface between 250 mm$^2$ (64 voxels/ROI) and 30 mm$^2$ (8 voxels/ROI), respectively. This graph has 25000 to 100000 edges that represent axonal bundles of millimetric or centimetric diameter. For simplicity, in this text we analyze graphs of about 1000 nodes. In particular, $|V_1| = 1013$ nodes and $|E_1| = 47217$ edges for subject 1, and $|V_2| = 956$ and $|E_2| = 50199$ for subject 2. The two graphs are built based on about $|F| = 3$ million fibers generated by the tractography algorithm. The results obtained for the other granularities, from $|V| = 500$ to 4000 nodes, are qualitatively similar (see [93] for more details).

9.3 Results and Discussion

Once the network constructed, several graph statistics characterizing the architecture of the network can be computed and examined.

Node statistics

We first turn our attention to the nodes of our graph. A basic characteristic of a node $v$ is its degree, i.e., the number of edges incident on $v$. Many complex networks such as the World Wide Web, Internet, protein networks, ecological networks or cellular networks, have been shown to follow a heavy-tailed node degree distribution [3]. In other words, they have a very significant number of high degree nodes, called hubs. As such networks, also called scale free [3], are characterized by relatively short distances between any two nodes and by high robustness to random failures [4], they seem, at first sight, to be good candidates for brain topology. Surprisingly, we find in our data set that this is not the case. In Figure 9.4, we plot the node degree distribution (a), and a closely related node strength distribution (b). The strength $s$ of a node $v$ is the sum of weights of all edges incident on the node $v$ [12]. Although these distributions cover more than two decades, they are roughly linear in the log-lin scale, which indicates their exponential tail. This is probably the first time that a claim about the node degree distribution of cortical structural connectivity mapped at high spatial resolution can be made. The networks available and studied to date [110, 197] are simply too small to judge if their node distribution is exponential, heavy tailed, or yet different. It is worth mentioning that in contrast to structural analyses, some functional brain networks have been described as scale-free [56].

Edge statistics

The edge length $l$ distribution decays exponentially (Figure 9.5a), indicating that the number of long connections is small. The edge weight $w$ distribution is much broader and close to heavy-tailed (Figure 9.5b). Therefore, there are a significant number of very strong connections that are predominantly short as demonstrated in Figure 9.5c. This observation is in agreement with the results of other complementary studies on the organization of the brain that suggest that brain favors, with some intriguing exceptions, locally dense communication and minimizes the number of long distance connections [41]. For instance, by examining many alternative arrangements of macaque pre-frontal cortex,
Figure 9.4: Basic characteristics of nodes in the graph of brain connectivity. $P(d)$ and $P(s)$ are the probability that a randomly chosen node has the degree, respectively the strength, equal to $d$, respectively $s$. The node degree distribution (a) and node strength distribution (b) are lin-binned and plotted in log-lin scale. Color code: subject 1 (blue circles), subject 2 (green diamonds).

Figure 9.5: Basic characteristics of edges in the graph of brain connectivity. (a) The distribution of edge lengths $l$ in log-lin scale, lin-binned. (b) The distribution of edge weights $w$ in log-log scale, log-binned. (c) Scatter plot of $w$ vs $l$. The symbols are lin-binned average values for subject 1 (blue circles) and subject 2 (green diamonds).

[127] showed that the layout of cortical areas minimizes the total lengths of the axons needed to join them. A similar observation was made by [44] about the intrinsic gray matter connectivity of mice where the volume fraction of axons and dendrites seems close to optimal. The work of [234] indicate that there is an evolutionary conserved scaling of the volume of the white matter as the 4/3 power of the volume of the gray matter, which can be explained by the fact that global geometry of the cortex minimizes the average length of the long-distance fibers while keeping the average connection density of long-distance connection fibers constant. However recent reports suggest that the organization of neural networks is not only shaped by the minimization of total wiring length. Multiple constraints seem to be involved, not only wiring length but also the average number of processing steps (related to the average distance between node) [121].

**Network Topology**

Having examined separately the distributions of nodes and edges, we now discuss the topology of the graph itself. An interesting question one can ask is: "Is the brain a small
world?”. The more formal definition of a small-world graph involves two metrics, the clustering coefficient $c$ and the average shortest path length $\langle sp \rangle$. We follow [224], who define the clustering coefficient $c$ as the probability that two randomly chosen neighbors of a node are also direct neighbors of each other, i.e., $c = \frac{1}{|V|} \sum_{v \in V} c_v$, where $c_v$ is the number of edges interconnecting the neighbors of the node $v$ divided by the number of all possible edges. The average shortest path length $\langle sp \rangle$ is the average distance between any two nodes in graph. If the graph is disconnected, only the largest connected component is considered. A graph is called a small world if it has (i) a clustering coefficient much greater than that of equivalent random graphs and (ii) the average shortest path length $\langle sp \rangle$ is comparable with that of a random graph with the same number of nodes and edges [224].

There are two issues that we have to address before we attempt to decide if our graph $G$ of brain connectivity is a small world. First, $G$ is weighted. As there exists no standard way of generalizing the clustering coefficient to weighted graphs (see e.g. [122, 178]) and it is not obvious how to interpret edge weights when computing the average shortest path length, we have decided to treat every edge equally and apply the classic non-weighted approach [224]. Second, the number of fibers that are initiated during tractography determines the density of graph $G$. In order to explore the effect of connection density on our results, we exclude some of the edges by applying the two filtering techniques described above.

We present the results in Figure 9.6. As a reference we take a random graph not only with the same number of nodes and edges (as proposed in [224]), but also with the same degree distribution as the brain graph. This graph is generated with the rewiring technique described in [147]. Preserving the degree distribution allows us to rule out this factor from the set of possible reasons of observed differences between the brain and the reference topology. For any number $|E'|$ of edges remaining after the filtering, the graph of brain connectivity has a much higher clustering coefficient than the corresponding random graph; this is especially well pronounced for the ”Top-weight edges” graph. At the same time their average shortest path lengths $\langle sp \rangle$ are comparable. Hence our measurements suggest that the small-world model fits the brain network. Indeed, the small-world topology seems well suited for the neuronal network of the brain when thinking in evolutionary and developmental terms. This is because it is a good compromise between full connectivity, which would be very costly in terms of wiring (i.e., brain volume) and power supply [11], and a lattice topology that impairs massively long distance communication. Furthermore, the combination of high local clustering and small average shortest path length with efficient neural coding [191] allows for a distributed computing where only a small fraction of local intense computation needs to be transmitted to distant regions, which may be sufficient for synchronous brain activity [80]. The small-worldness of the brain network was already advocated before, based on relatively small networks (50-70 nodes) resulting from post-mortem tracing studies in rat, macaque monkey and cat brain regions [105,106,197]. In contrast, the approach presented in this article provides, for the first time, evidence for the presence of small-world topology in the structural connectivity of the human cerebral cortex. Moreover, the one to two orders of magnitude higher resolution resulting from our method (thousands vs. tens of nodes) increases the confidence we have in the derived statistics.
Intra- and inter-individual network differences

In order to test the robustness of our methodology and because of uncertainty about the ideal number of nodes for the presented methodology, we measured the brain network at 4 different node resolutions on data set 1. We notice that for scales varying between 500 and 4000 nodes and 25'000 and 100'000 edges respectively, the global network topology is preserved. This is a range of scales that matches the sensitivity of the method, as we do not expect to be able to accurately map tracts smaller than several millimeters in diameter, which is presently the size of our ROIs. Pushing the network "resolution" higher by increasing the number of nodes and reducing the surface area of the ROIs would increase the quantification noise (limiting the number of fibers per ROI), which ultimately would destroy the information contained in the network model. On the other hand, increasing the ROI size limits the precision of the mapping, potentially grouping together pieces of gray matter that are functionally different. At the scale we use in this study, we expect that the chance that ROI overlaps several critically different cortices is not higher than the inaccuracy related to the matching of template atlas on our data. Notwithstanding the advantage with a fine grain method to always be able to group arbitrarily sets of nodes in order to study connectivity patterns between for example well known functional...
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<table>
<thead>
<tr>
<th></th>
<th>Data set 1</th>
<th>Data set 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of nodes</td>
<td>1013</td>
<td>956</td>
</tr>
<tr>
<td>Number of fibers</td>
<td>1,677,892</td>
<td>1,833,794</td>
</tr>
<tr>
<td>ROIs area</td>
<td>1.28cm²</td>
<td>1.43cm²</td>
</tr>
<tr>
<td>Number of edges</td>
<td>47,217</td>
<td>50,199</td>
</tr>
</tbody>
</table>

Table 9.1: Network construction parameters for data sets 1 and 2.

or anatomical areas like Brodmann’s.

While basic connectivity parameters differ slightly for data sets 1 and 2 (see Table 9.1), the global properties are quite similar. The differences that we observe in Figures 9.4, 9.5, 9.6 may or may not reflect the individual properties of the subjects. Clearly, more experiments and studies are needed to be able to address the issue of between-subject variability with a high level of confidence.

Although our methodology yields promising results, we need to keep in mind that there are some steps prone to various kinds of noise and distortions whose effect is difficult to evaluate, as shown previously in this thesis. First of all, we work at a given level of granularity. The spatial and angular resolution of our diffusion MRI experiment is limited, which makes it difficult to tell much about sub-millimetric fiber tracts and crossing axonal bundles separated with angles smaller than 20°. The ROIs have a given size, which automatically groups tens of thousands of neurons into a single node. Noise is also introduced during the MRI acquisition, and the tractography algorithm might not perfectly model the relationship between water diffusion and axonal orientation. Although all these points are constantly being improved, there will always remain a huge discrepancy between our constructed graph and the real neuronal network made of $10^{10}$ neurons and several orders more connections.

9.4 Conclusion

In this work, we have mapped networks of structural connectivity in the brain, allowing to globally characterize brain connectivity with individual tract properties or network statistics in an individual living subject. Based on the analysis of two healthy subjects we have found that the graph of the human brain is a small-world, but not a scale-free network. Large new areas of application are foreseen; in basic neuroscience our technique may contribute to the discovery of the general principles regulating communication, evolution and development of the brain; in clinical neuroscience it may shed new light into diseases of disorders that involve disruptions of anatomical brain connectivity.

A better understanding of the link between functional networks and structural connectivity is of the highest importance in neuroscience. In Chapter 7 we have demonstrated the relationship between structural connectivity measured with diffusion MR tractography and functional connectivity measured with resting-state functional MRI. In the next chapter, we propose another approach to link structure with function. Based on several network measures, we identify cortex areas that form a densely interconnected and topologically central core. Those regions are compared to a major feature of cortical functional connectivity: the default network [65–68, 82, 172, 190].
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10.1 Introduction

The human cerebral cortex consists of approximately $10^{10}$ neurons that are organized into a complex network of local circuits and long-range fiber pathways. This complex network forms the structural substrate for distributed interactions among specialized brain systems [72, 164, 196]. Computational network analysis [194] has provided insight into the organization of large-scale cortical connectivity in several species, including rat, cat, and macaque monkey [34, 59, 180, 194]. In human cortex, the topology of functional connectivity patterns has recently been investigated [1, 2, 17, 199], and key attributes of these patterns have been characterized across different conditions of rest or cognitive load. A major feature of cortical functional connectivity is the default network [65–68, 82, 172, 190], a set of dynamically coupled brain regions that are found to be more highly activated at rest than during the performance of cognitively demanding tasks. Spontaneous functional connectivity resembling that of the human default network was reported in the anaesthetized macaque monkey, and functional connectivity patterns in the oculomotor system were found to correspond to known structural connectivity [222]. Computational modelling of spontaneous neural activity in large-scale cortical networks of the macaque monkey has indicated that anti-correlated activity of regional clusters may reflect structural modules present within the network [108]. These studies suggest that, within cerebral cortex, structural modules shape large-scale functional connectivity.

Understanding the structural basis of functional connectivity patterns requires a comprehensive map of structural connection patterns of the human brain (the human con-
nectome [196]). As we have shown previously, recent advances in diffusion imaging and tractography methods permit the noninvasive mapping of white matter cortico-cortical projections at high spatial resolution [26, 50, 96, 182, 225], yielding a connection matrix of inter-regional cortical connectivity (see Chapter 4). In the previous chapter, we have demonstrated small-world attributes and exponential degree distributions within such structural human brain networks. In the present study, we apply network analysis techniques on the high-resolution cortical connection matrices to identify structural modules. Several techniques reveal the existence of a set of posterior medial and parietal cortical regions that form a densely interconnected and topologically central core. The structural core contains numerous connector hubs, and these areas link the core with modules in temporal and frontal cortex. We finally discuss anatomical imaging data, suggesting an important role for the core in cerebral information integration.

10.2 Material and Methods

Diffusion imaging and tractography

The data used for this study are the same as those already described in Chapter 7, and the post-processing is rigorously identical to what is described in Chapter 4 and illustrated in Figure 4.3. This provides us with a weighted network of 998 ROIs of surface area approximately 1.5 cm², covering the entire cortex and grouped into 66 anatomical subregions. Remember that the anatomical positions of the ROIs are in register across participants, allowing for averaging across individual networks.

Network analysis

**Connectivity backbone** To visualize network layout and clusters, we derive the network’s connectivity backbone [104]. First, a maximum spanning tree, which connects all nodes of the network such that the sum of its weights is maximal, is extracted. Additional edges are added in order of their weight until the average node degree is 4. The resulting network constitutes the connectivity backbone of the connection matrix.

**k-Core decomposition** This decomposition method [7] involves the recursive pruning of the nodes with degree less than \( k \). Applied to large networks the method yields cores of vertices that are mutually linked by at least \( k \) connections. We derive all k-cores for high-resolution connection matrices, whose top 10'000 fiber densities are converted to ones. We implement a related method, which we call s-core decomposition, that recursively prunes weakest nodes up to a strength \( s \). The remaining core contains only nodes with strengths of at least \( s \). For a series of discrete degrees \( k_i \) or strengths \( s_i \) we can then derive the corresponding \( k_i \)-th and \( s_i \)-th cores. Any of the 66 anatomical subregions is considered part of the \( k_i \)-th or \( s_i \)-th core if at least half of its ROIs are present in that core.

**Modularity detection** We apply a variant of a spectral community detection algorithm [154] to identify modules (communities) within each network. As inputs to the algorithm we use symmetric connectivity matrices corresponding to individual (998 ROI) or aggregated (66 anatomical region) fiber densities. The algorithm generates a modularity matrix with an associated modularity score. For regional connection matrices (\( n =
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Data sets and network measures

Network analyses are carried out for high-resolution connection matrices (n = 998 ROIs with an average size of 1.5 cm²), as well as for regional connection matrices (n = 66
Table 10.1: List of the subregion designators.

<table>
<thead>
<tr>
<th>Designator</th>
<th>Anatomical Subregion</th>
</tr>
</thead>
<tbody>
<tr>
<td>BSTS</td>
<td>bank of the superior temporal sulcus</td>
</tr>
<tr>
<td>CAC</td>
<td>caudal anterior cingulate cortex</td>
</tr>
<tr>
<td>CMF</td>
<td>caudal middle frontal cortex</td>
</tr>
<tr>
<td>CUN</td>
<td>cuneus</td>
</tr>
<tr>
<td>ENT</td>
<td>entorhinal cortex</td>
</tr>
<tr>
<td>FP</td>
<td>frontal pole</td>
</tr>
<tr>
<td>FUS</td>
<td>fusiform gyrus</td>
</tr>
<tr>
<td>IP</td>
<td>inferior parietal cortex</td>
</tr>
<tr>
<td>IT</td>
<td>inferior temporal cortex</td>
</tr>
<tr>
<td>ISTC</td>
<td>isthmus of the cingulate cortex</td>
</tr>
<tr>
<td>LOCC</td>
<td>lateral occipital cortex</td>
</tr>
<tr>
<td>LOF</td>
<td>lateral orbitofrontal cortex</td>
</tr>
<tr>
<td>LING</td>
<td>lingual gyrus</td>
</tr>
<tr>
<td>MOF</td>
<td>medial orbitofrontal cortex</td>
</tr>
<tr>
<td>MT</td>
<td>middle temporal cortex</td>
</tr>
<tr>
<td>PARC</td>
<td>paracentral lobule</td>
</tr>
<tr>
<td>PARH</td>
<td>parahippocampal cortex</td>
</tr>
<tr>
<td>POPE</td>
<td>pars opercularis</td>
</tr>
<tr>
<td>PORB</td>
<td>pars orbitalis</td>
</tr>
<tr>
<td>PTRI</td>
<td>pars triangularis</td>
</tr>
<tr>
<td>PCAL</td>
<td>pericalcarine cortex</td>
</tr>
<tr>
<td>PSTS</td>
<td>postcentral gyrus</td>
</tr>
<tr>
<td>PC</td>
<td>posterior cingulate cortex</td>
</tr>
<tr>
<td>PREC</td>
<td>precentral gyrus</td>
</tr>
<tr>
<td>PCUN</td>
<td>precuneus</td>
</tr>
<tr>
<td>RAC</td>
<td>rostral anterior cingulate cortex</td>
</tr>
<tr>
<td>RMF</td>
<td>rostral middle frontal cortex</td>
</tr>
<tr>
<td>SF</td>
<td>superior frontal cortex</td>
</tr>
<tr>
<td>SP</td>
<td>superior parietal cortex</td>
</tr>
<tr>
<td>ST</td>
<td>superior temporal cortex</td>
</tr>
<tr>
<td>SMAR</td>
<td>supramarginal gyrus</td>
</tr>
<tr>
<td>TP</td>
<td>temporal pole</td>
</tr>
<tr>
<td>TT</td>
<td>transverse temporal cortex</td>
</tr>
</tbody>
</table>

anatomical subregions). Table 10.1 shows a list of the subregion designators used throughout this work. All networks cover the entire cortices of both hemispheres but exclude subcortical nodes and connections. When not indicated otherwise, the data shown in this paper are based on the analysis of individual high-resolution connection matrices, followed by averaging across the five participants.

Network measures include degree, strength, betweenness centrality, and efficiency (see Material and Methods). Briefly, degree and strength of a given node measure the extent to which the node is connected to the rest of the network, while centrality and efficiency capture how many short paths between other parts of the network pass through the node. A node with high degree makes many connections (where each connection is counted
once), while a node with high strength makes strong connections (where strength is equal to the sum of connection density or weight). A node with high betweenness centrality lies on many of the shortest paths that link other nodes in the network to one another. A node with high efficiency is itself found to be, on average, at a short distance from other nodes in the network.

Degree and strength distribution

We find binary, high-resolution brain networks to be sparsely connected, with connection densities varying between 2.8% and 3.0%. Between 9% and 14% of all binary connections are interhemispheric. 54% of the total edge mass (the sum of all fiber densities) is accounted for by connections linking ROIs belonging to the same anatomical subregion, 42% is made between ROIs belonging to different anatomical subregions located in the same cortical hemisphere, and 4% is interhemispheric (homotopic or heterotopic). Confirming earlier reports [225], we find that cumulative distributions of node degree and node strength are exponential rather than scale-free (see also Section 9.3). While not scale-free, node degrees and node strengths for single ROIs can vary over a significant range (approximately 10-fold), indicating that fiber densities are not uniformly distributed across the cortical surface. Figure 10.1A and 10.1B shows the distribution of average node degree and node strength rank-ordered by anatomical subregion. A large number of ROIs with high degree and high strength are localized within subregions of medial cortex (e.g., cuneus and precuneus, posterior and anterior cingulate cortex) and temporal cortex (e.g., bank of the superior temporal sulcus). A plot of the distribution of node strengths on the cortical surface across all participants (Figure 10.1C) shows consistently high values in posterior medial cortex, in medial frontal cortex, and in superior temporal cortex.

ROIs with high degree or strength may connect randomly or they may connect preferentially to one another. We examine high-resolution connection patterns from individual subjects for degree and strength correlations by computing the network’s assortativity [153]. We find that networks of all five subjects exhibit positive assortativity (0.1941 ± 0.0513 for degrees; 0.2161 ± 0.0275 for strengths) indicating a tendency for nodes with matching degree or strength to be directly connected. As expected, degree-matched randomized control networks show assortativity narrowly distributed around zero (e.g. -0.0122 ± 0.0098 for degrees). Positive assortativity is consistent with the existence of a densely interconnected and coherent structural core of brain regions.

Network visualizations

A representative example of a high-resolution structural connection matrix of an individual human brain is shown in Figure 10.2A. Entries of the matrix represent fiber densities between pairs of single ROIs. The matrix shown in the example displays a total of 14'865 symmetric connections (connection density 3.0%). To visualize structural patterns within this connection matrix, we extract the connectivity backbone ([104], see Material and Methods), which is displayed in Figure 10.2B with a layout derived from the Kamada-Kawai force-spring algorithm [123] implemented in Pajek [18]. The algorithm generates a spatial arrangement of ROIs along clearly defined anterior-posterior and medial-lateral axes and reveals clusters of dense connectivity within posterior, temporal, and frontal cortex. Figure 10.2C shows the connectivity backbone plotted in anatomical coordinates. The dorsal view shows groupings of highly interconnected clusters of ROIs arranged along...
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Figure 10.1: (A) Ranked distribution of node degree for left and right cerebral hemispheres. Shaded bars represent means across five participants and symbols indicate data for individual participants. (B) Ranked distribution of node strength for left and right cerebral hemispheres. (C) ROI strength obtained from high-resolution connection matrices. The plot shows how consistently ROI strength ranked in the top 20% across participants.

the medial cortical surface, extending from the precuneus via posterior and anterior cingulate cortex to the medial orbitofrontal cortex. Dorsal and lateral views additionally show clusters of temporal and frontal ROIs in both hemispheres.

Major structural patterns become more evident when considering the average regional connection matrix (Figure 10.3A). The matrix is constructed by calculating mean fiber densities over individual pairs of ROIs comprising each subregion, followed by the averaging of densities over all five participants. Figure 10.3B displays the connectivity backbone constructed from the average regional connection matrix, revealing groupings of anatomical regions largely corresponding to those shown for the high-resolution backbone in Figure 10.2B. A dominant feature of the regional connection matrix is a single, callosally interconnected cluster of regions extending from the cuneus and precuneus via cingulate cortex to medial frontal cortex. In addition, each hemisphere contains a single, relatively distinct cluster of temporal cortical regions, as well as a less-densely interconnected frontal cluster comprising periorbital cortex, pars opercularis, pars triangularis, and other regions.
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Figure 10.2: (A) Matrix of fiber densities (connection weights) between all pairs of $n = 998$ ROIs. ROIs are plotted by cerebral hemispheres, with right-hemispheric ROIs in the upper left quadrant, left-hemispheric ROIs in the lower right quadrant, and interhemispheric connections in the upper right and lower left quadrants. All connections are symmetric and displayed with a logarithmic color map. (B) Kamada-Kawai force-spring layout of the connectivity backbone. Labels indicating anatomical subregions are placed at their respective centers of mass. Nodes (individual ROIs) are coded according to strength and edges are coded according to connection weight (see legend). (C) Dorsal and lateral views of the connectivity backbone. Node and edge coding as in (B).

k-Core decomposition, modularity, and hubs

While network visualization provides strong hints of connectional relationships, objective methods are needed to map structural cores, to delineate network modules, and to identify hub regions that link distinct clusters. We quantify these phenomena using k-core decomposition [7], spectral community detection [154], and nodal participation indices [86], respectively.

Intuitively, a network core is a set of nodes that are highly and mutually interconnected. For a binary network, the k-core is the largest subgraph comprising nodes of degree at least $k$, and is derived by recursively peeling off nodes with degree lower than $k$ until none remain [7]. Each node is then assigned a core number, which is defined as the largest $k$ such that the node is still contained in the k-core. We perform k-core decomposition on binary, high-resolution connection matrices from all five participants and derive the core number for each ROI, as well as the average core number for each anatomical subregion (Figure 10.4). A large core number indicates that an ROI or region is resistant to this erosive procedure and participates in high-k structural cores of the network. In all participants, full erosion occurs at a core number of 20. The most consistent members of
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Figure 10.3: (A) Matrix of inter-regional fiber densities between pairs of anatomical subregions, obtained by averaging over fiber densities for all pairs of ROIs within the regions, and averaging across all five participants. Connection weights are symmetric and are plotted on a logarithmic scale. (B) Network layout. (C) Dorsal and medial views of the connectivity backbone in anatomical coordinates.

the highest degree k-core for each network (Figure 10.4A and 10.4B) are the precuneus, the posterior cingulate, the isthmus of the cingulate, and the paracentral lobule in both hemispheres. In all participants, the structural core is located within posterior medial cortex, and often extends laterally into parietal and temporal cortices, especially in the left hemisphere. A rank-ordered distribution of average core numbers per anatomical subregion (Figure 10.4C) identifies the posterior cingulate cortex, the isthmus of the cingulate cortex, the precuneus, the cuneus, and the paracentral lobule as regions with a high core number. Several temporal and parietal structures, including the superior and inferior parietal cortex, the bank of the superior temporal gyrus, and transverse temporal cortex all have high core rankings as well. k-Core decomposition, as applied in this work, largely discards edge weights. To test if the inclusion of edge weight information would alter our conclusions, we design a procedure that operates on the weighted fiber density matrix and erodes vertices according to their strength (s-core decomposition). s-Core decomposition (Figure 10.5) identifies the posterior cingulate cortex, the precuneus, the cuneus, the paracentral lobule, as well as the superior and inferior parietal cortex, all in both hemispheres, as members of the structural core.

We use spectral graph partitioning [154] to identify modules within the weighted high-resolution (n = 998) network as well as within the weighted average regional (n = 66) network. The spectral algorithm provides a means of grouping regions in a way that optimally matches the intrinsic modularity of the network. Optimal modularity for the average regional connectivity matrix is achieved with six clusters (Figure 10.6A). Four
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Figure 10.4: (A) Network cores for each individual participant derived by k-core decomposition of a binary connection matrix obtained by thresholding the high-resolution fiber densities such that a total of 10,000 connections remain in each participant. Nodes are plotted according to their core number, counted backwards from the last remaining core. (B) Average network core across all five participants. (C) Ranked distribution of core numbers for left and right cerebral hemispheres. Shaded bars represent means across five participants and symbols indicate data for individual participants.

Contralaterally matched modules are localized to frontal and temporo-parietal areas of a single hemisphere. The two remaining modules comprise regions of bilateral medial cortex, one centered on the posterior cingulate cortex and another centered on the precuneus and pericalcarine cortex. Recovering the modularity structure using high-resolution connection matrices produces similar results (data not shown).

Knowledge of the distribution of connections within and between modules enables us to identify provincial hubs (hub regions that are highly connected within one module) and connector hubs (hub regions that link multiple modules) [86]. Without exception, connector hubs are located within the anterior-posterior medial axis of the cortex (Figure 10.6A), including bilaterally the rostral and caudal anterior cingulate, the paracentral lobule, and the precuneus. Examination of high-resolution connection matrices shows that the majority of connector hub ROIs is consistently found in posterior medial and parietal cortex (Figure 10.6B). Provincial hubs are members of the frontal (e.g., medioorbitofrontal cortex), temporoparietal (e.g., bank of the superior temporal sulcus, superior temporal cortex) or occipital modules (e.g., pericalcarine cortex). Most core regions, as identified by k-core or s-core decomposition, are members of the two medial modules. When combined into a single core module, over 70% of the between-module edge mass is attached to the core.

When modularity detection is applied to more restricted portions of the high-resolution
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Figure 10.5: s-Core decomposition is carried out as described in Section Material and Methods. Individual s-core plots are shown for all five participants (A), as well as a plot showing the average s-core across all five participants (B). (C) A rank-ordered distribution of s-core numbers for all 66 anatomical subregions is shown.

connection data sets, for example the visual and frontal cortex, we are able to recover clusters that are consistent with those found in previous studies based on classical anatomical techniques, or orderings that were suggested based on functional subdivisions. For example, we find, in all five participants, a segregated dorsal and ventral cluster of visual ROIs, corresponding in location and extent to the dorsal and ventral stream of visual cortex [218]. Clustering of frontal cortical ROIs yields distinct clusters centered on orbital, medial, and lateral frontal cortex (Figure 10.7).

Centrality and efficiency

Regions with elevated betweenness centrality are positioned on a high proportion of short paths within the network [70]. The spatial distribution of ROIs with high betweenness centrality (Figure 10.8A and 10.8B) shows high centrality for regions of medial cortex such as the precuneus and posterior cingulate cortex, as well as for portions of medial orbitofrontal cortex, inferior and superior parietal cortex, as well as portions of frontal cortex. Figure 10.8B provides lateral views of the distribution of centrality across the two cerebral hemispheres showing that ROIs with high centrality are widely distributed. For example, ROIs with high centrality are found in the superior and middle frontal gyrus, in the inferior and superior parietal cortex, in addition to in regions of cingulate and medial posterior cortex. Averaged over all ROIs belonging to the same anatomical subdivision and over all participants (Figure 10.8C), centrality appears highest in the right and left posterior cingulate cortex, as well as other subdivisions of cingulate cortex,
Figure 10.6: The modularity is derived from the average regional connection matrix. (A) The plot shows a dorsal view, with nodes representing anatomical subregions. The spatial position of each region corresponds to the center of mass coordinates calculated from participant A, scan 2 (as seen in Figure 10.3C). Six modules are shown as gray circles centered on their center of mass and sized according to their number of members. Edges correspond to the average connection densities of each region with the member regions of each of the six modules, plotted between that region’s spatial coordinates and the center of mass of each module. Connector hubs are defined as regions with above average strength and a participation index \( P \geq 0.3 \), indicating a high proportion of cross-module connectivity. These regions are marked as filled yellow circles. Provincial hubs have above-average strength and \( P < 0.3 \); they are marked as unfilled yellow circles. (B) Connector hubs obtained from analyses of high-resolution connection matrices. ROIs are displayed according to how consistently a given ROI is identified as a connector hub across participants.

and the precuneus and cuneus. Efficiency is related to closeness centrality, in that regions with high efficiency maintain short average path lengths with other regions in the network. We find that the posterior cingulate cortex, the precuneus, and the paracentral lobule are most highly ranked in both cerebral hemispheres (Figure 10.8D).
Figure 10.7: Cluster analysis of visual and frontal cortex. (A) After selection of visual ROIs and their interconnections, we search for optimal modularity using the spectral community detection algorithm described in [154]. The plot shows an overlay of the cluster arrangement found for each of the five participants. Red, green, and blue dots indicate the anatomical positions of ROIs grouped into three distinct clusters, roughly corresponding to occipital, ventral, and dorsal visual system, respectively. Pure colors indicate that the ROI is grouped consistently (for all five participants) into the corresponding cluster; intermediate clusters indicate groupings that are inconsistent across participants. (B) Clusters obtained after modularity analysis restricted to frontal ROIs and their interconnections, roughly corresponding to medial, lateral, and orbital frontal cortex.
Figure 10.8: (A) ROI centrality obtained from analyses of high-resolution connection matrices. The plot shows how consistently ROI centrality ranked in the top 20% across participants. (B) Lateral views of the right and left cerebral hemispheres showing ROI centrality, averaged across all five participants and projected onto the cortical surface of participant A. (C) Ranked distribution of betweenness centrality for left and right cerebral hemispheres. Shaded bars represent means across five participants and symbols indicate data for individual participants. (D) Ranked distribution of efficiency for left and right cerebral hemispheres.
10.4 Discussion

Cortical connectivity plays a crucial role in shaping spontaneous and evoked neural dynamics. We map structural cortico-cortical pathways in the human cerebral cortex at high spatial resolution and find evidence for the existence of a structural core composed of posterior medial and parietal cortical regions that are densely interconnected and topologically central.

We characterize the structural core by mapping network indices, such as node degree, strength, and centrality, and by applying several network analysis methods: extracting a structural backbone, performing core decomposition, retrieving network modules, and classifying hub nodes. While several of these measures are known to be interrelated, each provides a different viewpoint from which to discern major features of the large-scale architecture. Based on their aggregated ranking scores across six network measures, we can identify eight anatomical subregions as members of the structural core. These are the posterior cingulate cortex, the precuneus, the cuneus, the paracentral lobule, the isthmus of the cingulate, the banks of the superior temporal sulcus, and the inferior and superior parietal cortex, all of them in both hemispheres. These regions are chosen because they exhibit elevated fiber counts and densities (node degree and strength), they are most resistant to the erosive procedures of k-core and s-core decomposition and they have high topological centrality. The high degree of interhemispheric coupling within the core further suggests that it acts as a single integrated system from which processes in both cortical hemispheres are coordinated.

The central structural embedding of posterior medial cortex in the human brain is consistent with a series of physiological findings including high levels of energy consumption and activation at rest [172] and significant deactivation during goal-directed tasks [67, 172, 190]. Studies of resting state functional networks have reported a high density of strong functional connections in posterior cortex [2]. In such networks, the precuneus was found to exhibit short path length, low clustering, and high centrality [1, 2]. Activation of the precuneus [40] and of other cortical midline structures [155] has been linked to self-referential processing and consciousness. Reduced metabolic activation in the posterior cingulate cortex [149], amyloid deposition, and atrophy [32], as well as impaired task-dependent deactivation in posterior medial cortex, is associated with the onset of Alzheimer-type dementia [144, 167].

The human default network comprises a set of interacting subsystems linked by hubs [30]. Key components of the default network are the posterior cingulate cortex, the precuneus, the lateral and medial parietal cortex, and the medial prefrontal cortex [66, 67, 82, 190]. Of these areas, medial prefrontal cortex is the only component entirely excluded from the structural core. Our structural results suggest the hypothesis that default network activity may be driven from highly coupled areas of the posterior medial and parietal cortex, which in turn link to other highly connected and central regions, such as the medial orbitofrontal cortex.

An important issue relates to the comparison of our present network analysis in human cortex to previous analyses carried out on anatomical connection matrices derived from tract-tracing studies in the macaque monkey. Direct comparison is made difficult by differences in spatial resolution (998 ROIs in human, 3070 regions in macaque), the incomplete coverage of macaque cortex in most extant data sets, the lack of interhemispheric connections in the macaque, the lack of connection density data in the macaque, and the
uncertainty of cross-species homologies between functionally defined brain regions [156]. A previous study focusing on the distribution of highly central hubs in macaque cortex had revealed the existence of connector hubs in some areas of prefrontal and parietal cortex [195], but was lacking connectional data on significant portions of posterior medial and frontal cortex. Here, we report ROIs with high centrality in several human cortical subregions, including medial and superior frontal cortex, inferior and superior parietal cortex, as well as cingulate and posterior medial cortex. The structural embedding of core regions within the human brain is consistent with anatomical studies of the connections of the macaque posteromedial cortex, which includes posterior cingulate and medial parietal regions. These regions are reported to have high interconnectivity as well as widespread connection patterns with other parts of the brain [163].

Previous attempts to provide a map of structural connections of the human brain have utilized correlations in cortical gray-matter thickness [100], as well as diffusion tensor imaging (DTI) [111,112]. Our approach to mapping human cortical structural connections is DSI followed by computational tractography. DSI has been shown to be especially sensitive with regard to detecting fiber crossings. In macaque monkey [182], this method has been shown to produce connection patterns that substantially agree with traditional anatomical tract tracing studies. As shown in Part II of this thesis, several studies suggest that diffusion imaging can yield accurate connection maps. However, it must be noted that the method may be participant to scanning noise, errors in fiber reconstruction, and systematic detection biases. In particular, smaller fiber tracts and interhemispheric connections toward lateral cortices may be under-represented given the limited resolution and complexity of the anatomy in the centrum semi-ovale. We note that our study focuses on a large-scale anatomical feature, the structural core, and that our main conclusions are insensitive to various degradations and manipulations of the original fiber density matrix (data not shown).

Future improvements in diffusion imaging and tractography, as well as computational network analysis, will no doubt reveal additional features of the connectional anatomy of the human brain. It will be important to include major subcortical regions, such as the thalamus, into future network analyses. Another advance would be to parcellate the cortex not on the basis of sulcal and gyral landmarks, but rather on the basis of regularities in functional connections that are observed in individual participants [48,116].

10.5 Conclusion

In this chapter, we have used the mapping of the human connectome to provide evidence for the existence of a structural core in the human cerebral cortex. This complex of densely connected regions in posterior medial cortex is both spatially and topologically central within the brain. Its anatomical correspondence with regions of high metabolic activity and with some elements of the human default network suggests that the core may be an important structural basis for shaping large-scale brain dynamics. The availability of single-participant structural and functional connection maps now provides the opportunity to investigate inter-participant connectional variability and to relate it to differences in individual functional connectivity and behavior.
11.1 Achievements

Throughout this thesis, we have investigated the possibilities of whole-brain diffusion MR tractography. After a short introduction on diffusion MRI and tractography, we have presented a methodology allowing us to obtain the human connectome from the diffusion images. This methodology has opened a window on multiple aspects of the brain connectivity. First, by combining the human connectome framework with front propagation techniques we have obtained a highly sensitive tractography algorithm, which enables the study of associative fiber tracts that can not be observed with conventional MR tractography techniques. Second, the analysis of the human connectome has revealed important characteristics of the human brain, such as its small-world architecture. We published these results in [93]. Third, by studying network properties of the human connectome we have been able to define the cortical areas that belong to the core of structural connectivity. Those areas have been shown to correspond to regions belonging to the brain’s default network. This is presented in details in our publication [90].

However, without an extensive validation of MR tractography, which is the main underlying component of the human connectome, the above mentioned applications would not be meaningful. Little is known about the human brain anatomical connectivity. Few ex-vivo tracing studies have been performed and most of our knowledge is deduced from animal models. Therefore, the validation of MR tractography suffers from the lack of a gold standard. Here again, the human connectome framework has allowed to investigate unexplored ways and has turned out to be an indispensable tool towards the validation of tractography. First, we have evaluated the confidence we can have in the connections obtained from diffusion MR tractography by studying the influence of non-diffusion
effects. We have shown that whereas we can have a strong confidence in long-range connections, short-range connectivity is significantly affected by random effects and thus has to be interpreted with caution. Those results were published in [76]. Second, we have studied the relationship between the structural connectivity obtained from diffusion MR tractography and the functional connectivity obtained from resting-state functional MRI. We have observed a strong correlation between these two modalities, supporting the hypothesis of a strong relationship between structure and function in the brain. This relationship is analyzed in details in our publication [109]. Third, we have analyzed the performance of various diffusion acquisition schemes through several measurements based on the human connectome. Diffusion spectrum imaging turns out to be the most sensitive diffusion scheme and consequently the adequate candidate for MR tractography. Taken individually, each of these studies can only be considered as partial validation. However, the multiplicity of the employed techniques, along with the integration of non-diffusion modalities such as functional MRI, and finally the novelty of the whole-brain approach constitute a big step towards the definitive validation of diffusion MR tractography.

11.2 Perspectives

Improvements of the human connectome

The mapping of the human connectome may benefit from several technical improvements.

- The diffusion acquisition and the associated pre-processing steps constitute a crucial point for the accurate mapping of the human connectome. Higher spatial and angular resolutions would improve the orientational information and would lower the partial volume effects. Motion and field inhomogeneities are important sources of noise in the diffusion MR images, that may be corrected by adapting the existing correction techniques currently applied to anatomical MR data. A reduction of the acquisition time is also needed, if one wants to perform high angular resolution diffusion imaging on patients.

- Although a lot of tractography algorithms have been developed in order to maximize the information extracted from diffusion tensor imaging, their adaptation to higher angular resolution techniques such as diffusion spectrum imaging remains largely uninvestigated. A lot of work has to be done in order to fully exploit the potential of such diffusion acquisitions. Moreover, there is a great need for fiber selection methods aiming at limiting the effect of partial voluming, thus increasing the specificity of tractography.

- The parcellation of the cortex is determinant in the mapping of the human connectome. In our opinion, the major challenge consists in choosing the right criteria to define an identical node between subjects. In this thesis, we have chosen to label the nodes according to their topological position on the cortical surface. However, they could also be labelled according to some sophisticated functional MRI experiment that would partition the cortex using many activation paradigms. The connectivity itself could also be used to label the nodes, in such a way that the connectional profile is preserved. A lot of work has thus to be achieved in order to find the ideal parcellation.
11.2. Perspectives

Potential applications of the human connectome

The technical improvements mentioned above, that should be addressed in order to increase the precision of high-resolution structural networks, are only part of the challenge. Now that the human connectome can be mapped with diffusion MR tractography, one can foresee many extremely exciting applications in the field of basic or clinical neuroscience. However, these applications will require the development of advanced network analysis methods and visualization tools. Furthermore, with the expected accumulation of tremendous amounts of data, we will need to develop adequate systems of connectional databases, that can serve queries from a large neuroscience community needing connectional information.

Connectome visualization Since large-scale connectional networks directly derived from in vivo imaging are getting more readily available, adequate representations of these complex data in a visual form is crucial in order to help the analysis. Our group is currently developing the ConnectomeViewer. We have defined the connectome file format as a XML metadata structure that contains the heterogeneous types of data, such as three dimensional brain images, surface-rendered brain structures, fiber trajectories, or networks and their associated properties. With this tool, networks can be visualized in the form of directed and undirected graphs embedded in 3D, and global network measures can be computed. It also allows the mapping of fiber pathways corresponding to a particular edge of the graph. The ConnectomeViewer is expected to provide the scientific community with an extensible and powerful tool for visualization and analysis of the human connectome.

Connectional databases Recently, international efforts have begun to build standardized ontologies in neuroscience (www.neurolex.org), especially important in the field of neuroanatomy. We believe that embedding connectomics research in this landscape, providing highly standardized and widely available connectional information, is of the highest interest for the neuroscience community. Therefore, we propose a semantic wiki (www.connectome.ch) that would serve as a web interface to query a database hosting connectional information from different sources. Similar to existing connectivity databases such as CoCoMac (www.cocomac.org), SumsDB (http://sumsdb.wustl.edu) or BAMS (brancusi.usc.edu/bkms), this fully integrated connectome wiki and database would provide a way to store and query easily the large data sets coming from MRI connectomics in the upcoming years.

The connectome of the healthy and diseased brain From a conceptual point of view, the nervous system is most conveniently considered as a large-scale network, and mapping its topology is essential to understand its organizing principle. For the human brain, such connectional information has been lacking for a long time, hampering the development of neuroscience [51]. As shown in this thesis, diffusion MRI tractography is about to fill this gap. The combination of structural and functional imaging developments will provide us with a more and more comprehensive map of brain connectivity. The human connectome is expected to be at the root of significant improvements in the understanding of the brain’s function, both in the healthy and pathologic states, or during development and senescence.
In the near future, one will need large studies combining high quality structural and functional connectomic data with elaborate demographic, social, cognitive, somato-motor and genomic data. The collection of this information should allow us to understand the principle of brain network topology, as well as its normal variation. It should also enable, via the development of adequate models, to link structure and function. The variation of structural and functional connectional patterns will not only be characterized, but interdependence will also be studied. Even more exciting is the potential inferences we will be able to draw from a clever combination of large population based connectomic and genomic information. Indeed, except a few notorious Mendelian gene defect related to clear brain malformations, the genetic determinants of brain organization are largely unknown. Such large-scale data should enable to identify the subtle mono- or multi-genetic determinants of neuronal network topology, network myelination, network information flow and functional interaction.

From birth to early adulthood the brain undergoes dramatic modifications, axonal pruning, synaptic plasticity and myelination. Those modifications are expected to modify the neuronal network topology and information flow quite extensively. Similarly, at the other end of age spectrum, normal degenerative mechanisms induce changes in the brain white and gray matter, causing neuronal loss and modification of neuronal information transport efficacy, which inevitably translate into cognitive decline [52, 148]. On the other hand, the neuroscience community recognizes that mis- or dis-connectivity is implicated not only in the etiology of many neuro-psychiatric diseases, but also as the primary mechanism for observed morphometric changes [133, 188, 202]. Schizophrenia and Alzheimer’s disease are the two most prominent examples [16, 31]. In both cases, it has been shown that widespread changes in cortical thickness, white matter structure, brain electrophysiology and metabolism occur. Those changes are supposed to be related to changes in the underlying connectivity, which likely precisely translated into the related cognitive impairment. In this context, the human connectome and its related network metrics may become important diagnostic tools, as more and more connectomics data sets, from healthy human participants and from people with clinical conditions, become available.

We hope that this thesis will contribute to the development of this extraordinary and fascinating domain of in vivo human brain connectivity analysis.
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