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Abstract. Logics that involve collections (sets, multisets), and cardinal-
ity constraints are useful for reasoning about unbounded data structures
and concurrent processes. To make such logics more useful in verification
this paper extends them with the ability to compute direct and inverse
relation and function images. We establish decidability and complexity
bounds for the extended logics.

1 Introduction and Background

Deductive verification of software often involves proving the validity of formu-
las in expressive logics. Verification condition generation produces such formulas
directly from annotated source code [2,4], whereas predicate abstraction tech-
niques [3] generate many formulas during fixpoint computation. Abstract inter-
pretation [5] precomputes parameterized transfer functions; the automation of
this process [24] also reduces to proving formula validity.

As the starting point of this paper we consider decidable logics whose vari-
ables denote collections of objects, corresponding to, for example, dynamically al-
located objects in the heap, or concurrent processes. Our logics support standard
set algebra operations such as N, U and complement, as well as the cardinality
operator that computes the number of elements in the collection, then imposes
linear integer arithmetic constraints on the cardinalities. One such logic is QF-
BAPA (quantifier-free Boolean Algebra with Presburger Arithmetic), which was
recently proved to belong to NP [15]. The result was subsequently generalized to
multisets (bags), in which elements can optionally repeat [21,22]. The usefulness
of collections and cardinality measures on them has been illustrated by a number
of examples from software analysis and verification, including not only decision
procedures [13,15, 28] but also static analyses that operate directly on the set
abstraction or the cardinality abstraction [10,12,20].
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To make the logics of collection more useful, in this paper we generalize them
in a natural direction: we introduce functions and relations and allow comput-
ing images and inverse images of sets under these functions and relations. Our
primary motivation is that in verification problems, collections such as sets and
multisets are often defined by computing an image of a more concrete data struc-
ture, often itself a set (see Section 2). The resulting logics are extensions of both
the logics with cardinalities, but also of certain previously studied constraints
(none of which include symbolic cardinality bounds): certain Tarskian set con-
straints [9], certain Description Logics [1], and set-valued field constraints [14].
Our techniques are also related to the technique of bridging functions [18]. What
distinguishes our result from previous ones is the (often optimal) complexity that
we achieve in the presence of sets, multisets, relations, and symbolic cardinality
constraints. Our NEXPTIME fragment includes images of n-ary relations and
is thus not expressible in the two-variable logic with counting [19, 23].

Contributions. We summarize the contributions of this paper as follows:

— We describe a new NEXPTIME-complete logic that includes sets, n-ary re-
lations, unary functions, and symbolic cardinality constraints.

— We sketch the extension of the logic above with cardinalities of relations and
with n-ary function symbols; we prove 2-NEXPTIME upper bound for its
satisfiability.

— We point to a few simple extensions of the above logic that lead to undecid-
ability.

— We consider an extension of QFBAPA [15] with relation image constraints
of a relation between two disjoint sorts of elements results. Using the sort
restriction, we show that the sparse model solution phenomenon applies and
prove membership in NP (and thus NP-completeness).

— We show NEXPTIME completeness (by reduction to [21]) of a logic that
allows computing multisets instead of sets as function images, preserving
the multiplicity of elements that occur in the range of the function multiple
times. This is a natural definition of the notion of multiset comprehension
and arises e.g. when using multisets to abstract the content of a Java-like
linked data structures.

2 Example

Consider a dynamically allocated data structure (such as a list or a tree) that
manipulates a set of linked nodes denoted by the variable nodes. The useful
content in the data structure is stored in the data fields of the elements of nodes.
The nodes set can be either explicitly manipulated through a library data type
or built-in type [6], or it can be verified to correspond to a set of reachable
objects using techniques such as [26]. The content of the list, stored in the
content specification variable, is then an image of nodes under the function data.
We consider two cases of specification in our example: 1) content is a set, that
is, multiple occurrences of elements are ignored and 2) content is a multiset,
preserving the counts of occurrences of each element in the data structure.



nodes C alloc A card tmp = 1 A tmp N alloc = @ A data[tmp] = e A
content = data[nodes] A nodesl = nodes U tmp A contentl = data[nodesl] —
card contentl < card content + 1

Fig. 1. Verification condition for verifying that by inserting an element into a list,
the size of the list does not decrease. The variables occurring in the formula have the
following types: nodes, alloc, tmp, e, content, contentl :: Set(E), data :: E — E.

nodes C alloc A card tmp = 1 A tmp N alloc = @ A data[tmp] = e A
content = data[nodes] A nodesl = nodes U tmp A contentl = data[nodesl] —
card contentl = card content + 1

Fig. 2. Verification condition for verifying that by inserting an element into a list, the
size of a list increases by one. The variables occurring in the formula have the following
types: nodes, alloc, tmp, e :: Set(E), content,contentl :: Multiset(E), data :: E — E.

The verification condition generated for the case when the image is a set is
given in Figure 1. This formula belongs to the language QFBAPA-Rel defined in
Section 3 and a decision procedure presented there checks satisfiability of such
formulas. It reduces a formula to a (exponentially larger) quantifier-free BAPA
formula [15] by introducing Venn regions [25] and cardinality constraints on
them, and eliminating the function symbols such as data. The resulting formula
can be decided using the NP algorithm in [15], giving NEXPTIME procedure
overall.

A more precise abstraction is obtained if content is viewed as a multiset.
Figure 2 shows the verification condition for this case. Section 6 describes a
decision procedure for an extension of QFBAPA with function symbols where
functions can also return a multiset, not only set. The approach also rewrites
sets as a disjoint union of Venn regions. It then constrains the cardinality of the
multiset obtained through the image to be equal to the cardinality of the original
set. This final formula is a formula in the NP-complete logic for reasoning about
multisets and cardinality constraints [21,22].

3 QFBAPA-Rel: A Logic of Sets, Cardinalities, Relations,
and Unary Functions

This section presents a decision procedure for the language of sets, cardinalities,
n-ary relations, and unary total functions. The language we consider is denoted
QFBAPA-Rel and is defined by the grammar in Figure 3. It naturally extends
quantifier-free fragment of BAPA [15] with unary function symbols (denoted by
f,g,...) and relations of any arity (denoted by p,q,r,... to distinguish them
from functions). The expression f[B] denotes the set {y | Jz.x € BAy = f(z)}.
Cardinality constraints allow us, in particular, to express whether a function
is injective on A (by |f[A]] = |A|) or surjective onto A (f[U] = A). For a
binary relation r, the expression r[A] is a relational join expression denoting
{y | 3v.x € AN (x,y) € r}. Analogously, r~1[B] denotes {z | 3y.y € BA (z,y) €



r}. We require functions to be total, whereas relations need not be left-total
or right-total. Higher-arity relations have an analogous interpretation with the
term r[By,..., Bi_1,*, Bit1,. .., Bi] standing for the set

{zi| 1 € By,...,wi—1 € Bi—1,2i41 € Biy1,..., o1 € B A (21,...,2) €7}

for a relation r of arity k.

The decision problem we are concerned with is the satisfiability problem
for QFBAPA-Rel: the question of existence of a finite interpretation a in which
formula is true.

An interpretation assigns values to set, integer, function, and relation vari-
ables. If « is an interpretation then afz := v] is an interpration with afz :=
v](z) = v and afz ;= v](y) = a(y) for z # y.

IZ:L|F1\/F2|—\F

:::Blng|T1<Tg|KdvdT

=2 |0|U|BiUB, | B°| f[B]| £~ [B] | r[B] | +~*[B]|
T[Bl7...,Bi_17*7Bi+17“4,Bk]

T:=k|K|MAXC|T1+1T>| |B]

K= |=2|=1]0]1]|2]-

s eeS

Fig. 3. Syntax of QFBAPA-Rel

3.1 Decision Procedure for QFBAPA-Rel

Our decision procedure for QFBAPA-Rel satisfiability is a reduction to the satisfi-
ability of quantifier-free Boolean algebra with Presburger arithmetic (QFBAPA).
The first step of the reduction is elimination of function inverses and functional
and relational composition from the given formula. Because all functions are to-
tal, B = f~1[A] is equivalent to f[B] C A A f[B¢] C A°. We allocate a fresh set
variable for every functional or relational join application. For example, a formula
fIr[A]] € h[BNC] becomes E C GAD = r[AJAE = f[D]ANF = BNCAG = h[F].
This separates functional and relational terms from the rest of the formula. Us-
ing these transformations we obtain (in polynomial time) a conjunction of a
QFBAPA formula Fgapa and a conjunction of set constraints Fimace.

For every function term f, formula Fjyace contains constraints of the
form A; = f[B;] where A; and B; are set variables. For every relational
term r where r is binary, Fiuace contains constraints of the form A; =
r[B;] and A, = r~'[B!] where A;, Al, B;, B, are set variables. For a rela-

tion r of arity k the formula Fjuace contains constraints of the form Ag =

r[B},...,B *, BY . Bllfor1<j <k

J
i(j—1) i(j+1)



Eliminating function applications. Let si,...,s,, be the Boolean algebra
terms representing the disjoint Venn regions that are formed by taking intersec-
tion (,,c(0,13 05" of all set variables b; appearing in the entire original formula.
For a set =, ! denotes = and 2° denotes x°. We focus on a single function symbol
f and its constraints from Fiuyace, We repeat the following algorithm for every
function symbol f that appears in Fimace-

Let A\, A; = f[B;] be the constraints for f. Each term B; may be written as
a disjoint union of cubes s;, Us;, U...Us;, so that f[B;] = |J f[s;,]. Because
the cubes are disjoint, we can define the values of the function on each cube
independently. Introduce set variables t; = f[s;]. Replace each term f[B;] with
the corresponding union J¢;; of a subset of cube images:

A= U 4 (1)

s;EB;

After this transformation, the set constraints are reduced to QFBAPA by in-
troducing fresh set variables ¢;. Moreover, we introduce the following functional
consistency axrioms:

Al < lsil A (il = 0 & |si| = 0) (2)

Theorem 1. The projections of the set of solutions (models) for formulas (1)
A (2) and the formula Fimace onto set variables A;, B; are equal.

Proof. Given a solution of Fiuacge, define the value of ¢; as the value of f[s;].
The result is a model satisfying (1) A (2). Conversely, consider a model a of
(1) A (2); we construct a model o’ that agrees with o on A;, B; and has the
value o/(f) such that o/(f[s;] = t;) holds. For different s; such definitions are
independent. For «(s;) = 0 also «(s;) = 0, so condition o (f[s;] = ¢;) holds.
Otherwise, 0 < |a(t;)] < |a(sj)| by (2). Then there is a surjective function
h:s; — t;. Pick any such h and define restriction of o/ (f) on s, to be h. m

Eliminating binary relations. Previous procedure does not apply in a
straightforward way to relations partly because we do not have a way to ex-
press directly inverses for relations that are not total. We instead apply the
algorithm in Figure 4 for each relation r. The motivation for this algorithm is
as follows.

Let A; = r[B;] and A, = r~![B]] be the constraints from Fimace for r. Simi-
larly to the above, let b; be Venn regions over B;. Introduce fresh set variables
¢; that are constrained by ¢; = r[b;]. Because relational join commutes with set
union, A; = r[B;] is equivalent to A; = Ubjg B, ¢j- Repeat this procedure for B}
using b, as Venn regions over B;. We obtain constraints of the form ¢; = r[b;]
and ¢, = r= 1]

Next, introduce new relation variables rj; meant to denote the restriction
{(z,y) | x € bj Ny € bj, A (z,y) € r} of the relation r to b; in the domain and

% in the codomain. Then 7 is the disjoint union of 7, over all pairs of j and k.



INPUT: contrains A, A; = r[Bi| A\, A} = r~'[B]]

OUTPUT: an equisatisfiable QFBAPA formula

1. define Boolean algebra terms b; for Venn regions over B;

. define Boolean algebra terms b}, for Venn regions over B;

. introduce fresh set variables Ljx, R for every pair b; and bj,

. introduce constraints Lj, C bj A Rjr C by A (Ljx =0 < R, = 0)
. replace each set constraint A; = r[B;] with A; = Ubngi Uy Rjk

. replace each set constraint A} = »~1[B;] with A} = Ub;CCBi U, Lk

N O Uk W N

. take conjunction of all set constraints from steps 4,5,6

Fig. 4. Algorithm for eliminating relations from QFBAPA-Rel

We rewrite the constraints on ¢;, ¢}, as:

A (cj = UUk[%‘])A/\ <C;€ =Uri [bk])

J k k J

The behavior of each relation rj;, is unrestricted by any other constraints as long
as it is a relation from domain b; to codomain bj,. That means that the relation
;i is determined for our purposes by its domain and range 7, [b;] and r;kl [b7.]-
We introduce two set variables to encode these as 1?5, and Ly, respectively. We
rewrite the relation constraints as ¢; = U, Rjx and ¢}, = U, Ljk.

The relational consistency condition amounts to the following axioms:

/\ij gbj/\Rjk gb;g/\(ij:®<:>R]k :(Z))
7,k

Because both j and k range over singly exponentially many variables, there are
singly exponentially many fresh variables and constraints introduced.

Theorem 2. The algorithm in Figure 4 produces a QFBAPA formula of singly
exponential size with the same set of solutions for A;, By, A}, Bi.

Proof. Because we only made sound syntactic transformations and introduced
variables defined by existing terms, it suffices to show that a model of the gen-
erated QFBAPA formula extends to a model of the original formula. Assume we
are given an interpretation of the QFBAPA formula, that is values of L;, and
R, and the set variables from the original formula A, B;, A}, B]. Relation con-
sistency axioms allow us to define total relations r;, by mapping every element
from Ljj, to every element from R;j. An interpretation of r is then the union of
all these pairwise non-intersecting relations ;5. To see that we satisfied the set
constraints, consider, for example, constraint A; = r[B;]:

rBil= U ol = U Urielsl = U Urnlbs] =

b; CB; b;CB; §'.k b,CB; k
- U Uralea = U U= »
b,CB; k b,CB; k



Eliminating higher-arity relations. The algorithm for binary relations
extends naturally to higher-arity relations. We sketch the construction in this
section. We focus on a single k-arity relation r with set constraints A =
r[Bgl, ce Bg(j_l), *, Bg(j+1), ce Bi] for j = 1,...,k. Similar to above, we in-
troduce Venn regions b{ over j-th coordinate set variables B;;. For a k-tuple of
Venn regions v = (bll1 , bl22, e bfk), we consider the restriction ry of the relation

r to b{j on every coordinate.

Observe that every set constraint can be replaced with a union of application
of the relations r, to tuples of Venn regions. The key idea is that each such
application is uniquely defined by projections of 7, onto every coordinate. That
is we introduce k set variables {Pf,}lzlk for every relation 7y, such that:

AN Pconf A IPI=0v A [P]>0
j=1,....k j=1,....k j=1,....k

Any model to this condition gives rise to a well-defined relation 7, equal to
the Cartesian product of the sets Pl x ... x P¥ (or empty if any of them is
empty). This way we can reconstruct the original relation r from the pairwise
disjoint interpretations of relations r,.

For instance, the following formula represents a set constraint above (after
dropping j super-script):

Ai:T[Bila-'-7Bi(j71)a*;Bi(j+l);'-'7Bk]: U T[bl,...,bj_l,*,bj+1,...,bk]
cubeblgBil
= U Tv[bl,---,bjfl,*,ijrl,---,bk]: U P‘J,
biC By, l#j,v=(b1) biC By, l#5,v=(b1)

The total number of fresh set variables and the size of the resulting formula are
still singly exponential in the size of the formula, since we consider Venn regions
for each coordinate and take k-tuples of these regions for k linear in size.

3.2 Complexity of QFBAPA-Rel

Combining results of the previous sections, we obtain a reduction from QFBAPA-
Rel to QFBAPA. This reduction produces a formula of a singly exponential size
by introducing set variables for Venn regions over set variables in the original
formula for each function and relation. Because QFBAPA is known to be NP-
complete [15], we conclude that QFBAPA-Rel is in NEXPTIME. Moreover, we
obtain EXPTIME BAPA reduction from QFBAPA-Rel to QFBAPA [27], which
means that the method can be used to combine QFBAPA-Rel with other logics,
such as the Weak Monadic Second-Order Logic over Trees.

Theorem 3. QFBAPA-Rel is NEXPTIME-complete, even with no relation sym-
bols and with only one unary function symbol.



Proof. The algorithm above established the NEXPTIME upper bound, we next
prove the matching lower bound. In [9], NEXPTIME lower bound for Tarskian
set constraints with constants and binary functions is shown by reduction of a
fragment of first order logic. We adapt this proof to QFBAPA-Rel. The proof
relies on the result [16] that acceptance of nondeterministic exponential-time
bounded Turing machines can be reduced to satisfiability of formulas of the
form dz.Fy A Vydx.Fy A Vy1Vyo.F3 where Fy, Fy, and F3 have no quantifiers
and are monadic (have only unary predicates). Given a formula of this from,
we construct an equisatisfiable QFBAPA-Rel formula as a set of constraints, as
follows. We identify monadic predicate symbols with set variables, using the
same symbols for both. After Skolemizing the formula by introducing a constant
symbol a and a monadic function symbol f, and putting F}, F5, and F3 into the
conjunctive normal form, there are three types of clauses (as remarked already
in [9]); we describe our encoding of each of these clauses.

1. monadic formulas over the constant symbol a (obtained from 3z.F})
We transform the conjunction of all such formula into a set constraint as
follows. For each monadic predicate P replace P(a) with P, replace V with
U, replace = with _“, and A with N. Let the result of this replacement be a
set algebra expression S; then generate the QFBAPA-Rel formula S # ().

2. clauses of the form:

Va.P(x)V Py(z) V...V Pp(z) VQ1(f(2) VQ2(f(z) V...V Qun(f(x))
For each such clause, we generate a constraint:
FPENPSN...NP)CQ1UQU...UQ,

3. clauses of the form:

Vyr1Vyz. Pi(y1) V Pa(y1) V...V Pr(y1) V Qi(y2) V Qa(y2) V ... V Qun(y2)

For each such clause we generate the QFBAPA-Rel formula:
(PPUP,U...UP,=U) V (QiUQ2U...UQ, =U)

(This last constraint differs from the one in [9] and does not require any
binary function symbols).

The resulting QFBAPA-Rel formula is equisatisfiable with the original formula,
so NEXPTIME lower bound follows from [16]. m

3.3 Decidable Extensions: n-ary Functions, Relation Cardinalities

We have presented QFBAPA-Rel, as a logic with monadic functions and arbitrary
relations and shown it to be NEXPTIME-complete. We next sketch how to
extend the decidability to include also the functions of higher arity. Generalizing
the method for unary functions, we have for e.g. a binary function f[p; Upa, ¢ U



q2) = flp1, 1]Uf[p1, 2] U f[p2, ¢1]U f[p2, g2]. We apply such reasoning to all Venn
regions. This creates a singly exponential blowup in formula size. Given Venn
regions p, ¢ and image f[p, ¢, let their cardinalities be ky, kq, krpq, respectively.
Then a necessary condition for a function to be definable on p X q is kfpq < kpky,
which is a non-linear constraint. In general, the satisfiability of QFBAPA-Rel
with n-ary function symbols reduces to the satisfiability of a conjunction of 1)
such non-linear constraints x < y; ...y, and 2) linear integer constraints. Such
conjunctions are called prequadratic in [9] and their satisfiability is shown to
be in NEXPTIME. (The quadratic as opposed to higher-degree monomials on
right-hand side suffice because replacing = < y1ys ...y, with x < y121 A 23 <
Y2 . . . Yn Dreserves the projection of solution set onto x, y1, . . ., yn.) The generated
prequadtratic formula is singly exponential, which gives an upper bound of 2-
NEXPTIME for QFBAPA-Rel extended with functions of arbitrary arity.

A similar construction works for an extension of QFBAPA-Rel with the car-
dinality operator applied to relations (computing the number of related pairs of
elements). In the notation of Section 3.1, we add the prequadratic constraints
76| < 1Lk | | Rji| as well as the appropriate linear constraints.

3.4 Undecidable Extensions: Injective Binary Functions, Quantifiers

Injective binary functions. If in addition to introducing binary function sym-
bols we allow stating that they are injective, then instead of prequadratic con-
straints of the previous section we obtain constraints of the form x = yz. Indeed,
[ flp,q]l = |p| |g| for an injective function f. Together with linear constraints,
these constraints can express arbitrary Diophantine equations (polynomial inte-
ger equations). The satisfiability in such language is undecidable [17] (Hilbert’s
10th problem), and thus adding an injective function symbol to QFBAPA gives
an undecidable logic.

Relation cardinality with Cartesian product. We noted that decidability
is preserved if we allow computing the cardinality of a relation. However, if we
can additionally constrain a relation to be full Cartesian product of two sets,
then we again obtain the constraint |p x ¢| = |p| |¢|, and the undecidability
by [17].

Quantification. Note that BAPA with arbitrary set and integer quantifiers is
decidable [8,13]. On the other hand, the logic that allows quantification over sets
and one function symbols is also decidable [11, Theorem 8.3]. However, a BAPA
extension that allows quantified formulas with unary function symbol images is
undecidable. Indeed, define a function f mapping A onto B where each inverse
image has k elements: B = f[A]AVe. e C BA lel =1 = |f~'le]l = k. Then
|B| = k|A| and the set of values (|B], k,|A|) contains precisely the solutions
(7,9, 2) of the equation x = yz. Recall that f~![e] = u is expressible by f[u] C
e fluf] C e, so either direct or inverse function image can be used, or a relation
restricted to be functional using a quantified formula, in each case resulting in
undecidability by [17].



4 NP-Complete Two-Sorted QFBAPA-Rel Fragment

In this section we identify a fragment of the QFBAPA-Rel logic in Figure 3.
Remarkably, this fragment has NP instead of NEXPTIME complexity for the
satisfiability problem. Figure 5 shows the syntax of this fragment, QFBAPA-R2,
which is an extension of QFBAPA with relation image of one two-sorted binary
relation symbol. Compared to full QFBAPA-Rel, there are no function symbols,
no inverse images, and there is only one relation symbol, denoted r, which is
binary. Moreover, each set contains only elements of sort A, or only elements
of a disjoint sort B. There are two disjoint universal sets U4 and Up for the
corresponding sorts. The boolean operators U, N and complement apply only to
sets of the same sort. We require that the relation r relate sort A to sort B,
that is, the semantic condition r C U4 X Ug holds. An example formula in this
fragment is z = y — |r[z]l = Ir[y]]. In this formula z,y have sort A and the
expressions r[z| and r[y] have sort B.

=L |FAVF|-F

=By C By |Ti <To | Kdvd T
w=axp |0 |Us | B1UB: | B | r[4]
n=xa |0 UA | AU A | A°

i=k| K |[MAXC| Ty + T3 | 1BI| 1Al
n=eee | =2 =1]0|1]2]---

L IS e I S S

Fig. 5. Syntax of QFBAPA-R2

Normal form. Consider an arbitrary QFBAPA-R2 formula F'. By introducing
fresh variables for sets and integers (similarly as in [15]), we can rewrite the
formula in (with only linear increase in size) in the form

FoNFgAFAAP (3)
where:

— Fe is A}, B; = r[A;] and this is the only part of formula containing r;

— Fp is of form A, L; where each L; is of the form [b| = k for some integer
variable k& and some set algebra expression b of sort B (it is thus a QFBAPA
formula);

— F4 is analogously of form A; L; where each L; is of the form |a| = k for
some integer variable k and some set algebra expression a of sort A (it is
thus also a QFBAPA formula);

— P is a quantifier-free Presburger arithmetic formula.

In the sequel we assume that QFBAPA-R2 formulas are in normal form.

10



Lemma 4 (Models Modulo Venn Regions). Let p be a Venn region over
sets A; and q a Venn region over sets B;. If a is a model of the QFBAPA-R2
formula F and o(r) N (a(p) x a(q)) # 0, then o' given as afr := w| is also a
model of the formula F' where w = a(r) U (a(p) x a(q)).

Proof. Relation r occurs only in F¢, so it suffices to check that F remains true
in the new model. Consider an arbitrary index i. Because p is a Venn region,
either pN A; = 0 or p C A;. In first case 7[A;] does not change and r[4;] = B;
remains true. Suppose therefore p C A;. By assumption a(r) N (a(p) x a(q)) # 0,
let a € a(p) and b € a(q) such that (a,b) € a(r). Because a(r[4;] = B;) holds,
b € a(B;), and as b € a(q), the Venn region ¢ is of the form sN B;, so ¢ C B; in
all models. Thus, omitting the applications of a symbol for brevity,

o (r[Ai]) = (r U (p x @))[Ai] = r[A] U (p x ¢)[Ai] = BiUq = B; = o/ (B;)

and the conjunct continues to hold. m

By repeated application of the lemma it follows that it suffices to consider
completed models «, in which a(r) is a union of products of Venn regions, and
is thus given by a bipartite graph, denoted E, between Venn regions of sort A
and Venn regions of sort 5.

Sparse models. We are interested in the finite satisfiability problem for
QFBAPA-R2 formulas. We show that this problem is in NP. This result is a strict
a generalization of the proof that QFBAPA is in NP [15] and similarly proceeds
by proving a sparse model property: if the formula is satisfiable, it has a model
in which only polynomially many Venn regions are non-empty. By Lemma 4,
models with sparse Venn regions can also be assumed to have polynomial repre-
sentations that have polynomial sized bipartite graphs E. By polynomial in this
section we mean polynomial in the size of formula F', where integer constants
are denoted in binary.

The following theorem builds on the sparse model property for QFBAPA [15].
QFBAPA models can be represented by introducing an integer variable for each
Venn region, and the sparse model property for QFBAPA relies on the integer
analogue of Carathéodory theorem [7].

Theorem 5. If a QFBAPA-R2 formula F has a model, then it has a sparse
model.

Proof. Let a be a completed model of formula F' in form (3). Using a we
simplify F¢ as follows. For all sets A; where a(A;) = 0, replace A; and B; with
() and remove such A; and B; from consideration. Let K be the number of sets
A; remaining. For the remaining sets A;, introduce constraint |A;| = k} into Fa
and constraint k] > 0 into P.

Next, apply the sparse model construction of QFBAPA to Fg part, as follows.
Consider the result of replacing in Fp each integer variable k with the constant
a(k). By [15], consider a sparse solution for the resulting QFBAPA formula
that does not introduce any new non-empty Venn regions. That is, consider the
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Presburger arithmetic formula generated by those Venn regions g over sets B; for
which a(q) # 0, eliminating the variables corresponding to Venn regions ¢ with
a(q) = 0. The sparse solution of such Presburger arithmetic formula [7,15] yields
a polynomial subset of non-empty Venn regions over B; for which the integer
values of |b| expressions in Fp remain the same. We therefore obtain a set of
cubes Cp = {q1,...,qn} and a model a; such that 1) ai(q) # 0 iff ¢ € Cp, 2)
a1 (Fp A P), and 2) variables other than B; have same values in «; and a.

Next, pick a set C'4¢ of cubes over A; related to the chosen sparse set of cubes
Cp.Let 1 < j < N.Let i be any index such that ¢; C B;. Because a(B; = r[4;])
there exists some pair (a,b) € a(r) Na(A4;) x a(g;). Let a € p where p C A;
is the cube containing a. Denote such cube p;; and repeat this process for all
1 <j < N and all B; where ¢; C B; and let C'49 be the resulting set of cubes
pji- The set C'4p has at most NK elements, which is polynomially many.

In this process we have also identified a bipartite graph £ C C49 X Cp

E={(pjng)|1<j<N, 1<i<K}

Observation about E: If (p,q) € E and p C A;, then ¢ C B;. Proof: Let (p,q) € E
and p C A;. By construction of E, for some witness elements a € a(p), b € a(q)
we have (a,b) € a(r). Because a(B; = r[4;]), we have b € a(B;). Because «(q)
and «(B;) intersect, ¢ C B;, completing the proof of the observation.

We can now apply the sparse model construction of QFBAPA to the Fs
part to pick a sparse set of cubes C'y O Cy¢. Treat again the values of integer
variables in F4 as constant, but then also in the resulting non-redundant integer
cone generator replace the cardinalities of variables denoting sizes of each selected
cube in p € Cyg by the constant |a(p)|, thus removing these variables from the
integer equation and removing the corresponding elements from the universe U 4.
Solve the remaining equations to obtain a sparse solution for the simplified F's
formula, again using the results on sparse solutions of such Presburger arithmetic
formulas [7,15]. We obtain a sparse solution that gives a polynomial number of
non-empty cubes Cy;. We use the obtained values to define oy (p) for p € Cyy.
We let ai(p) = a(p) for p € Cag. Let Cq4 = Cag U Cay. Define aq(p) = 0 for
p ¢ C4. This yields the sparse interpretation «;, where only cubes in Cp U Cy
are non-empty and where aq(Fg A Fa A P) holds.

Finally, define define ay(r) as a completed model oy = J{p x ¢ | (p,q) € E}
where E is defined (by edges (pji, ¢j)) above. We claim a4 (F¢). Indeed, consider
aset A;. Then A; is union of certain cubes from C4¢ and certain cubes from Cy1.
Because E has no outgoing edges for Ca1, we have a(r[J Ca1]) = 0. Therefore,

ar(rA]) = ar(r[Ufp [ p € Cao,p € Ai}]) = aa (W{g | 3pp € Ai A (p,g) € E}

By the above Observation about E, we have that for each ¢ above (belonging
to E[{p}]) the condition ¢ C B; holds. Therefore oy (r[4;]) C «a(B;). For the
converse set inclusion, let b € a(B;) be arbitrary and let ¢; € Cp be such that
b€ ai(g;) and ¢; C B;. Note that aq(pji) # 0, so there exists a € a1 (pj;). Then
(a,b) € a1 (r). Because pj; € A;, we have b € a1 (r[A;]). Thus, a(B;) C a1 (r[4;])
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and the therefore oy (r[A4;] = B;). Because i was arbitrary, a; is a sparse model
for the entire formula. m

Theorem 6. The satisfiability for QFBAPA-R2 is NP complete.

Proof. (Sketch) NP-hardness follows because QFBAPA-R2 subsumes proposi-
tional logic. To show NP membership, we use the sparse model property from the
previous theorem: we non-deterministically guess a subset of non-empty sets A;,
then guess a polynomial subset C'p of Venn regions over B;, using the polynomial
bounds from [15]. We then guess the subset C' 49 bounded by K|Cp| and guess
C'a1 conservatively bounded by the same bound as in [15]. Finally, we guess a
graph F whose number of edges is bounded by |Cg|(|Cao|+|Ca1]). Given such a
guess, we can compute a formula that describes all Boolean Algebra expressions
and all images of non-empty relations fragments under non-empty Venn regions,
and thus describes the existence of a model for this guess of Venn regions and
relation between them.

As in [15], the entire guessing process can be compiled into a polynomially
large quantifier-free formula of Presburger arithmetic with conditional expres-
sions. m

4.1 Extensions with Multiple Relations and Multiple Sorts

NP extensions. Consider any finite number of sorts s1, . . ., s, related by a strict
total ordering, and any number of relations of sorts s; x s;41 for 0 <i < n. We
can then repeat the construction above, starting with relations of sorts s,,—1 X s,
and moving towards relations of sort s; X so. For a fixed number of sorts, we
obtain NP complexity. In fact, we can repeatedly apply the sparsity theorem
in the case of multiple sorts and multiple relations forming a directed acyclic
graph over the sorts. In that case, we start from the last sort in their topological
ordering according to the direction of the relations.

Limits of membership in NP. Note that if we consider a chain of rela-
tions whose sorts form a cycle, through repeated composition we can simulate
relations of sort s x s. In this case the above NP construction fails. Moreover,
the EXPTIME lower bound follows for such language from the lower bound on
the complexity of the ALC Description Logic with general TBox inclusion ax-
ioms [1, Theorem 3.27], where we model A, V, - with N, U, ¢, model IR.A with
r[4], and model VR.A with r[A¢]°. To establish the correspondence of models
of this extension and of the ALC formula, we interpret sets the same as the
corresponding ALC concepts, and interpret the relation r as the inverse of the
corresponding role R.

5 Logic of Multiset Images of Functions

In this section we illustrate that some of the techniques of the previous section
generalize from sets to multisets, which are unordered collections where elements
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can repeat. Formally, a multiset M is a function M : E — N mapping the set of
elements into the non-negative number of their occurrences. The first NP decision
procedure for multisets with the cardinality operator was presented in [22]. In
this section we extend the logic of multisets with cardinalities to also include a
function image operator that maps a set into a multiset.

We define the function image of a set A to be a multiset f[A] : E — N such
that (f[A])(e) = |[{z. x € AN f(x) = e}|. Alternatively, let the disjoint union
operator ¥ be given by (M; W Ms)(e) = Mi(e) + Maz(e). (For example, {a,a,b} ¥
{a,b,¢} ={a,a,a,b,b,c}.) Then define f[{e1,...,en}] = {f(e1)}W...w{f(en)}.
It is easy to see that these two definitions are equivalent. Moreover, define the set
of distinct elements occurring in a multiset by set(M) = {x. M(z) > 0}. Then
set(f[B]) is the set corresponding to the standard notion of function image used
in previous sections.

F:=A|FVF|-F

Aw=BCB|MCMI|T<T|KddT
Bu=z|0|U|BUB|BNB|B°|set(M)

M:a=m|0y | MOM|MUM|MWM|M\M|M\\M | mset(B) | f[B]
T:u=k|K|MAXC|Th+T2 | K-T||B|||M]
Ko=-o|=2|-1|0]1]|2] -

Fig. 6. MAPA-Fun logic of multisets, cardinality operator, and multiset images of sets

Figure 6 shows the logic that embeds the logic of multisets [21, Figure 1], [22],
and extends it with the multiset image operator. The logic distinguishes the sorts
of sets and multisets and defines set operators on both sets and multisets. Note,
however, that the logic includes the embedding function mset(B) to view a set
as a multiset, and the abstraction function set(M) to extract the set of distinct
elements that occur in the multiset. Unlike the previous section, we do not have
disjointness of domains and ranges of functions, and, in terms of expressive
power, we effectively treat sets as a special case of multisets.

Given a formula F' in the language described in Figure 6, a decision procedure
for F' works as follows:

1. Apply the algorithm in Figure 7 to translate F into an equisatisfiable multiset
formula F’ in the syntax given in Figure 1 in [21]. In this step we eliminate
function symbols in a way similar to that described in Section 3. The new
formula F’ has size singly exponential in the size of F;

2. invoke on the formula F” the decision procedure described in [22]. The deci-
sion procedure runs in NP time.

The entire procedure runs in NEXPTIME. The lower bound proof from Sec-
tion 3.2 applies in this case as well, so we conclude that our logic is NEXPTIME-
complete.

The correctness of the reduction is stated in the following theorem.
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INPUT: formula in the syntax of Figure 6
OUTPUT: multiset formula in the syntax of Figure 1 in [21]

1. For each set variable S introduce a conjunct Ve. S(e) =0V S(e) =1
2. Flatten expressions containing the operator set:
Cl...set(M)...] ~ (Br =set(M)AC|...Br...])
where the occurrence of set(M) is not already in a top-level conjunct of the form
B = set(M) for some set variable B and Bp is a fresh unused set variable
3. Let S be the set of variables occurring in the formula

Define the set Sy = {s1,...,s¢0} of Venn regions over elements of S
4. Rewrite each set expression as a disjoint union of the appropriate Venn regions
from Sy

5. Eliminate function symbols:
C[f[sh UUSZk]] ~ C[(le L‘UL‘HMZk)]
where each M;; is a fresh multiset variable denotes f[si,]
6. Add the conjuncts which states a necessary condition for M;; = f[si,]

F o~ FANL |si] = M|
Fig. 7. Algorithm for reducing a MAPA-Fun formula to a MAPA formula

Theorem 7. Given a formula F as an input to the algorithm described in Fig-
ure 7, let the formula F' be its output. Then formulas F and F' are equisatisfi-
able and their satisfying assignments have the same projections on the set and
multiset variables occurring in F.

Proof. Given a model for F, we construct a model for F’ by interpreting M;
as f[s;]. Conversely, let @ be a model for F’. We can define f on each disjoint
set s; independently. Because |s;| = |M;| holds in the model, we can enumerate
both s; and M; into sequences aj,...,ax and by,...,bx of same length. This
enumeration defines a function assigning a; to b; for 1 < j < K such that
f[Sl] = Mi. u
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