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\begin{abstract}
An incompressible variational ideal ballooning mode equation is discretized with the COOL finite element discretization scheme using basis functions composed of variable order Legendre polynomials. This reduces the second order ordinary differential equation to a special block pentadiagonal matrix equation that is solved using an inverse vector iteration method. A benchmark test of BECOOL (Ballooning Eigensolver using COOL finite elements) with second order Legendre polynomials recovers precisely the eigenvalues computed by the VVBAL shooting code. Timing runs reveal the need to determine an optimal lower order case. Eigenvalue convergence runs show that cubic Legendre polynomials construct the optimal ballooning mode equation for intensive computations.
\end{abstract}

\section{Introduction}

The interaction of pressure gradients with magnetic field line curvature results in local magnetohydrodynamic instabilities referred to as ballooning modes because they tend to concentrate in regions with concave magnetic field line curvature. The study of these instabilities can yield important information about the limits that can be achieved by pressure gradients in magnetic confinement systems. The original theory was developed for axisymmetric tokamaks and reconciled periodicity with extended structures along the magnetic field lines in the presence of magnetic shear [1]. Ballooning mode equations in three dimensional geometry were derived by Dewar and Glasser [2] and independently by Correa-Restrepo [3]. These were fourth order ordinary differential equations that reduced to second order when ignoring compressibility.

The JMC code [4] developed and integrated the equation along a field line. Instability is indicated by the eigenfunction crossing zero, while stability is given when it diverges from zero. If the eigenfunction converges towards zero at a large distance along the field line, then the field line is marginally stable. The most common eigensolvers (VVBAL [5,6], 3D BALLOON [7], Nakajima code [8]) use a shooting mechanism in which the eigenvalue is adjusted until a continuous converged solution is computed. The most advanced ballooning solver at the moment is COBRA [9] which solves the variational form of the ballooning equation using a centered finite difference scheme to convert the equation into a matrix eigenvalue problem. An inverse vector iteration method is used to converge an eigenvalue.

BECOOL applies the COOL (COnstraints Oriented Library) finite element discretization scheme [10,11] to the variational form of the ballooning equation. This uses Legendre polynomials of variable order for the construction of the basis functions with which to approximate the ballooning perturbation. The equation is then reduced to a special block pentadiagonal matrix equation that is solved using an inverse vector iteration method.
matrix eigenvalue problem. The PAMERA routine solves the matrix equation through an inverse vector iteration method. PAMERA has been used successfully in the TERPSICHORE code to investigate global magnetohydrodynamic stability. A ballooning equation where the kinetic energy has been replaced by the instability driving term multiplied by the eigenvalue is used in BECOOL. The sign of the eigenvalue determines whether the ballooning modes are stable or unstable while the amplitude of the eigenvalue yields a rough measure of how much the local pressure gradient must be amplified or diminished to obtain marginal stability (very near marginality it is almost an exact measure). For ballooning modes, the eigenvalue typically represents a growth rate of instability (or finite oscillation frequency for stability), however BECOOL does not generate an actual growth rate but instead a simple check of stability or instability. The ballooning mode equation is discretized in Section 2. In Section 3, the discretized equation is reduced to a special block pentadiagonal matrix equation whose individual block equations are derived. Numerical tests are made in Sections 4 and 5 contains the summary and conclusions.

2. COOL discretization [10]

The second order ordinary differential equation that models ballooning modes assumes the form [6],

$$
\int_{-\infty}^{\infty} d\theta \left\{ \left[ C_p + C_i(\theta - \theta_k) + C_q(\theta - \theta_k)^2 \right] \left( \frac{\partial Y}{\partial \theta} \right)^2 - \left[ d_p + d_i(\theta - \theta_k) \right] Y^2(\theta) \right\} = \lambda \int_{-\infty}^{\infty} d\theta \left[ d_p + d_i(\theta - \theta_k) \right] Y^2(\theta)
$$

(1)

where $\theta$ is the poloidal angle, $\theta_k$ is the radial wave number, $Y$ is the perturbation variable and $\lambda$ is the eigenvalue. In the COOL discretization scheme, this equation is broken into $N$ intervals. The variable $\theta$ is replaced by the index $j$ that labels the interval and a variable, $-1 < r < 1$, which specifies the location within the interval where $r = 0$ is the center of the interval. The infinite integral thus becomes a summation over $j$ of integrals over $r$ from $-1$ to $1$. The following equation relates $\theta$ to $r$:

$$
\theta = \theta_{j-1/2} + \frac{\Delta \theta}{2} r
$$

(2)

where $\Delta \theta$ is the length of the interval in radians. The perturbation variable, $Y$, is approximated by a series of basis functions composed of variable order Legendre polynomials.

$$
Y(r) = Y_{j,1} h_1(r) + \sum_{i=2}^{p} Y_{j-1/2} h_i(r) + Y_j h_{p+1}(r)
$$

(3)

$Y_{j,1}$ and $Y_j$ corresponds to the unknown perturbation function at the beginning point and end point of the interval. The $Y_{j-1/2}$ elements correspond to the unknown perturbation function evaluated at the Gauss-points of the Legendre polynomial along the interval. The choice we make for the basis functions is strongly motivated by the requirement that the divergence of the perturbed displacement vector vanish in incompressible linear magnetohydrodynamics. If this is satisfied, the modes can be decoupled and spectral pollution is avoided [14]. This issue is particularly important near marginal stability. The Legendre polynomial basis function model we have applied complies exactly with this condition [10,11]. The pollution-free nonconforming numerical approach proposed in Ref. [14] was limited only to polynomials of order $p = 0$ and $1$. The COOL method generalizes this approach to higher order polynomials $p > 1$. The $h$ basis functions are computed as follows:

$$
h_i(r) = \beta_i \frac{(1 - r^2) L_i(r)}{(r - \zeta_i)(r - \zeta_i)}
$$

(4)

where $L_i$ is a Legendre polynomial of variable order $p$, $\zeta_i$ is the value of the variable $r$ at a Gauss point of the Legendre polynomial (typically at the first zero). The index, $i$, varies from 1 to $p + 1$, $r$ is $-1$ at $i = 1, +1$ at $p + 1$ and ranges from $\zeta_1$ to $\zeta_p$ as $i$ increments from 2 to $p$ while skipping one Gauss point (usually the first one). $\beta_i$ is a normalization factor that makes the value of $h_i$ equal to unity at its maximum. Furthermore, the following substitutions to the equation are made:

$$
A(r) = A(\theta) = C_p + C_i(\theta - \theta_k) + C_q(\theta - \theta_k)^2
$$

$$
D(r) = D(\theta) = d_p + d_i(\theta - \theta_k)
$$

(5)

(6)

$A(r)$ is the stabilizing field line bending term and $D(r)$ is the interaction of the pressure gradient with the magnetic field line curvature. $D(r)$, the driving term of instability, is used as a scale factor for modeling the kinetic energy. This choice displaces the continuous spectrum away from the marginal point allowing for discrete eigenvalues in the stable domain. The discretized ballooning mode equation thus adopts the following form:

$$
\sum_{j=1}^{N} \frac{\Delta \theta}{2} \int_{-1}^{1} dr \left\{ \frac{\partial Y}{\partial r} \frac{2}{\Delta \theta} \right\}^2 A(r) \frac{\partial Y}{\partial r} - Y(r) D(r) Y(r) = \lambda Y(r) D(r) Y(r)
$$

(7)

The infinite domain of integration has been truncated into a finite domain of $N$ intervals. It has to be verified a posteriori that the extent of the truncated domain along the magnetic field line is adequate to resolve a well converged ballooning eigenfunction (as shown later in Fig. 5). The integral is then solved using the Gauss–Legendre quadrature rule [15].
3. Matrix construction

By substituting Eq. (3) into the equation that results from solving Eq. (7) with the Gauss–Legendre quadrature rule and separating out the terms according to their associated perturbation functions, we arrive in the variationally weak form at a special block pentadiagonal matrix problem given by $Ax = Jb$. Each interval of the matrix $A$ is composed of a matrix that contains four corner sub-blocks $(A, BL, BU, C)$ of dimension $1 \times 1$, two outer column blocks $(F, G)$ of dimension $1 \times (p - 1)$, two outer column blocks $(F, G)$ of dimension $(p - 1) \times 1$ and a central matrix $(D)$ of dimension $(p - 1) \times (p - 1)$. The upper left corner block $(BU)$ of each matrix after the first interval is replaced by itself plus the lower right corner $(BL)$ of the matrix of the preceding interval ($B(J) = BU(J) + BL(J - 1)$, see Fig. 1). The matrix $B$ is similarly constructed with sub-blocks $BA$, $BBL$, $BBU$, $BC$, $BE$, $BF$, $BG$ and $BD$. Boundary conditions are implemented to guarantee a vanishing of the eigenfunction at the ends of the field line. The following are the equations for the sub-blocks of the $J$ interval corresponding to the $A$ and $B$ matrices:

$$BU(J) = \frac{\Delta \theta}{2} \sum_{m=1}^{p} w_m \left[ \frac{d h_1}{d r} \bigg|_{r=\zeta_m} A(S_m) \left( \frac{2}{\Delta \theta} \right)^2 \left( \frac{d h_1}{d r} \right) \bigg|_{r=\zeta_m} - h_1(\zeta_m) D(S_m) h_1(\zeta_m) \right]$$

$$BL(J) = \frac{\Delta \theta}{2} \sum_{m=1}^{p} w_m \left[ \frac{d h_1}{d r} \bigg|_{r=\zeta_m} A(S_m) \left( \frac{2}{\Delta \theta} \right)^2 \left( \frac{d h_1}{d r} \right) \bigg|_{r=\zeta_m} - h_{p-1}(\zeta_m) D(S_m) h_{p-1}(\zeta_m) \right]$$

$$C(J) = \frac{\Delta \theta}{2} \sum_{m=1}^{p} w_m \left[ \frac{d h_1}{d r} \bigg|_{r=\zeta_m} A(S_m) \left( \frac{2}{\Delta \theta} \right)^2 \left( \frac{d h_1}{d r} \right) \bigg|_{r=\zeta_m} - h_1(\zeta_m) D(S_m) h_1(\zeta_m) \right]$$

$$A(J) = C(J)$$

$$E_{i-1}(J) = \frac{\Delta \theta}{2} \sum_{m=1}^{p} w_m \left[ \frac{d h_1}{d r} \bigg|_{r=\zeta_m} A(S_m) \left( \frac{2}{\Delta \theta} \right)^2 \left( \frac{d h_1}{d r} \right) \bigg|_{r=\zeta_m} - h_1(\zeta_m) D(S_m) h_1(\zeta_m) \right]$$

$$H_{i-1}(J) = \frac{\Delta \theta}{2} \sum_{m=1}^{p} w_m \left[ \frac{d h_1}{d r} \bigg|_{r=\zeta_m} A(S_m) \left( \frac{2}{\Delta \theta} \right)^2 \left( \frac{d h_1}{d r} \right) \bigg|_{r=\zeta_m} - h_1(\zeta_m) D(S_m) h_1(\zeta_m) \right]$$

$$F_{i-1}(J) = E_{i-1}(J)$$

$$G_{i-1}(J) = H_{i-1}(J)$$

$$D_{i-1,k-1}(J) = \frac{\Delta \theta}{2} \sum_{m=1}^{p} w_m \left[ \frac{d h_1}{d r} \bigg|_{r=\zeta_m} A(S_m) \left( \frac{2}{\Delta \theta} \right)^2 \left( \frac{d h_1}{d r} \right) \bigg|_{r=\zeta_m} - h_1(\zeta_m) D(S_m) h_1(\zeta_m) \right]$$

$$BBU(J) = \frac{\Delta \theta}{2} \sum_{m=1}^{p} w_m h_1(\zeta_m) D(S_m) h_1(\zeta_m)$$

$$BBL(J) = \frac{\Delta \theta}{2} \sum_{m=1}^{p} w_m h_{p-1}(\zeta_m) D(S_m) h_{p-1}(\zeta_m)$$

$$BC(J) = \frac{\Delta \theta}{2} \sum_{m=1}^{p} w_m h_1(\zeta_m) D(S_m) h_{p-1}(\zeta_m)$$

$$BA(J) = BC(J)$$

$$BE_{i-1}(J) = \frac{\Delta \theta}{2} \sum_{m=1}^{p} w_m h_1(\zeta_m) D(S_m) h_1(\zeta_m)$$

$$BH_{i-1}(J) = \frac{\Delta \theta}{2} \sum_{m=1}^{p} w_m h_1(\zeta_m) D(S_m) h_{p-1}(\zeta_m)$$

$$BF_{i-1}(J) = BE_{i-1}(J)$$

$$BG_{i-1}(J) = BH_{i-1}(J)$$

$$BD_{i-1,k-1}(J) = \frac{\Delta \theta}{2} \sum_{m=1}^{p} w_m h_1(\zeta_m) D(S_m) h_1(\zeta_m)$$

$\zeta_m$ is a value that ranges from $-1$ to $1$ and locates a Gauss point of the Legendre polynomial indexed by $m$ within the interval. $w_m$ is the weight of the Gauss–Legendre quadrature rule that corresponds to the Gauss point, $\zeta_m$, within each interval and the $i$ and $k$ are indexes that range from 2 to $p$. $S_m$ is a measure of the locations of the Gauss-points of each interval along the field line $(S_m = \theta_{j-1/2} + \frac{\Delta \theta}{2} \zeta_m)$. 
The matrix eigenvalue problem $Ax = \lambda Bx$ is solved with an inverse vector iteration technique because such an approach is very efficient, stable and, taking advantage of the special block pentadiagonal structure of the system, consumes only a small fraction of the computational effort which is dominated by the matrix construction. A detailed description of the PAMERA routine that implements the inverse vector iteration scheme is given in Ref. [13].

4. Numerical computations

The equilibrium analyzed and calculated with the VMEC code [16] corresponds to a ten period Heliotron case that models the Large Helical Device (LHD) in operation in Japan. This equilibrium has been used extensively for benchmark studies of stellarator codes [17]. The equilibrium state undergoes a transformation to the Boozer coordinate reference frame [18] through the TERPSICHORE code which calculates the Fourier coefficients of $C_p, C_s, C_q, d_p$ and $d_s$ all found in Eqs. (5) and (6). A benchmark test was done with second order Legendre polynomials as a function of the radial position, $s$, within the plasma. This recovers the ballooning eigenvalues computed using the shooting mechanism in VVBAL (see Fig. 2). This test was calculated using 15 poloidal turns of the magnetic field line on all flux surfaces while ensuing computations employed 41 poloidal turns running on the flux surface $s = 0.526$. We specifically choose the field line that passes through the region with the most destabilizing curvature. We select the radial wave number $\theta_h = 0$ for all our tests as well as a convergence criterion of $1 \times 10^{-6}$. The convergence criterion affects the inverse vector iteration process as it has to satisfy this condition at any point along the magnetic field line from one iteration to the next. Once the criterion is satisfied, the eigenfunction and eigenvalue are considered to have converged. Timing tests for the variational ballooning equations with Legendre polynomials of differing order were run as a function of the number of intervals (see Fig. 3) where $h$ is the inverse of the number of intervals (not the be confused with the basis function which are labeled as $h_j$). It was found that the time taken to compute an eigenvalue increased exponentially as $p$ is incremented. As a result, it was determined that a small value of $p$ that converges rapidly is desired. Tests for convergence as a function of $h$ with differing orders were run to determine the optimal order as shown in Fig. 4. We found that the $p = 3$ case converged more rapidly and with a less pronounced oscillation than the cases $p = 2, p = 4$ and $p = 5$. We had anticipated that by increasing the order $p$, we could correspondingly reduce the number of intervals and still obtain converged eigenvalues. Unfortunately, this has proved not to be the case. It is to be noted

![Fig. 1. Special block pentadiagonal matrix structure.](image1)

![Fig. 2. Ballooning benchmark test as a function of the variable $s$, demonstrating that the variational COOL scheme exactly recovers the eigenvalues obtained using the VVBAL shooting method. The run time of the COOL method computation was ~ 29s, slightly more than 3 times faster than the shooting code benchmark.](image2)
that for the case $p = 3$, it was convenient set the value of $f_1 = 0$. Fig. 5 shows the converged eigenfunction along a field line portraying a typical ballooning structure.

5. Summary

The incompressible ideal ballooning mode equation is broken into a variable number of intervals using the COOL finite element discretization scheme. This replaces the poloidal angle with an index that labels the interval and a variable that rep-
resents location within the interval and corresponds to a value between negative unity and unity. The perturbation function is approximated by a series of basis functions, comprised of variable order Legendre polynomials, multiplied by perturbation elements. This reduces the ballooning mode equation to a special block pentadiagonal matrix equation. The equation is then solved using an inverse vector iteration method in the subroutine PAMERA. One major advantage of the formulation we have implemented with the COOL finite element scheme is that we can alter the order of the polynomial basis functions to best adapt it to the problem at hand. More specifically, we can vary the order of the polynomial from linear to quadratic, or cubic, or in fact arbitrary order without any reprogramming of the code. The order p of the Legendre polynomial used to construct the basis functions h, shown in Eq. (4) constitutes an input parameter.

Numerical computations reveal that BECOOL recovers precisely the eigenvalues calculated by VVBAL when using second order Legendre polynomials. Further tests portrayed a time-based need to find an optimal Legendre polynomial order for intensive computations. For computational efficiency, there is usually a tradeoff between mesh size and the order of the polynomial applied. It is determined that the ballooning mode equation discretized with cubic Legendre polynomials appears to be the optimal case to consider because the imposition of higher order elements for the incompressible ballooning problem becomes more time consuming without increasing the accuracy of the computed eigenvalue as demonstrated in Figs. 3 and 4.

The COOL method is currently being adapted to the more complicated global MHD stability problem through the TERPSICHORE code [13] which is described by a set of partial differential equations rather than the second order ordinary differential equation that is derived to model ballooning modes. Therefore, the BECOOL code development offers very useful insights on the critical properties and problems associated with the COOL discretization technique.
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