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Abstract

In this paper we compae and contrasttwo techniquesto improve
capacity/conflictmiss traffic in CC-NUMA DSM clustes. Page
migration/replicationoptimizegead-writeaccesseto a page used
by a single processoby migrating the page to that processorand
replicatesall read-shaed pagesin thesharers’ local memoriesR-
NUMA optimizesread-write accesseso any page by allowing a
processotto cache that page in its main memory Page migration/
replication requires lesshardware compleity as compaed to R-
NUMA, but haslimited applicability andincurs mud higherover-
heads gen with tuned halware/softwae support.

In this paper we compae and contrast page migration/replication
and R-NUMA on simulatedclusters of symmetriomultiprocessas
executingshaied-memoryapplications.Our resultsshowthat: (1)
both page migration/replication and R-NUMA significantly
improve the systemperformanceover “fir st-toud” migration in
many applications, (2) page migration/replication has limited
opportunityand can not eliminateall the capacity/conflictmisses
evenwith fasthardware supportand unlimitedamountof memory
(3) R-NUMA always performs best given a page cache large
enoughto fit an application’s primary working setand subsumes
page migration/replication,(4) R-NUMAbenefitanore from hard-
ware supportto acceleate page opeitionsthan page migration/
replication,and (5) integrating page migration/replicationinto R-
NUMA to help reducethe hardware cost requires sophisticated
medanismsand policiesto selectcandidatesor page migration/
replication.

1 Introduction

Clustersof symmetricmultiprocessor¢or SMPs)have emegedas
the architectureof choicefor building medium-to large-scalepar-
allel seners. To presere software compatibility and portability

with respectto SMPs,designeroften connecta clusterof SMPs
using a high-bandwidth/lev-lateny switch-basechetwork and a

directory-basedlistributedshared-memoryDSM) protocol.DSM

providesa sharedylobaladdresspaceover SMPs’ physically dis-

tributed memory Despite a compatible programminginterface,
performancetuning applications on DSMs is often difficult

becauseemoteshared-memoraccessesherentlytake up to ten

to a hundred times longer than local memory accesses.

To reduceremotememorytraffic, mostDSM clustersusea Cache-
CoherentNon-Uniform Memory Access(CC-NUMA) architec-
tureto cacheremotedatain both processocachesandspecialized
clustercacheson every nodeand exploit memoryaccesdocality

[11,14]. Recentdesignsfor aggressie remote caching propose
incorporatingdedicatedclustercachesnto the DSM hardware to
cacheremotedata[14,21]. Unfortunately while remotecachingin
CC-NUMA substantiallyremoves accesse$o remotememoryin
mostworkloads,mary scientificandcommercialapplicationsstill
exhibit high capacity/conflictmissesin the cachehierarcly and
result in significant remote memory fiaf{12,1].

To addresshis problem,recentDSMs[6,10] incorporatea number
of techniquesto reducecapacity/conflicttraffic in CC-NUMA.
One approachto reducecapacity/conflictmemorytraffic in CC-
NUMA is to use kernel-basedpage migration/replicationto
improve datalocality on every node[18,10]. Pagemigration/repli-
cationdynamicallymonitorsthe system-widememoryaccesdre-
queny to a sharedpage and either migratesthe page to the
memoryof the pages mostfrequentuser or replicateshe pagein
all thesharersmainmemorywhenthepageis mostlyread-shared.
Migrating/replicatinga pageon a node corverts remotememory
accesseto local accessesn that node,therebyreducingremote
traffic.

Pagemigration/replicationhowever, only reducedraffic for read-
write memorypageshatare primarily accessety a single DSM
nodefor along periodof time or read-sharednemorypagesAs
such, page migration/replicationdoesnot benefitmemory pages
that are actively sharedby multiple DSM nodesand incur high
capacity/conflicmissesn CC-NUMA. Moreover, pagemigration/
replicationrequiresglobal coordinationamongthe DSM nodesto
inform a pages sharerghat eitherthe homenodelocation(in the
caseof migration)or accesgrotection(in the caseof replication)
for the pageis changing.Suchoperationgake over tensof micro-
second®venin systemswith hardware supportfor pageinvalida-
tion andmovement— e.g.,SGI Origin2000[10] — significantly
limiting the applicability of pagemigration/replicatioranddimin-
ishing the opportunity to reduce fiiaf

Alternatively, otherDSMs incorporateaggressie hardware-inten-
sive techniquego implementfine-grain(remote)memorycaching
[8,4,5,16]— e.g., SunWildFire [6]. Thesedesignsare basedon
integratingthe baseCC-NUMA protocolwith Simple COMA [7],
enablinga processotto store coherentremotememoryblocksin
main memory pages.Becausemain memory provides a much
larger repository for remote caching, these designspotentially
eliminatethe capacity/conflictraffic in DSM while obviating the
needfor clustercachesn the DSM hardware.One suchproposal
for fine-grainmemorycachingis Reactve NUMA (R-NUMA) [5]
in which hardware on every node monitors the capacity/conflict
activity for remotedataand dynamicallyselectsbetweenthe CC-
NUMA and S-COMA protocolson a perpagebasis.By placing
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FIGURE 1. A DSM cluster.

data that often incur capacity/conflictmissesin CC-NUMA in
main memoryR-NUMA significantly reduces remote ftfiaf
R-NUMA only requireslocal coordinationbecauseevery node
selectsandimplementsa cachingpolicy for a pageindependenof
the others.R-NUMA incursmuchlower overheadsnoving pages
thanpagemigration/replicatiorbecauset only requiresflushinga
single page,shootingdown TLBs on a singlenode,andretrieving
only the necessarget of remoteblocks on the page.R-NUMA's
ability for page caching, however, is limited becausepractical
implementationdimit remotecachingto only a fraction of main
memory due to the extra fine-grain tag hardware overheadto
implementcacheblock-level coherence Sparsememory access
patternsalsolimit R-NUMA's performancelueto pagefragmenta-
tion which significantlyincreasegslemandon main memorypage
allocation and incurs highverhead.

This papercomparesandcontrastdine-grainmemorycachingand
pagemigration/replicationas a techniqueto reducecapacity/con-
flict memory traffic in CC-NUMA. In this paper we focus on
reducingcapacity/conflicttraffic on data pagesin single parallel
applications.Page migration/replicationhas been shavn to be
quite effective for multiprogrammedworkloads and instruction
pages[17,18]. We evaluatethe effectivenessof pagemigration/
replicationand R-NUMA in reducingcapacity/conflicttraffic in
DSM clustershy executingshared-memorgpplicationson simu-
lated systems. Our results indicate that:

1. Both page migration/replicationand R-NUMA substantially
improve the systemperformanceover ‘“first-touch” migration
in mary applications.

2. Pagemigration/replicatiorhaslimited opportunityandcannot
eliminateall the capacity/conflictmisseseven with fasthard-
waresupportandunlimitedamountof memoryimproving per-
formanceby 20% on averageover CC-NUMA,; data page
replicationis applicableand reducesmissessubstantiallyin
only oneout of sevenapplicationsandpagemigrationis infre-
guentdueto both high read-writesharingdegreesand static
sharing behdor of data pages.

3. R-NUMA always performsbest given a large enoughpage
cacheto fit an applications primary working set, subsuming
page migration/replication,and improving performanceover
CC-NUMA by 40%; R-NUMA simply allocatesand places
read-writesharingpagesinto the pagecacheeliminating the
capacity/conflict misses.
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FIGURE 2. Remote caching in CC-NUMA: (a) a CC-NUMA
cluster device, and (b) action sequence on a remote miss.

4. R-NUMA is muchmoresensitve to pageoperationoverhead
andbenefitsmore from fastsupportfor pageinvalidationand
movement (e.g., page flushing and TLB shootdevns) than
pagemigration/replicatiordueto R-NUMA’'s muchhigherfre-
queny of page operations.

5. Integrating pagemigration/replicationinto R-NUMA to help
reducethe hardware cost requiressophisticatednechanisms
and policies to selectcandidatedor page migration/replica-
tion; relocatingpagesinto R-NUMA’s page cacheinterferes
with accuratereadingsof miss countersfor page migration/
replication limiting the lattes opportunity to get iroked.

The next section describesthe basic CC-NUMA distributed

shared-memorymachine structure we study in this paper

Section3 provides more details of our DSM designswith page

migration/replicationand fine-grain memory caching support.

Sectiond presents qualitatve analysisof the performanceof the

various systemswe study in this paper Section5 describesthe

simulationmethodologywe useto evaluatesystemperformance.

Section6 presentgheresultsof our simulations Finally, Section7

and Section8 discussthe relatedworks and concludethe paper

respectiely.

2 Base CC-NUMA DSM Cluster

Figurel illustratesthe basic distributed shared-memoncluster
organizationthatwe studyin this paper Suns WildFire cluster{6],
Fujitsu’s Sinfinity NUMA [19], Data-Generat NUMALIINE [3],
andSequens STING [12] areall examplesof suchDSM clusters.
Eachnodeis a symmetricmultiprocesso{SMP) workstationwith
four processorsonnectedvia a coherentbus to an interleaved
memory A DSM cluster device implementsa directory-based
cachecoherencerotocolto extendthe shared-memorgbstraction
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acrossthe nodes.This device implementsthe samebasic coher-
enceprotocolin all systemsFor the systemswe study the device
differs in the necessanhardware supportfor cachingand page
operationsasrequiredby eachsystem(asdescribedbelonv andin
Section3).

CC-NUMA formsthe basisof comparisoramongthe systemswve
study Most distributed shared-memorglusters[19,3,12,11]are
CC-NUMA machines.Figure2 (a) illustratesthe anatomyof a
DSM clusterdevice for thesemachines.The device is equipped
with an clustercache(also known asremotecache[21] or block
cache[14]) that holdsrecentlyreferencedemotedatablocks. To
differentiatethis cachefrom the page-granularitgachesn Simple
COMA (S-COMA) [7] and Reactve NUMA (R-NUMA) [5], we
will refertoit astheblock cache. A directorymaintainghesharing
statusof all the blocks residingin the nodes main memory A
hardware finite-state machineimplementationof the coherence
protocol managesaccesseso the directory and the block cache,
servicesmessagesrom the remote nodes,and requestsremote
data on behalf of the node.

Figure2 (b) illustratesthe flow of eventson a remotereferencen
CC-NUMA. All initial accesse$o remotedataresultin a (soft)
page fault. The nodes operatingsystemsoftware requestsand
recevesthe pages global mappingconsistingof a homenodeid
anda physical pageaddressThe operatingsystemmapsthe page
accordingly updateghe nodes pagetables,andresumeghefault-
ing processarSubsequenteferencedo a mappedpageresultin
cacheblock fill requestson the SMP memory bus. The cluster
device satisfiesthe cachefill requestsor remotedataout of the
block cacheby snoopingfor physical addressesn the memory
bus.Upona missin theblock cache the clusterdevice allocatesa
block framein the block cache replacingandwriting backdirty

blocksif necessaryandinvokesthe coherencgrotocolto fetchthe
remote data.

In this paper we only considerfastandsmall SRAM-basedlock
caches.Alternatively, some designsincorporatelarge but slow

DRAM-basedblock cacheq17,2,21].Thelatterreducethe capac-
ity/conflict misstraffic in CC-NUMA at the costof increasinghe
cachelook up time and the controller occupang. To keep the
latenciesand occupanciesomparableamongthe block-cacheand
page-cachéasedsystemsn this study we only considerSRAM-

basedblock caches A detailedstudy of the block cachedesign
spaces beyondthe scopeof this paperandhasbeendealtwith in

great detail in a recent paper [14].

Prior researchindicatesthat CC-NUMA's performancemay be
very sensitve to the initial dataallocationand placemenf9]. As

such,in this paperwe usea first-touchplacemenpolicy in all the
systemswe study This policy is simple and hasbeenshavn to

substantiallyeliminate unnecessaryraffic [13]. In this policy, an
userinvoked directive on every nodeinitiates pagemigrationand
placemeniat the startof the parallel phaseof the program.Upon
thefirst requesfor eachpage the homenodemigratesthe pageto

the requesterassuminghe first requesteis likely to prove a fre-

quentrequesterThis is especiallytrue for someregular scientific
applicationsthat specifically“touch” pagesto ensuretheir proper
placement [20].

3 Reducing Capacity/Conflict Taffic

We evaluatetwo techniquego reducethe capacity/conflictraffic
in CC-NUMA: (1) pagemigration/replication(MigRep) usedin
SGI Origin 2000[10], and (2) R-NUMA enablingselectve fine-
grain cachingof remotedatain local memoryusedin SunWild-



Fire[6]. In this sectionwe describenow eachtechniquevorksand

presentthe required cluster device hardware support. Section4

presents qualitative performancenalysisof the two techniques.
Section6 presentssimulationresultsof shared-memonapplica-
tions comparing the techniques..

3.1 CC-NUMA+MigRep

Page migration/replicationreducesthe capacity/conflicttraffic in
CC-NUMA by migratinga pageto the memoryof the pages most
frequentuser andreplicatingthemostlyread-share@agesn shar-
ers’local memoriesln this paperwe evaluatepagemigration/rep-
lication as a techniqueto reducetraffic for data pagesin the
contet of singleparallelprogramsPagemigration/replicatiorhas
alsobeenshown to be quite effective in reducingtraffic for both
codeanddatapagesn multiprogrammedervironmentsof sequen-
tial and parallel jobs [18].

Figure3 (a) illustratesthe cluster device for a CC-NUMA with
page  migration/replication hardware  support (CC-
NUMA+MigRep). Pagemigration/replicatiorslightly differsfrom
thebaseCC-NUMA systemin thatit includespagereferencenon-
itoring hardware, i.e. perpage pernode miss rate countersto
detect candidates for page migration/replication.

Figure3 (b) illustratesthe flow of eventsfor pagemigration/repli-
cationbothonthehomenodeandonthe cachersUponreceving a
requestfor a cachefill from a remotenode,the homenodeincre-
mentstheappropriatgpagemisscounterandchecksf apagerepli-
cationor migrationis necessaryThe hardware compareghe miss
countersagpinsta presetthresholdto decideif a pageoperationis
necessanyin the caseof replication,if the write misscountersare
zero and the read miss countersfrom the requestingnode are
greatethanthethreshold a pagereplicationis invoked.In thecase
of migration,if the requestes misscountersare greaterthanthe
homes by atleastthethresholdvalue,a pagemigrationis invoked.
The miss counters are reset periodically at a presetahterv
Upon a pagereplication/migration the hardware invokes a soft
trap and the operatingsystembegins to migrate or replicatethe
page.A requestor areplicatedpagecopy at homesimply results
in areply with the appropriatedata.A write protectionfault to a
replicatedpageby a cacherresultsin arequestatthehomenodeto
switch the pagebackto a read-writepage.Both pagemigration/
replication and requeststo switch a pageto a read-write mode
invoke a softtrapatthehomenodes operatingsystento performa
page invalidation and data gathering operation.

Page gatheringrequireslocking the page mapper gatheringthe
pagefrom all the sharerssettingthe poisonbits [10] for all the
blocks on the page(to allow lazy TLB invalidation), moving the
pageto the new home,and shootingdown the homeTLB. Upon
receving a pageflushrequestthe DSM hardwareinvalidatesand
flushesall the cacheblocksfor the page.In systemswith no hard-
waresupportfor a pageflushandlazy TLB invalidation,flushinga
pageincurs much higher overheadsbecausehe messagearrival
first invokes a software trap for the kerneltaking over the job of
flushing the blocks, and shootingdown the TLB [18]. Oncethe
pageis flushed the kernelon the homenodewill unlockthe page
mappermove thepageto anew homein thecaseof migration,and
resumeall cacherswaiting for the page operationto complete.
Much like pageflushing, pagecopying can be acceleratedising
hardware [10]. In this paper we study the systems performance
sensitvity to page migration/replication’speed.
Uponapagefaultatthe cachersthekernelchecksf thefaultis an
unmappedpageor a protectionfault. If it is an unmappedpage
fault to a replicatedpage,the kernel simply requestsa pagecopy
from the home node. Otherwise,the pageis mappedasin CC-
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NUMA. Upon a protectionfault, the kernel requeststhe home
node to switch the page back to a read-write cached page.

3.2 R-NUMA

Reactve NUMA (R-NUMA) [5] is a hybrid DSM architecture
which adaptvely switchesthe perpage cachingpolicy between
CC-NUMA andSimpleCOMA (S-COMA) [7]. S-COMA enables
the systemto allocatemain memorypageframesto placeremote
datawhile managingcoherencendsharingat cacheblock granu-
larity. S-COMA allows a DSM to take adwantageof the large
capacityof anodes mainmemoryto storeremotedata.S-COMA,
however, significantlyincreaseshe hardware compleity ascom-
paredto CC-NUMA by requiring:(1) fine-grainblock sharingtags
to enforcecoherencefor cacheddatain main memory and (2)
hardware to translatelocal main memory addresseso a global
sharedaddresgo locatethe homenodewhenreferencesnissin



Read/Write
. Read-Only Miss Reduction Page Operation Page Operation
Mechanism . .
Miss Reduction Low Sharing High Sharing Overhead Frequency
Degree Degree

Page Replication yes no no high low

Page Migration no yes no high low
R-NUMA yes yes yes low much higher

TABLE 1. Capacity/conflict miss reduction opportunity and overhead.

the memory cache. R-NUMA, however, ohbviates the need to
implement a block cache in the clustevide [5,14].

Figure4 (a) illustratesthe clusterdevice for R-NUMA machines.
R-NUMA includesthe base CC-NUMA DSM hardware, the S-
COMA fine-graintagsandreversetranslationtable,andpagemiss
ratecountersFigure4 (b) illustratesthe flow of eventsfor caching
remotedatain R-NUMA. The operatingsysteminitially mapsthe
pageCC-NUMA. R-NUMA captureshe behaior of programby
usinga perpagepernoderefetch counterto countthe numberof
times the hardware fetchesa block recently cachedbut replaced
dueto capacity/conflictraffic in the processos cache Whenthe
counterexceedsa pre-definedhreshold the requestingorocessor
generatesn interruptto the operatingsystemto remapthe CC-
NUMA pageinto a local S-COMA pageso that future missesto
the pagecanbesatisfiedn theprocessos local memory Sincethe
remappings alocal pageoperationjt doesnotaffectotherproces-
sors’ decisions.Cachefills for the (S-COMA) page-cachélocks
requireaccesdo the S-COMA tagsto checkfor coherenceandto
translatea local physical address(LPA) to a global physical
addresgGPA). If the block is not in the pagecache,the cluster
device inhibits thefill andrequestghe correspondindiomenode
for the remote block.

4 Qualitative Rerformance Analysis

Both CC-NUMA+MigRep and R-NUMA have their advantages
and disadwantagesin this section,we qualitatvely evaluatethe
trade-ofs betweerthetwo systemsn termsof the opportunityfor
reducingcapacity/conflictraffic, andthe runtime overheadsasso-
ciatedwith bothselectinga candidatgpageto performanoperation
on (e.g.,move to pagecacheor migrate)andactually performing
the page operation §blel).

4.1 Opportunity to Reduce Misses

Page migration/replicatiors performancehighly dependson an
applications sharingcharacteristicand the resultingopportunity
for reducingremote misses.Page migration works bestwhen a
pages read-writesharingdegreeis low but the pagemissrateis
high. Whenthe sharingdegreeis low, for examplein the caseof a
singlefrequentreaderand/orwriter, migratingthe pageeliminates
theremotemissedo the pageandsubstantiallyreduceghetraffic.
Ontheotherhand whenthesharingdegreeis high, eliminatingthe
remotemissesat one sharerdoesnot eliminatethe remotemisses
at othersandthereforepagemigrationdoesnot benefitpageswith
severalsimultaneousharersPagemigrationalsohelpspageswith
dynamicallyvaryinglist of sharersvherethehomenodenolonger
shareghe page For suchpagespagemigrationdynamicallyreacts
to thechangen the sharers list andalwaysmakessurethatoneof
theactive sharerdoecomeshehomenodefor the page Pagerepli-

cationworks bestfor pagesthat are read-sharedor a long time,
and does not benefit pages with high write frequenc

R-NUMA works for all pageswith high rate of capacity/conflict
misses including pages with high read-write sharing degree.
Becausat allows read-writecachingof datain ary sharers local
memory R-NUMA canreducethe overallnumberof capacity/con-
flict missesin the system.The opportunityfor reducingcapacity/
conflictmissedn R-NUMA, however, highly dependn memory
pressureon the node[8,5]. R-NUMA cansuffer from the problem
of pagefragmentationand requireslarge amountof memoryto
meetthe working setsof applications.Practicalimplementations
of R-NUMA [6] alsolimit the pagecachesizeto reducehardware
complity and cost. Therefore,high memory pressurein some
applicationsmay result in frequent page deallocationfrom the
page cache,diminishing the opportunity for reducing capacity/
conflict misses.

In thelimit, with alarge enoughpagecache R-NUMA canelimi-
nateall the capacity/conflictraffic in the systemlIn contrastpage
migration/replicationgiven enoughmemorycan at besteliminate
read-write trdfic from one sharer and all the read-onlyftcaf

4.2 Page Selection/Operation Ogrhead

Pagemigration/replicatiorat a minimumincursthe high overhead
of pageinvalidation and datagathering.The latter at a minimum
incursthe overheadof taking a soft trap, flushing the pageat all

cachers,and moving or copying the page. Such an operation
requiresglobal coordinationand is slow even in systemswith

hardware supportfor pagemigration/replication[10], taking tens
of thousand=f processorcycles. In systemswith no hardware
support,the operationinvokesthe kernelon every nodeto invali-

datethe pageq17] andimmediatelyshootsdown the TLBs. More-

over, with no supportfor block copying hardware, the kernelon

the home node must sendthe pagethroughthe DSM boardone
block at a time. The resulting pagemigration/replicationin sys-
temswith no hardwaresupportjncursanorderof magnitudemore
overhead [18].

Becausepage migration/replicationincurs the high overheadof

pagegathering,it requiresa long pageselectioninterval to make

accuratalecisionsaboutselectinga candidatepagefor migration/
replication.Sucha constraintsignificantly limits the frequeny at
which a pagecanbe migrated/replicatedtherebydiminishingthe
overall opportunityfor missreductionevenin systemswith hard-
ware support for page migration/replication.

In contrast,in R-NUMA the decision as to whetherto cache
remotedatausingCC-NUMA or S-COMA is anentirelylocal one
andneedsotinvolve othercacherslt only requiresflushingasin-

gle page,shootingdown TLBs on a single node,and refetching
only thenecessargacheblocks.Suchalocal operationincursless
overhead,can be overlappedwith computationon other proces-
sors/nodesanddoesnot requiresophisticategpagecopying hard-
ware. However, in the presenceof memory pressuren the page



Application Problem Input Data Set
barnes Barnes-Hut N-body 16K particles
simulation
cholesky Blocked sparse tk16.0
Cholesly factorization
from Fast Multipole N-body | 16K particles
simulation
lu Blocked dense LU 512x512matrix,
factorization 16x16 blocks
ocean Ocean simulation 130x130 ocean
radix Integer radix sort 1M integers,
radix 1024
raytrace 3-D scene rendering car
using ray-tracing

TABLE 2. Applications and input parameters.

cache,R-NUMA canresultin a high pageallocation/deallocation
frequeng, increasinghe overall overheadncurredin pageopera-
tions.

5 Methodology

To compare practical implementationsof CC-NUMA, CC-

NUMA+MigRep, R-NUMA, we usethe WisconsinWind Tunnel
Il [15] to simulatea distributed shared-memorynachineconsist-
ing of a network of eight SMP nodes(Figurel). Eachnodeis a 4-

way multiprocessowith 600 MHz dual-issueprocessorintercon-
nectedby a 100 MHz split-transactionbus. A snooly MOESI

coherencerotocolkeepsthe cacheswithin eachnodeconsistent.
We assumeperfectinstructioncaches$ but modeldatacachesand
their contentionatthememorybusaccuratelyWe furtherassumea
point-to-point network with a constantlateng of 80 cycles but

model contention at the netwvk interfaces accurately

Table2 presentghe applicationswe usein this studyandthe cor-

respondinginput parametersBarnes, cholesky, fmm, lu, ocean,

radix andraytrace are from the SPLASH-2 [20] benchmark suite.

Table3 presentghe costsof block andpageoperationsn proces-
sor cycles for our base system assumptions.SRAM devices

include the block cache,S-COMA fine-graintagsandtranslation
table,R-NUMA reactive countersand CC-NUMA+MigRep miss

counters.DRAM accessegorrespondto accessedo the page
cache. Soft traps include page faults and R-NUMA relocation
interrupts.Pageallocation/replacemeribvolvestaking a soft trap,

invalidatingthe (local) TLBs, andflushingthe blocks backto the

home node. The overheadvaries dependingon the number of

blocksflushed.Pagerelocationin R-NUMA usessimilar mecha-
nisms as pageallocation/replacemerdnd incurs the sameover-

heads.

Our applicationdatasetsizesareselectedo besmallenoughsoas

not to require prohibitive simulation cycles, while being large

enoughto maintainthe intrinsic communicatiorand computation
characteristicef the parallelapplication.Woo, et al., characterize
the behaior of SPLASH-2applicationsin termsof working sets

1. The scientific codes we studybdow instruction cache miss ratios.
This assumption may not hold for all applications.

Operation Cost(processorycles)

block operations

Network latengy 80
Local miss lateng 104
Round-trip remote miss lateyc 418

page operations

soft traps 3000
TLB shootdevn 300
allocation/replacement or 3000111500
R-NUMA relocation

migration/replication operations
page ivalidation and dataaghering 3000~11500
page coping 8000~21800

TABLE 3. Base line system assumptions.

andshow thatfor mostof the applicationsthe datasetsprovided
have a primaryworking setthatfits in an 8-Kbyte cache[20]. We,
therefore,conseratively assumel6-Kbyte (direct-mapped)pro-

cessor caches to compensate for the small size of the data sets.

To facilitate integrating the nodes SMP protocol (derived from
SFARC) with the simple DSM write-invalidate protocol and to
eliminateraceconditionswhenresumingprocessorsvaiting for a
remoteblock, we assumeCC-NUMA block cacheshat maintain
inclusionwith the nodes processorached6]. As such,we simu-
lateblock cachesqualin sizeto thesumof all theprocessocache
sizes.This assumptiorhelps mitigate ary adwerseeffects due to
the inclusion requirementof read-write blocks. Consequentlya
four-processonodewill have a64-KbyteCC-NUMA block cache.
To compensateor the lower cost of DRAM as comparedto
SRAM, our basesystemassumesn S-COMA pagecacheof 2.4
Mbytes, a &ctor of 40 lager than our CC-NUMA block cache.
Unlessspecifiedotherwise,all experimentsassumea lazy TLB
shootdevn stratgyy for pagemigration/replicatiorusing directory
poisoningandpagecopying hardware,characteristiof aggressie
systemswith hardware/softvare supportfor pagemigration/repli-
cation[10]. Our systemprovideshardwaresupportfor a pageflush
during datagathering,obviating the needfor soft trapsuponpage
invalidation. We use pagemigration/replicationthresholdof 800
missesaresetintenval of 32000missesandan R-NUMA switch-
ing thresholdof 32 missesacrossall the benchmarksThe thresh-
old valuesare selectedso as to optimize performanceover all
benchmarksTo gauge page migration/replicatiors best perfor-
mance we assumeno memorypressurdor CC-NUMA+MigRep
in ary of the experiments— i.e., our systemassumeshat a free
pagein memoryis alwaysavailable for the purposeof migration/
replication.

6 Resaults

In this sectionwe presentesultsfrom our simulationexperiments.
We first shawv basesystemperformanceesults.Next, we present
the performancesensitiity of CC-NUMA+MigRepandR-NUMA
to slow hardware/softvare supportfor pageoperationsThird, we
studytheimpactof long network lateng onthe performancef the
systems.Finally, we investicate whetherpagemigration/replica-
tion canhelp reducethe hardwarerequirementsn R-NUMA. All
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FIGURE 5. Base performance comparison for CC-NUMA,
CC-NUMA+MigRep, and R-NUMA.

executiontimes are normalizedagainst a perfect CC-NUMA —
i.e. CC-NUMA with an infinite block cache— unlessspecified
otherwise.

6.1 Opportunity to Reduce Misses

Figure5 plots the performanceof our baseCC-NUMA, a CC-

NUMA with page replication (Rep), a CC-NUMA with page
migration (Mig), a CC-NUMA with both pagemigration/replica-
tion (MigRep), R-NUMA, andan R-NUMA with aninfinite page
cache(R-NUMA-Inf). All numbersarenormalizedagainstperfect
CC-NUMA. Not surprisingly capacity/conflictraffic significantly
impactsexecutiontime in CC-NUMA increasingexecutiontimes
to 60% aer perfect CC-NUMA.

The figure indicatesthat datapagemigration/replicationcan sig-

nificantly improve the performancey 20% on averageover CC-

NUMA after “first-touch” migration. Page migration/replication,
however, suffers from limited opportunity and fails to eliminate
capacity/conflictmisses.R-NUMA, however, performsbestand
improves executiontime in CC-NUMA by 40% on average.R-

NUMA only suffers from high pagerelocationoverheadin two

applicationscholesky andradix. In the limit, R-NUMA-Inf is as
goodasperfectCC-NUMA in two benchmarksndis closeto per-
fect CC-NUMA in anothertwo benchmarksThefigurealsoshawvs

that the applicationsvary in demandfor pagemigration/replica-
tion. Five applicationsbenefitfrom pagemigration, one applica-
tion benefitsfrom pagereplication,and one applicationdoesnot

need benefit from either

Table4 depictsthe pernodenumberof pageoperationdi.e., page
migration/replicatiorin CC-NUMA+MigRep and pagerelocation
in R-NUMA) in the systemsThetablealsodepictsthe breakdavn

of thepernodeoverall numberof missesandthe numberof capac-
ity/conflict misses (in parenthesis) in CC-NUMA, CC-

NUMA+MigRep, and R-NUMA. The table corroboratesthe
resultsin Figure5 that page migration/replicationoccursinfre-

quentlyin mary applicationsaandassuchdoessuffersfrom lack of

opportunity to reduce conflict/capacitymisses.For most of the
applicationsR-NUMA hasmoreopportunitieso reducethe num-
ber of remote missesbecausdt has higher page operationfre-

gueng than page migration/replication.

Although there are a lot of page replicationsin barnes and
cholesky, mary of themarenot on the executions critical pathand
someof themareincorrectdecisionsln contrastfmm, ocean, and

Numberof OverallMisses

Number of Rge (Capacity/Conflict

Operations Misses) in x1000
%))
< o
© [0)
€ c @ x
S |ls |2 |88 2 |3 | s
5] = S |0 ) + =
© L o < D
@ > 3 |wo < s z
= [} D o (@) ) T
= x Fx O > x
O
8]
barnes 9 133 19 1210 159 39
a171) | (120) 0)

cholesky || 75| 430| 777|| 262| 175| 180
(169) | (82) | (88)

frm 54 6| 156| 267| 214 54
(221) | (168) ©)
lu 135 | 167 | 417|| 1331| 376 73
a287)| (332)| (29)
ocean 37 0| 201| 300| 267| 104
(209) | (176) | (13)
radix 1 0| 1714|| 157| 153| 100
(111) | @o7)| (75)
raytrace 5| 283|1059| 597| 257| 213
(446) | (108) | (72)

TABLE 4. Number of per-node page oper ations and remote
missesin CC-NUMA, CC-NUMA+MigRep, and R-NUMA.

radix do not requirepagereplicationat all. In barnes, whenonly

pagemigrationis used,the performancegetsworsebecauseage
migration unnecessarilymigrates some of the read-only pages
(Figure5). However, adding pagereplicationto page migration

helpsidentify andremove the pagesto be replicatedso that page
migration selectsthe appropriatepagesandreducescapacity/con-
flict traffic. Radix andraytrace exhibit the samepositive collabora-
tion betweenpagemigration and pagereplicationbut the overall

effect on executiontime is smaller In cholesky and fmm, perfor-

manceof page migration/replicationcomesdirectly from page
migrationthroughimproving datalocality. Low reuseof migrated/
replicatedpageslimits the performancemprovementin cholesky

andraytrace. Lu doesnot benefitfrom pagemigrationbut exhibits

high benefitsfrom pagereplicationdueto a readphaseof reading
the matrix to be factorizedbeforethe startof computationn each
iteration.In ocean andradix, thereareonly a few candidatedor

page migration/replication.

R-NUMA virtually eliminatesthe capacity/conflictmissesin all

applicationsexceptfor cholesky, radix, andraytrace. Cholesky and
radix arekernelsandassuchdo not exhibit reuseof the pageselo-

cated into R-NUMA's page cache.Every relocation, however,

requiresrefetchingthe flushedblockswhichincursalarge number
of missesin theseapplications R-NUMA's performancen radix

alsosuffersslightly from limited pagecachecapacityasshavn by

theimprovementin performancdrom R-NUMA-Inf. Earlyreloca-
tion (i.e., through smaller thresholdvalues)would significantly
help theseapplications.In raytrace, the capacity/conflictmisses
remainingin R-NUMA arenot on the executions critical pathand
as such do not ffct execution time.
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FIGURE 6. Performance comprison of CC-NUMA+MigRep
and R-NUMA for systems with fast and slow page operation
support.

6.2 Sensitivity to Page Operation Over head

Corventional pagemigration/replicationproposalsrelied on ker-
nel-basedsolutions with no hardware/softvare for page opera-
tions. Recentstudiesindicate that commodity operatingsystems
arenottunedfor pagemigration/replicatiorincurring prohibitively
high overheadq24]. In this section,we presentresultsevaluating
the impact of slowv pageoperationson the performanceof page
migration/replication and R-NUMA.

We assumeanincreaseof ten-foldin pageoperationoverheadsas
comparedo thebasesystemgTable3). Our slow system(ascom-
paredto the fastbasesystem)assume$0 ps (or 30000cycles)for
softtraps,5 ps (or 3000cycles)for TLB shootdevn, andan addi-
tional pagecopying overheacbf 10 pus (or 6000cycles)perpage A
larger pageoperationoverheadalsorequireslarger thresholdval-
uesto prevent pageoperationfrequeng to increaseto prohibitive
levelsresultingin pagethrashing.Our slow systemsausea thresh-
old value of 1200 missesfor CC-NUMA+MigRep and 64 misses
for R-NUMA respectiely.

Figure6 compareghe performanceof CC-NUMA+MigRep and
R-NUMA for systemswith fastandslow pageoperationsThese
execution times are normalizedagainst the perfect CC-NUMA.
Our resultsindicatethat on averagepagemigration/replications
less sensitve to page operationoverheadthan R-NUMA. This
resultfollows from Table4, which indicatesthat our applications
exhibit much lower pagemigration/replicationfrequeny in CC-
NUMA+MigRep thanpagerelocationin R-NUMA. Although R-
NUMA'’s perpage overheadis lower, the overall overheadis
higherin applicationghatincur a high pagerelocationfrequeng.
Whenrelocationoverheadfalls on the executions critical path—
asin choleslk andradix — R-NUMA's performancerelative to
CC-NUMA+MigRep decreasesRadixincursreplacementén the
pagecachedue to the caches$ limited capacityandradix's large
primaryworking setof pagesandthereforeexhibits a large perfor-
mance dgradation due to high page relocation freqyenc

In barnesandfmm neithersystemsaresensitve to pageoperation
overheaddueto thelow frequeng of pageoperationsPageopera-
tions arenot on raytracés critical pathof executionandtherefore
do notaffect performancenuch.In lu, pagereplicationis suscepti-
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FIGURE 7. Performance comparison of CC-NUMA, CC-
NUMA+MigRep, and R-NUMA for remote miss latenciesfour
timeslarger than the base system.

ble to high overheaddueto both replicationand subsequentvrite
faults to the replicated pages.

6.3 Sensitivity to Network L atency

Unlike DSMs with highly-customizedmemory systemsdike SGI
Origin2000[10], DSM clusterssuch as SequentNUMAQ [12]
often have a relatively large ratio of remote-to-localmiss time.
Techniguego reduceremotememoryaccessesanbe moreeffec-
tive in DSMswith longerremotemisslatencieslin this sectionwe
evaluate the effect of longer remote miss latencieson CC-
NUMA+MigRep’s and R-NUMA's performanceby varying the
network lateng.

Figure7 illustrates the performancethe systemsfor remote-to-
localmemoryaccesdateng ratio of 16, i.e.,four timeslargerthan
our basesystem.The numbersarenormalizedwith respecto per-
fect CC-NUMA. Not surprisingly CC-NUMA's performanceis
highly sensitve to alargernetwork lateng dueto thelargenumber
of capacity/conflictmisses.CC-NUMA's executiontime on aver-
age increasesto 126% (from 60% in the base system in
Section6.1) over perfectCC-NUMA. Applicationexecutiontimes
on CC-NUMA+MigReparelesssensitve andon averageincrease
to 72% over perfectCC-NUMA (ascomparedo 41%in the base
system) R-NUMA incurstheleastnumberof missesandexhibits
anaverageexecutiontime thatis slightly over 25%ascomparedo
perfect CC-NUMA (from 20% in the base system).

In barnes cholesly, lu, andraytrace CC-NUMA+MigRepsignifi-
cantly reducesthe numberof remote misseson the executions
critical pathresultingin acommensurateeductionin communica-
tion time. R-NUMA virtually eliminatesthe remotemissesin all
these applications except for cholesly and performs best. In
cholesl, R-NUMA simply relocatespagesthat are subsequently
not usedandthereforeincursthe longerrelocationoverheadwith
thelongernetwork latengy. CC-NUMA+MigRepis leasteffective
in ocean radix, andfmm andthereforethe large numberof misses
directly increaseghe executiontime with anincreasen network
lateny in these applications. R-NUMA's performanceshavs
slight sensitvity to a longer network lateny in oceanand radix
dueto the high pagerelocationfrequeny andthe resultingblock
fetch/refetches in these applications.
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FIGURE 8. Performance achieved by R-NUMA+MigRep.

6.4 R-NUMA+MigRep

Theresultsin Section6.1indicatethatR-NUMA givenaninfinite

pagecachecan eliminateall capacity/conflictraffic. R-NUMA's

DSM hardware overhead— i.e., translationtable, fine-graintags,
andcounters— andcost,however, is a function of the pagecache
size. Currentimplementationsof R-NUMA (e.g., Sun WildFire

[6]), limit the hardwaresupportto a smallfraction of memoryand

provide only a “cache” of miss countersas opposedto perpage
counters for all of memory

In this sectionwe evaluatewhethempagemigration/replicatiorcan
be usedto reducethe requiredpagecachesizeandtherebydesign
costin R-NUMA. We presenpreliminaryresultson a systemthat
integrates page migration/replicationwith R-NUMA, called R-

NUMA+MigRep. The key to the integration is to designpage
migration/replicationpolicies that can co-exist with R-NUMA's

pagerelocation.The fundamentaproblemwith the integrationis

that early relocationin R-NUMA preventsaccuratepagemigra-

tion/replicationbecausét reduceghe capacity/conflictraffic and

thereby impacts the CC-NUMA+MigRep’s miss counters.Our

systemattemptgo mitigatesthis problemby allowing pagemigra-

tion/replicationto be invoked on every pagefor an initial preset
time intenal and delaying pagerelocationin R-NUMA. In this

study we allow R-NUMA relocationonly after the first 32000
misses to a page.

Figure8 depicts R-NUMA-MigRep’s performance.The figure

comparesthe performanceof our base R-NUMA (with a 2.4

Mbytes page cache)with an R-NUMA-1/2 with half the page
cachesize,namelyl.2 Mbytes. The figure alsoplots R-NUMA-1/

2+MigRep, adding page migration/replicationto R-NUMA-1/2.

All numbersarenormalizedagainsta perfectCC-NUMA. Thefig-

ure indicatesthat R-NUMA-1/2’s performancés not sensitve to

MigRep. In barnes, fmm, and raytrace, R-NUMA-1/2 performs
quitewell andcannot benefitmuchfrom furtherimprovement.in

raytrace, the extra delay in invoking page relocation slightly

increasesxecutiontime for R-NUMA-1/2+MigRepascompared
to R-NUMA-1/2. In cholesky and lu, pagemigration/replication
happensthroughoutthe application and page relocationin R-

NUMA impactsthe misscountergpreventingpagemigration/repli-
cationfrom gettinginvokedin R-NUMA-1/2+MigRep.Ocean and
radix do not benefitfrom eitherpagemigrationor replicationand
thereforeR-NUMA-1/2+MigRepperformsaswell asR-NUMA-1/

2. Theseresultsindicatethatintegratingpagerelocationwith page

migration/replicatiorrequiresmoresophisticateanechanismand
policiesthatcanidentify candidate$or pagemigration/replication
for pages that are relocated to page caches.

7 Related Works

Vemheseet al., [18], studiedkernel-basegagemigration/replica-
tion in the contet of both tightly-coupled CC-NUMA systems
with low remote-to-localccesgatios (around3~5) and loosely-
coupledsystemswith high remote-to-localaccesgatios (around
10~20).They studiedboth single parallelprogramsand multipro-

grammedworkloads with sequentialand parallel applications.
They evaluatedpagemigration/replicationfor machineswith no

hardware or software supportfor pagemigration/replicationand
measurechigh overheadsof around400 ps for suchoperations.
They suggestoptimizationsfor stock SMP operatingsystemsto

reduce the werhead.

Soundararajaret el., [17] evaluatedthe flexibility of Stanford
FLASH in implementingvarious remote caching stratgies and
optimizationsincluding kernel-basedpage migration/replication
usinga large softwareremotecachein mainmemory Their results
arefundamentallydifferentfrom oursin mary respectsFirst, we

only evaluateall-hardwareprotocolimplementationsvith minimal

coherenc@ndmemoryaccesoverhead Secondwe useselectve

fine-grainmemorycachingin hardwareusingR-NUMA andeval-

uatethe requiredmemoryresourcesThey implementa software
remotecachein memoryusing FLASH’s memorymiss handlers.
Finally, asin a previous study[18], they only evaluatemachines
with no hardware supportfor pagemigration/replicationWe also
evaluateaggressie implementationsvith hardware countersand
page iwvalidation and dataaghering hardare support.

Falsafi and Wood first proposedand evaluated R-NUMA [5].

Moga and Dubois[14] studiedremotecachingin detail andcare-
fully evaluatedthe designspacefor building block cachesand R-

NUMA. Hagerstenand Koster evaluatedremote cachingin the
Sun WildFire [6] which implementsa variation of R-NUMA.

S3mp [16], ASCOMA [8], and PRISM [4], also implementa

hybrid of CC-NUMA and S-COMA. S3mponly allows statically
selectinghecachingpolicy for every page ASCOMA implements
selectve fine-graincachingasin R-NUMA but alwaysallocatesS-

COMA pagedirst. PRISMimplementsa softwarepolicy to switch
betweerS-COMA andCC-NUMA but notvice versa.Noneof the
above systemsevaluatedselectie fine-grainmemorycachingasin

R-NUMA with aggressie pagemigration/replicationsupportto

reduce capacity/conflict trad.

8 Conclusions

In this paper we comparedand contrastedtwo techniquesto
improve capacity/conflict miss traffic in a corventional CC-
NUMA system.Page migration/replicationoptimizesread-write
accesseso a pageusedby a single processotby migrating the
pageto that processomandreplicatesall read-shareghagesin the
sharers’local memories R-NUMA optimizesread-writeaccesses
to ary pageby allowing a processoto cachethatpagein its main
memory Page migration/replicationrequiresless hardware com-
plexity ascomparedo R-NUMA, but haslimited applicabilityand
incursmuch higheroverheadsven with tunedhardware/softvare
support.

We evaluatedthe effectivenessof pagemigration/replicationand
R-NUMA in reducingcapacity/conflictraffic in DSM clustersby
executingshared-memorgpplicationson simulatedsystemsOur
resultsindicatedthat: (1) both pagemigration/replicationand R-



NUMA substantiallyimprove the systemperformanceover “‘first-
touch’ migrationin mary applications(2) pagemigration/replica-
tion haslimited opportunityandcannot eliminateall the capacity/
conflict misseseven with fast hardware supportand unlimited
amountof memory (3) R-NUMA always performsbestgiven a
pagecachdargeenoughto fit anapplications primaryworking set
andsubsumegpagemigration/replication(4) R-NUMA benefits
more from hardware supportto acceleratgpageoperations
than page migration/replication,and (5) integrating page
migration/replicationinto R-NUMA to help reducethe hardware
costrequiressophisticatednechanismsndpoliciesto selectcan-
didates for page migration/replication.
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