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Modelling Axi-symmetric
Travelling Waves in a Dielectric
with Nonlinear Refractive Index

C.A. Stuart

Abstract. We consider an isotropic dielectric with a nonlinear refractive
index. The medium may be inhomogeneous but its spatial variation has
an axial symmetry. We characterize all monochromatic axi-symmetric
travelling waves as solution of a system of six second order differential
equations on (0,∞). Boundary conditions at 0 ensure the regularity
of the fields on the axis. Guided waves satisfy additional conditions
at ∞.Special solutions of this system correspond to what are normally
referred to as TE and TM modes.
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1. Introduction

The confinement of light in a waveguide or optical fibre is usually achieved
by exploiting the effect of variations in the refractive index due to inho-
mogeneity of the medium through which the beam is propagating. As can
be understood from Snell’s law and the phenomenon usually called total
internal reflection, the favorable configuration consists of a region of higher
refractive index surrounded by a layer, or layers, of materials having a lower
refractive index, [14]. However, if the width of the region in which confine-
ment is sought is comparable to the wavelength of the light, geometrical
optics does not provide a satisfactory model and the electromagnetic the-
ory, based on Maxwell’s equations should be used, [14]. Furthermore, it is
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also well-known that nonlinear effects can be used to enhance, or even to
produce, the guidance of light, see [1, 25]. For example, no guidance occurs
in a homogeneous linear medium (where the refractive index is constant)
whereas it will occur, at least for sufficiently intense beams, in a homo-
geneous self-focusing medium (where the refractive index is an increasing
function of the intensity of the light passing through it, [7, 11]).

The mathematical discussion of this phenomenon amounts to the study
of special solutions of Maxwell’s equations in a medium whose constitutive
relation expresses the electric displacement field as a nonlinear function of
the electric field. The special solutions which have been studied in this con-
text are either TE (transverse electric field) or TM (transverse magnetic
field) modes having a planar or cylindrical symmetry. An enormous number
of particular cases have been studied in the physics and engineering liter-
ature for more than twenty years now using a mixture of analytical and
numerical methods, [13] for an extensive sample.

Mathematically rigorous results concerning the existence/non-existen-
ce and parameter dependence of such modes have also been established
in considerable generality and we return this in the final section. However
there seems to be no systematic and unified derivation of these various
models from general principles which shows what the essential ingredients
are and which reveals to what extent these modes constitute particular
cases or exhaust all possibilities. The exposition here goes some way to
acomplishing this, at least in the important context of axial symmetry that
is relevant for models of optical fibres. It leads to a coupled system of six
second order differential equations (see (4.13)), together with appropriate
boundary conditions, whose solutions generate all axi-symmetric travelling
waves that satisfy Maxwell’s equations and a constitutive assumption of
the type used in this area of nonlinear optics. See the end of Section 5 for
a complete specification of the problem. By looking for solutions of this
problem in which some of the six unknown functions are set equal to zero,
one obtains the particular solutions known as TE and TM-modes. So far
there seem to be no results concerning the existence and properties of more
complicated solutions (hybrid modes).

In Section 2, we introduce the notions of monochromatic field, travel-
ling wave and axi-symmetric field. Lemma 2.2 gives the general form of a
field that is a monochromatic, axi-symmetric travelling wave. Since the nat-
ural representation of such fields uses cylindrical polar coordinates, some



Vol. 72 (2004) Modelling Axi-symmetric Travelling Waves 109

care has to taken when discussing the regularity of the fields on the axis of
symmetry and this is dealt with in Lemma 2.3 and Corollary 2.4.

Maxwell’s equations are introduced in Section 3 together with a general
form for the kind of constitutive assumption that is usually adopted in the
optics literature for problems concerning optical fibres and spatial solitons.
This amounts to defining a nonlinear refractive index in an isotropic dielec-
tric. Then, in Section 4, we characterize all monochromatic, axi-symmetric
travelling waves that satisfy Maxwell’s equations and the constitutive as-
sumption as the solutions of a system of six second order differential equa-
tions on (0,∞) subject to some boundary conditions at 0 assuring the
regularity of the fields on the axis.

Amongst all such waves, guided modes are those in which the self-
focusing effect of the nonlinear refractive index balances the effects of dis-
persion and so the intensity of the associated beam of light remains concen-
trated near the axis. This notion of guidance introduces additional bound-
ary conditions at infinity which are formulated in Section 5, leading to a
complete specification of the mathematical problem. In Section 6, we define
the special classes of solutions known as TE-modes and TM-modes and we
give some references to the literature concerning the rigorous analysis of
these cases.

2. Fields with special properties

We begin with some terminology that will be used to distinguish various
properties of electromagnetic fields. Let x = (x1, x2, x3) ∈ R

3 denote Carte-
sian co-ordinates in space and let t ∈ R denote time. A field F : R

4 → R
3

is monochromatic if

F (x, t) = F 1(x) cosωt + F 2(x) sinωt for x ∈ R
3 and t ∈ R (2.1)

for some frequency ω > 0 and functions F 1, F 2 : R
3 → R

3. For such fields
the time-average of |F (x, t)|2 is 1

2{
∣
∣F 1(x)

∣
∣2 +

∣
∣F 2(x)

∣
∣2} and this will be

referred to as the intensity of the field F.

A field F : R
4 → R

3 is a travelling wave if

F (x, t) = w(x − tξ) for x ∈ R
3 and t ∈ R (2.2)

for some vector ξ ∈ R
3\{0} and function w : R

3 → R
3. In this case ξ

|ξ| is
the direction of propagation and υ = |ξ| is the wave-speed.
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Lemma 2.1. Let F : R
4 → R

3 be a monochromatic field with frequency
ω > 0 that is also a travelling wave in the direction (0, 0, 1) with speed
υ > 0. Then there exist fields K1, K2 : R

2 → R
3 such that

F (x, t) = K1(x1, x2) cos(kx3 − ωt) + K2(x1, x2) sin(kx3 − ωt) (2.3)

for all (x, t) ∈ R
4 where k = ω

υ is the wave-number and 2π
k is the wave-

length.

Proof. By assumption we have that

F (x, t) = F 1(x) cos ωt + F 2(x) sinωt and F (x, t) = w(x1, x2, x3 − υt).

Setting x3 = 0 and −υt = s, we have that

F 1(x1, x2, 0) cos
ωs

υ
− F 2(x1, x2, 0) sin

ωs

υ
= w(x1, x2, s)

and so, setting

K1(x1, x2) = F 1(x1, x2, 0) and K2(x1, x2) = −F 2(x1, x2, 0)

we can write

F (x, t) = w(x1, x2, x3 − υt)

= K1(x1, x2) cos
ω

υ
(x3 − υt) + K2(x1, x2) sin

ω

υ
(x3 − υt)

= K1(x1, x2) cos(kx3 − ωt) + K2(x1, x2) sin(kx3 − ωt).

�
A field F : R

4 → R
3 is axi-symmetric with respect to a line L in R

3 if

F (Γx, t) = ΓF (x, t) for x ∈ R
3 and t ∈ R (2.4)

for all rotations Γ around the axis L. In dealing with fields that are axi-
symmetric with respect to the x3-axis, it is convenient to use cylindrical
polar co-ordinates for which we adopt the usual notation

(x1, x2, x3) = (r cos θ, r sin θ, z) (2.5)

ir = (cos θ, sin θ, 0), iθ = (− sin θ, cos θ, 0), iz = (0, 0, 1).
Then F : R

4 → R
3 is axi-symmetric with respect to the x3-axis if and

only if

F1(r cos θ, r sin θ, z, t) = cos θF1(r, 0, z, t) − sin θF2(r, 0, z, t) (2.6)

F2(r cos θ, r sin θ, z, t) = sin θF1(r, 0, z, t) + cos θF2(r, 0, z, t) (2.7)

F3(r cos θ, r sin θ, z, t) = F3(r, 0, z, t). (2.8)

for all r > 0 and θ, z, t ∈ R.
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Lemma 2.2. Let F : R
4 → R

3 be a monochromatic field with frequency
ω > 0 that is also a travelling wave propagating in the direction (0, 0, 1)
with speed υ > 0. Then F is axi-symmetric with respect to the x3-axis if
and only if F can be expressed as

F (x, t) =
{

f1
r (r)ir + f1

θ (r)iθ + f1
z (r)iz

}

cos(kz − ωt)

+
{

f2
r (r)ir + f2

θ (r)iθ + f2
z (r)iz

}

sin(kz − ωt)
(2.9)

for all r > 0 and θ, z, t ∈ R where f j
r , f j

θ , f j
z : (0,∞) → R for j = 1, 2.

Remark. A field of the form (2.9) can be written as

F = Frir + Fθiθ + Fziz (2.10)

where

Fr = f1
r (r) cos(kz − ωt) + f2

r (r) sin(kz − ωt)

Fθ = f1
θ (r) cos(kz − ωt) + f2

θ (r) sin(kz − ωt)

Fz = f1
z (r) cos(kz − ωt) + f2

z (r) sin(kz − ωt).

Proof. By Lemma 2.1 we can write F in the form (2.3) and then, by (2.6)
to (2.8), it is axi-symmetric with respect to the x3-axis if and only if, for
j = 1, 2,

Kj
1(r cos θ, r sin θ) = cos θKj

1(r, 0) − sin θKj
2(r, 0)

Kj
2(r cos θ, r sin θ) = sin θKj

1(r, 0) + cos θKj
2(r, 0)

Kj
3(r cos θ, r sin θ) = Kj

3(r, 0).

Thus

Kj(r cos θ, r sin θ) = Kj
1(r, 0)ir + Kj

2(r, 0)iθ + Kj
3(r, 0)iz,

showing that (2.9) holds with f j
r (r) = Kj

1(r, 0), f j
θ (r) = Kj

2(r, 0), f j
z (r) =

Kj
3(r, 0). �

The next result relates the smoothness of a field F having the form
the form (2.9) to that of its coefficients f j

r , f j
θ , f j

z .

Lemma 2.3. Let f : R
3\{(0, 0, z) : z ∈ R} → R

3 be defined by (2.5) and

f(x) = A(r)ir + B(r)iθ + C(r)iz

where A, B, C : (0,∞) → R. Then f has a C1-extension to R
3 if and only

if A, B, C have C1-extensions to [0,∞) with A(0) = B(0) = C ′(0) = 0.
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Proof. Clearly f ∈ C1(R3\{(0, 0, z) : z ∈ R}) if and only if A, B, C ∈
C1((0,∞)), so the only issue is the behaviour as r → 0.

Let us suppose that f has a C1-extension to R
3. Then f(·, 0, 0) ∈

C1(R). Noting that for s �= 0,

f(s, 0, 0) = (A(|s|) s

|s| , B(|s|) s

|s| , C(|s|)),

we see that f1(·, 0, 0) |[0,∞),f2(·, 0, 0) |[0,∞)and f3(·, 0, 0) |[0,∞) are C1-exten-
sions of A, B and C, respectively. Furthermore, since f3(s, 0, 0) is an even
function of s, we must have C ′(0) = d

dsf3(s, 0, 0) |s=0= 0. On the other
hand,

lim
s→0+

f1(s, 0, 0) = A(0) and lim
s→0−

f1(s, 0, 0) = −A(0)

and hence A(0) = 0 since f1(0, 0, 0) = lims→0 f1(s, 0, 0) exists. Similarly,
B(0) = 0.

For the converse, we set f(0, 0, z) = (0, 0, C(0)) for all z ∈ R and
observe that this implies that f ∈ C(R3) by the properties of A, B and C.
Then, for s �= 0,

lim
s→0

f1(s, 0, z) − f1(0, 0, z)
s

= lim
s→0

A(|s|)
|s| = A′(0)

showing that ∂1f1(0, 0, z) exists and is equal to A′(0). Similarly,

lim
s→0

f1(0, s, z) − f1(0, 0, z)
s

= lim
s→0

−B(|s|)
|s| = −B′(0)

and

lim
s→0

f1(0, 0, z + s) − f1(0, 0, 0)
s

= lim
s→0

C(0) − C(0)
s

= 0

so ∂2f1(0, 0, z) = −B′(0) and ∂3f1(0, 0, z) = 0. Thus ∇f1(0, 0, z) = (A′(0),
−B′(0), 0) and, in the same way we see that ∇f2(0, 0, z) exists and is equal
to (B′(0), A′(0), 0). Furthermore,

lim
s→0+

f3(s, 0, z) − f3(0, 0, z)
s

= lim
s→0+

C(s) − C(0)
s

= C ′(0)

lim
s→0−

f3(s, 0, z) − f3(0, 0, z)
s

= lim
s→0−

C(−s) − C(0)
s

= −C ′(0),

and, since C ′(0) = 0, it follows that

lim
s→0

f3(s, 0, z) − f3(0, 0, z)
s

exists and is equal to 0.
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Thus ∂1f3(0, 0, z) = 0 and a similar discussion shows that ∂2f3(0, 0, z) = 0.
Clearly ∂3f3(0, 0, z) = 0 so we have shown that f is differentiable at (0, 0, z)
with

∇f(0, 0, z) =





A′(0) −B′(0) 0
B′(0) A′(0) 0

0 0 0



 .

Recalling the formula

∇fj =
∂fj

∂r
ir +

1
r

∂fj

∂θ
iθ +

∂fj

∂z
iz

and noting that f can be written as

(A(r) cos θ − B(r) sin θ, A(r) sin θ + B(r) cos θ, C(r)) ,

we find that, for r > 0,

∇f1(x)T

=





{A′(r) cos θ − B′(r) sin θ} cos θ − 1
r{−A(r) sin θ − B(r) cos θ} sin θ

{A′(r) cos θ − B′(r) sin θ} sin θ + 1
r{−A(r) sin θ − B(r) cos θ} cos θ

0





=






A′(r) + {A(r)
r − A′(r)} sin2 θ − {B′(r) − B(r)

r } sin θ cos θ

{A′(r) − A(r)
r } sin θ cos θ − B′(r) + {B′(r) − B(r)

r } cos2 θ
0






→




A′(0)
−B′(0)

0



 = ∇f1(0, 0, x3)T as r → 0

since A, B ∈ C1([0,∞)) with A(0) = B(0) = 0. Similarly we find that

∇f2(x) → (B′(0), A(0), 0) and ∇f3(x) → (0, 0, 0) as r → ∞,

showing that ∇f is continuous at (0, 0, x3). �

Using Lemma 2.3, we obtain the following criterion for the regularity
of a field in the form (2.9).

Corollary 2.4. Let F : R
4 → R

3 be a field of the form (2.9). Then F

has a C1-extension to R
4 if and only if, f j

r , f j
θ , f j

z : (0,∞) → R have C1-
extensions to [0,∞) for j = 1, 2, with

f j
r (0) = 0, f j

θ (0) = 0,
d

dr
f j

z (0) = 0 (2.11)
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3. Maxwell’s equations in a nonlinear dielectric

Let E and B : R
4 → R

3 denote the electric and magnetic fields and let
ρ : R

4 → R and J : R
4 → R

3 be the electric charge and associated current
densities. In cgs units, Maxwell’s equations are

∂tB = −c∇∧ E (1) ∂tE = c∇∧ B − J (2)

∇ · B = 0 (3) ∇ · E = ρ (4)
(3.1)

where c > 0 is speed of light in a vacuum. The energy density for the
electromagnetic field is 1

2{|E|2 + |B|2} and the rate at which work is done
by the system is

1
2
∂t{|E|2 + |B|2} + E · J

= E · ∂tE + B · ∂tB + E · J
= E · {c∇∧ B − J} − B · c∇∧ E + E · J by (3.1)(1) and (2)

= −c∇ · (E ∧ B)

where E∧B is known as the Poynting vector. Thus, if n : ∂V → R
3 denotes

the field of exterior unit normals on the boundary of a regular domain in
R

3, we have that
∫

V

1
2
∂t{|E|2 + |B|2}+E ·Jdx = −c

∫

V
∇· (E∧B)dx = −c

∫

∂V
(E∧B) ·ndσ

(3.2)
and so

−c

∫

∂V
(E ∧ B) · ndσ

gives the rate at which work is being done inside V.

A dielectric material is characterized by the following constitutive as-
sumption:

(i) The only charges arise through the polarization of neutral atoms
or molecules by the electric fields.

(ii) There is no magnetization.
(iii) The only currents arise from the movement of the charges.

From (i), there is a polarization field P : R
4 → R

3, depending on E, such
that ρ = −∇ · P and, by (ii) and (iii), J = ∂tP. The way in which P
is determined by E is specified by a dielectric response function. In the
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context of isotropic optical waveguides, this response is postulated to have
the form

P (x, t) = χ(ω, x,
1
2
[
∣
∣E1(x)

∣
∣
2 +

∣
∣E2(x)

∣
∣
2])E(x, t) (3.3)

for a monochromatic electric field of frequency ω > 0,

E(x, t) = E1(x) cos ωt + E2(x) sinωt

where χ : (a, b)×R
3 × [0,∞) → R is called the dielectric susceptibility, for

some interval of frequencies (a, b). (More generally, in anisotropic materials,
the function χ is matrix-valued and it may depend separately on the time
averages of the components of E. See [20, 18, 23].)

If we assume that χ(ω, x, s) is a C1-function of (x, s) ∈ R
3 × [0,∞),

then P ∈ C1(R4) provided that E ∈ C1(R4). In this case, if we define the
electric displacement field D by setting

D = E + P, (3.4)

Maxwell’s equations in a dielectric can be written as

∂tB = −c∇∧ E (1) ∂tD = c∇∧ B (2)

∇ · B = 0 (3) ∇ · D = 0 (4)
(3.5)

where

D(x, t) = {1 + χ(ω, x,
1
2
[
∣
∣E1(x)

∣
∣
2 +

∣
∣E2(x)

∣
∣
2])}E(x, t) (3.6)

and the function
ε(ω, x, s) = 1 + χ(ω, x, s) (3.7)

is known as the dielectric response.
According to the Lorentz law, the force density due to the electromag-

netic fields acting on the charges is

f(x, t) = ρ(x, t){E(x, t) +
1
c
v(x, t) ∧ B(x, t)}.

where v : R
4 → R

3 is the velocity field of the charges. By (iii), J(x, t) =
ρ(x, t)v(x, t), and so the rate at which work is done by the fields on the
charges per unit volume is

f · v = ρ{E +
1
c
v ∧ B} · v = E · J
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and furthermore

E · J = E · ∂tP = χ(ω, x,
1
2
[
∣
∣E1(x)

∣
∣
2 +

∣
∣E2(x)

∣
∣
2])E · ∂tE

=
1
2
∂t{E · P}

Thus, by (3.3),
1
2
∂t{|E|2 + |B|2} + E · J

=
1
2
∂t{|E|2 + |B|2} +

1
2
∂t{E · P}

=
1
2
∂t{E · D + |B|2}.

The rate at which work is being done inside a regular region V can now be
written as

∫

V

1
2
∂t{|E|2 + |B|2} + E · Jdx = ∂t

∫

V

1
2
{E · D + |B|2}dx

and so 1
2{E · D + |B|2} is considered to be an energy density and the rate

at which this energy is flowing out if V is given by

− ∂t

∫

V

1
2
{E · D + |B|2}dx = −

∫

V

1
2
∂t{|E|2 + |B|2} + E · Jdx

= c

∫

∂V
(E ∧ B) · ndσ by (3.2).

In particular, for monochromatic travelling waves,

E(x, t) = E1(x1, x2) cos(kx3 − ωt) + E2(x1, x2) sin(kx3 − ωt)

B(x, t) = B1(x1, x2) cos(kx3 − ωt) + B2(x1, x2) sin(kx3 − ωt),

the time-average of the rate at which energy is flowing across the plane
x3 = d (constant) in the direction of propagation is

c

2

∫ ∞

−∞

∫ ∞

−∞
(E1 ∧ B1 + E2 ∧ B2)3dx1dx2. (3.8)

We observe that this quantity, known as the power, is independent of d
and it constitutes the fundamental measure of the strength of the beam of
light associated with the travelling wave (E, B). Note that, at this point,
we have not yet established that there exist any monochromatic travelling
waves which satisfy Maxwell’s equation and (3.7). Indeed, since we have
just observed that the time-average of the rate at which energy is flowing
across the planes x3 = d is independent of d, such waves can only exist in a
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medium that does not absorb energy. Materials of this kind are said to be
transparent (or lossless) and are characterized by the additional assumption
that

ε(ω, x, s) ≥ A(ω) > 0 (3.9)

about the dielectric response. The quantity n(ω, x, s) =
√

ε(ω, x, s) is usu-
ally referred to the nonlinear refractive index. It is a function of position
x, but depends also on the monochromatic electric field E(x, t) through its
frequency ω and intensity s. To a first approximation, the refractive index
can be written as

n(ω, x, s) = n0(ω, x) + n2(ω, x)s, (3.10)

and this is usually referred to as a Kerr nonlinearity, [1, 25]. For a homo-
geneous material, there are extensive tables for the coefficients n0 and n2,
[11].

4. Monochromatic axi-symmetric travelling waves

As a model for an optical fibre we consider an isotropic dielectric medium.
It may be inhomogeneous but the spatial variation in the dielectric response
(3.7) is assumed to be axi-symmetric with respect to the x3-axis so that,
in the coordinates (2.5),

ε(ω, x, s) = µ(ω, r, s) (4.1)

for some function µ : (a, b) × [0,∞) × [0,∞) → R. We assume henceforth
that, for ω ∈ (a, b) ⊂ (0,∞),

(i) µ(ω, ·, ·) ∈ C1([0,∞)2) with (4.2)

(ii) ∂rµ(ω, 0, s) ≡ 0 (so that ε(ω, ·, s) ∈ C1(R3)) and (4.3)

(iii) µ(ω, r, s) > 0 for all r, s ≥ 0, (4.4)

so as to ensure that the hypotheses about ε introduced in Section 3 are
satisfied.

We now look for solutions of Maxwell’s equations that are monochro-
matic axi-symmetric travelling waves propagating in the direction of the
x3-axis. That is, by Corollary 2.4, we suppose that E and B have the form

E(x, t) =
{

e1
r(r)ir + e1

θ(r)iθ + e1
z(r)iz

}

cos(kz − ωt)

+
{

e2
r(r)ir + e2

θ(r)iθ + e2
z(r)iz

}

sin(kz − ωt)
(4.5)
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and

B(x, t) =
{

b1
r(r)ir + b1

θ(r)iθ + b1
z(r)iz

}

cos(kz − ωt)

+
{

b2
r(r)ir + b2

θ(r)iθ + b2
z(r)iz

}

sin(kz − ωt)
(4.6)

where ej
r, e

j
θ, e

j
z, b

j
r, b

j
θ, b

j
z ∈ C1([0,∞)) satisfy the geometrical boundary con-

ditions

ej
r(0) = ej

θ(0) =
d

dr
ej
z(0) = bj

r(0) = bj
θ(0) =

d

dr
bj
z(0) = 0 (4.7)

for j = 1, 2. Substituting these expression into Maxwell’s equation we ob-
tain a system of ordinary differential equations for the coefficients ej

r, e
j
θ, e

j
z,

bj
r, b

j
θ, b

j
z. To write these equations more compactly we set

µ = µ(ω, r,
1
2
[
∣
∣E1(x)

∣
∣
2 +

∣
∣E2(x)

∣
∣
2])

= µ(ω, r,
1
2

2∑

j=1

(ej
r(r))

2 + (ej
θ(r))

2 + (ej
z(r))

2), (4.8)

so that (3.6) becomes

D(x, t) = µE(x, t). (4.9)

Recall that for a C1-field of the form (2.10) the divergence and curl can be
expressed as follows.

∇ · F =
1
r

∂

∂r
{rFr} +

1
r

∂

∂θ
Fθ +

∂

∂z
Fz =

1
r

∂

∂r
{rFr} +

∂

∂z
Fz

∇∧ F =
1
r

∣
∣
∣
∣
∣
∣

ir riθ iz
∂r ∂θ ∂z

Fr rFθ Fz

∣
∣
∣
∣
∣
∣

= −∂zFθir + (∂zFr − ∂rFz)iθ +
1
r
∂r(rFθ)

since Fr, Fθ and Fz are independent of θ. We find that equations ∂tB =
−c∇∧ E and ∂tD = c∇∧ B reduce to the systems







ωb1
r = −cke1

θ (1)
ωb1

θ = c
{

ke1
r + ∂re

2
z

}

(2)
ωb1

z = − c
r∂r(re2

θ) (3)
ωb2

r = −cke2
θ (4)

ωb2
θ = c

{

ke2
r − ∂re

1
z

}

(5)
ωb2

z = c
r∂r(re1

θ) (6)

and







µωe1
r = ckb1

θ (7)
µωe1

θ = −c
{

kb1
r + ∂rb

2
z

}

(8)
µωe1

z = c
r∂r(rb2

θ) (9)
µωe2

r = ckb2
θ (10)

µωe2
θ = −c

{

kb2
r − ∂rb

1
z

}

(11)
µωe2

z = − c
r∂r(rb1

θ) (12)
(4.10)
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and the equations ∇ · B = 0 and ∇ · D = 0 to the systems
{

1
r∂r(rb1

r) + kb2
z = 0 (1)

1
r∂r(rb2

r) − kb1
z = 0 (2)

and
{

1
r∂r(rµe1

r) + kµe2
z = 0 (3)

1
r∂r(rµe2

r) − kµe1
z = 0 (4)

(4.11)

respectively. We observe that (4.10)(7) and (12) imply that (4.11)(3) holds
and that (4.10)(9) and (10) imply that (4.11)(4) holds. Similarly any solu-
tion of the system (4.10)(1)(3)(4) and (6) satisfies (4.11)(1) and (2). Thus
any C1-solution of the system (4.10) satisfies (4.11). Of course for C2-func-
tions, this follows immediately from the identity ∇ · (∇∧ F ) = 0.

Lemma 4.1. Let E and B be defined by (4.5) and (4.6) where ej
r, e

j
θ, e

j
z, b

j
r, b

j
θ,

bj
z ∈ C1([0,∞)) with

ej
r(0) = ej

θ(0) =
d

dr
ej
z(0) = bj

r(0) = bj
θ(0) =

d

dr
bj
z(0) = 0 (4.12)

for j = 1, 2 and let D be defined by (4.8)–(4.9). Then E and B ∈ C1(R4).
Furthermore, E and B satisfy (3.5) if and only if ej

r, e
j
θ, e

j
z, b

j
r, b

j
θ, b

j
z ∈

C2((0,∞)) and satisfy (4.10).

Proof. By Corollary 2.4, E and B ∈ C1(R4). We have already observed
that E and B satisfy Maxwell’s equations if and only if (4.10) and (4.11)
are satisfied. Furthermore, if (4.10) is satisfied so is (4.11).

For any C1-solution of the system (4.10), we have that ∂r(e2
z) =

ω
c b1

θ − ke1
r by (2), showing that e2

z ∈ C2((0,∞)). Similarly, the equations
(3)(5)(6) and (8)(9)(11)(12) show that e2

θ, e
1
z, e

1
θ, b

2
z, b

2
θ, b

1
z, b

1
θ ∈ C2((0,∞))

respectively and then (4.11) shows that b1
r , b

2
r , e

1
r, e

2
r ∈ C2((0,∞)) since

µ > 0 and µ ∈ C1((0,∞)). �

Remark. Under the hypotheses of Lemma 4.1, we see that if the fields E
and B satisfy Maxwell’s equations, then by substituting (4.10)(1) to (6)
into (7) to (12), we see that the coefficients of the electric field satisfy the
following system of six second order differential equations for r > 0,







µe1
r =

(
c
ω

)2
k

{

ke1
r + ∂r(e2

z)
}

(1)
µe1

θ =
(

c
ω

)2 {

k2e1
θ − ∂r

[
1
r∂r(re1

θ)
]}

(2)
µe1

z =
(

c
ω

)2 1
r ∂r

[

r
{

ke2
r − ∂r(e1

z)
}]

(3)
µe2

r =
(

c
ω

)2
k

{

ke2
r − ∂r(e1

z)
}

(4)
µe2

θ =
(

c
ω

)2 {

k2e2
θ − ∂r

[
1
r∂r(re2

θ)
]}

(5)
µe2

z = − (
c
ω

)2 1
r ∂r

[

r
{

ke1
r + ∂r(e2

z)
}]

(6)

(4.13)
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where

µ = µ(ω, r,
1
2

2∑

j=1

(ej
r(r))

2 + (ej
θ(r))

2 + (ej
z(r))

2).

More importantly, the converse is also true.

Proposition 4.2. Let E be defined by (4.5) where ej
r, e

j
θ, e

j
z ∈ C1([0,∞)) ∩

C2((0,∞)) satisfy the system (4.13) for r > 0 and the boundary conditions

ej
r(0) = ej

θ(0) =
d

dr
ej
z(0) = 0 (4.14)

for j = 1, 2. Let D be defined by (4.8)– (4.9) and let B be defined by (4.6)
where bj

r, b
j
θ, b

j
z are defined by the equations 4.10(1– 6) for j = 1, 2. Then E

and B ∈ C1(R4) and satisfy Maxwell’s equations for all (x, t) ∈ R
4.

Proof. We only have to show that the functions bj
r, b

j
θ, b

j
z satisfy the hy-

potheses of Lemma 2.1. By definition bj
r = − ck

ω ej
θ so we have immediately

that bj
r ∈ C1([0,∞)) and that bj

r(0) = 0. Using the equations (4.13)(1)
and (4) we have that bj

θ = µω
ck ej

r, showing that bj
θ ∈ C1([0,∞)) and that

bj
θ(0) = 0. By (4.10)(3) and (6) we see that bj

z ∈ C([0,∞)) and then using
(4.10)(8) and (11) we see that bj

z ∈ C1([0,∞)) with ∂rb
j
z(0) = 0. �

Remark. At first sight it may seem that there should be an analogous result
in which Maxwell’s equations are reduced to a second order system for
the coefficients bj

r, b
j
θ, b

j
z. However, this cannot be done directly since the

full expression (4.8) for the response function µ contains the coefficients
ej
r, e

j
θ, e

j
z. To obtain a system containing only the coefficients bj

r, b
j
θ, b

j
z, one

must first invert the constitutive relation (3.6) so as to express E as a
function of D and then use (3.5)(2) to define D, and then E, as a function
of the coefficients bj

r, b
j
θ, b

j
z. Then the equation (3.5)(1) can be reduced to

a second order system for the bj
r, b

j
θ, b

j
z. The invertion of the constitutive

relation can be achieved under quite natural assumptions. This approach
was first used in [20] and has been further exploited in [17, 19].

5. Guided waves

In the previous section we showed that all monochromatic, axi-symmetric,
travelling waves in an optical fibre are obtained as solutions of a system
of six second order differential equations on the interval (0,∞). However
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not all such solutions correspond to physically realistic and interesting sit-
uations. On one hand, acceptable solutions should have finite energy. Fur-
thermore, to avoid dispersion, the intensity of the associated beam of light
should be concentrated near the axis of propagation. These additional cri-
teria are formulated as follows.

Guidance conditions

(i) The total electromagnetic energy per unit length in the direction of
propagation is finite. That is,

∫ d+1

d

∫ ∞

−∞

∫ ∞

−∞

1
2
{E · D + |B|2}dx1dx2dx3 < ∞ for all d ∈ R.

(ii) The amplitudes of the electromagnetic fields decay to zero as the
distance from the axis of propagation becomes infinite. That is,

|E(x, t)| → 0 and |B(x, t)| → 0 as r =
√

x2
1 + x2

2 → ∞.

For fields of the form (4.5) and (4.6) the condition (i) is satisfied if and only
if.
∫ ∞

0
r{µ

2∑

j=1

(ej
r)

2 + (ej
θ)

2 + (ej
z)

2 +
2∑

j=1

(bj
r)

2 + (bj
θ)

2 + (bj
z)

2}dr < ∞ (5.1)

where, as in (4.8),

µ = µ(ω, r,
1
2

2∑

j=1

(ej
r(r))

2 + (ej
θ(r))

2 + (ej
z(r))

2).

Using (4.10)(1) to (6), the condition (5.1) becomes

∫ ∞

0
r{

2∑

j=1

(1+µ)[(ej
r)

2 +(ej
θ)

2]+µ(ej
z)

2 +(∂re
j
z)

2 +(∂re
j
θ)

2 +(
ej
θ

r
)2}dr < ∞.

(5.2)
Clearly the condition (ii) amounts to

ej
r, e

j
θ, e

j
z, b

j
r, b

j
θ, b

j
z → 0 as r → ∞ (5.3)

or using (4.10)(1) to (6),

ej
r, e

j
θ, e

j
z, ∂re

j
θ, ∂re

j
z → 0 as r → ∞. (5.4)
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Recalling (3.8) we have that the power P is

c

2

∫ ∞

−∞

∫ ∞

−∞
(E1 ∧ B1 + E2 ∧ B2)3dx1dx2.

= cπ

∫ ∞

0
r{

2∑

j=1

ej
rb

j
θ − bj

re
j
θ}dr (5.5)

since
Ej = ej

rir + ej
θiθ + ej

ziz and Bj = bj
rir + bj

θiθ + bj
ziz,

and so, using (4.10)(1) to (6), we find that

P =
c2kπ

ω

∫ ∞

0
r{

2∑

j=1

(ej
r)

2+(ej
θ)

2}dr+
c2π

ω

∫ ∞

0
r{e1

r∂re
2
z−e2

r∂re
1
z}dr. (5.6)

Note that (5.2) implies that P is finite.
We have now reached a point where we can give a complete description

of the mathematical problem concerning guided axi-symmetric monochro-
matic travelling waves in an isotropic nonlinear optical fibre.

Guided axi-symmetric travelling waves in an optical fibre

Given a dielectric response function µ : (a, b)×[0,∞)×[0,∞) → R satisfying
(4.2) to (4.4), find constants ω ∈ (a, b) and k > 0 and functions ej

r, e
j
θ, e

j
z ∈

C1([0,∞)) ∩ C2((0,∞)) for j = 1, 2, such that, for r > 0,

µe1
r =

( c

ω

)2
k

{

ke1
r + ∂re

2
z

}

µe1
θ =

( c

ω

)2
{

k2e1
θ − ∂r

[
1
r
∂r(re1

θ)
]}

µe1
z =

( c

ω

)2 1
r
∂r

[

r
{

ke2
r − ∂re

1
z

}]

µe2
r =

( c

ω

)2
k

{

ke2
r − ∂re

1
z

}

µe2
θ =

( c

ω

)2
{

k2e2
θ − ∂r

[
1
r
∂r(re2

θ)
]}

µe2
z = −

( c

ω

)2 1
r
∂r

[

r
{

ke1
r + ∂re

2
z

}]

where

µ = µ(ω, r,
1
2

2∑

j=1

(ej
r(r))

2 + (ej
θ(r))

2 + (ej
z(r))

2).
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Furthermore, the solutions of this system are required to satisfy the geo-
metrical boundary conditions

ej
r(0) = ej

θ(0) =
d

dr
ej
z(0) = 0,

as well as the physical boundary conditions

∫ ∞

0
r{

2∑

j=1

(1+µ)[(ej
r)

2 +(ej
θ)

2]+µ(ej
z)

2 +(∂re
j
z)

2 +(∂re
j
θ)

2 +(
ej
θ

r
)2}dr < ∞

and
ej
r, e

j
θ, e

j
z, ∂re

j
θ, ∂re

j
z → 0 as r → ∞.

For a solution of this problem, the power, given by

P =
c2kπ

ω

∫ ∞

0
r{

2∑

j=1

(ej
r)

2 + (ej
θ)

2}dr +
c2π

ω

∫ ∞

0
r{e1

r∂re
2
z − e2

r∂re
1
z}dr,

is the essential measure of its magnitude.

6. TE and TM modes

In a linear medium µ is independent of the electric field (that is, µ(ω, r, s) =
µ̃(ω, r)) and, without loss of generality, the system (4.13) reduces to the
study of four sub-problems formed by :

(I) Equation (2) alone.
(II) Equation (5) alone.
(III) The 2 × 2 system formed by equations (1) and (6).
(IV) The 2 × 2 system formed by equations (3) and (4).

For nonlinear media, all the equations in (4.13) are coupled through µ,
but we can still exploit its structure by looking for special solutions of the
system (4.13)(1) to (6) in which some of the components of the electric field
are identically zero.

6.1. TE-modes

We can seek solutions of (4.13) in which

e1
z ≡ e2

z ≡ 0. (6.1)

Solutions of this kind are referred to as TE-modes since the electric field is
everywhere transverse to the direction of propagation.
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Using equations (4.13)(3) and (6) together with the boundary conditions
this is equivalent to seeking solutions where

e1
z ≡ e2

z ≡ e1
r ≡ e2

r ≡ 0.

Setting
u = e1

θ and v = e2
θ, (6.2)

this leads to the system

u′′ +
u′

r
− u

r2
− k2u = −

(ω

c

)2
µ(ω, r,

1
2

[

u(r)2 + v(r)2
]

)u (6.3)

v′′ +
v′

r
− v

r2
− k2v = −

(ω

c

)2
µ(ω, r,

1
2

[

u(r)2 + v(r)2
]

)v (6.4)

for u, v ∈ C1([0,∞)) ∩ C2((0,∞)) with the boundary conditions

u(0) = v(0) = 0, (6.5)

lim
r→∞u(r) = lim

r→∞u′(r) = lim
r→∞ v(r) = lim

r→∞ v′(r) = 0, (6.6)
∫ ∞

0
r{(1 + µ)(u2 + v2) + (u′)2 + (v′)2 +

u2 + v2

r2
}dr < ∞. (6.7)

For such modes the power is

P =
c2kπ

ω

∫ ∞

0
r
{

u(r)2 + v(r)2
}

dr < ∞. (6.8)

The simplest solution of this type is one in which v ≡ 0 (respectively u ≡ 0)
and u ∈ C1([0,∞)) ∩ C2((0,∞)) satisfies

u′′ +
u′

r
− u

r2
− k2u = −

(ω

c

)2
µ(ω, r,

1
2
u(r)2)u (6.9)

u(0) = 0 (6.10)

lim
r→∞u(r) = lim

r→∞u′(r) = 0 (6.11)
∫ ∞

0
r{(1 + µ)u2 + (u′)2 +

u2

r2
}dr < ∞ (6.12)

and the power is

P =
c2kπ

ω

∫ ∞

0
u(r)2 rdr < ∞ (6.13)

If u is a solution of (6.9), a one parameter family of solutions of the system
(6.3)(6.4) is given by setting

us(r) = u(r) cos s and vs(r) = u(r) sin s for s ∈ R
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A solution of the system (6.9) to (6.12) generates a guided TE-mode whose
electromagnetic fields are

E = u(r) cos(kz − ωt)iθ,

B = −ck

ω
u(r) cos(kz − ωt)ir +

c

ω
{u′(r) +

u(r)
r

} sin(kz − ωt)iz.

The existence of axi-symmetric TE-modes is proved in [4, 6, 8, 15, 21, 24,
26]. The methods used to obtain some of these results are summarized in
[18].

6.2. TM-modes

Another family of special solutions is obtained by seeking solutions of (4.13)
in which

e1
θ ≡ e2

θ ≡ 0. (6.14)

However, using the equations (4.10)(3) and (6) for the associated magnetic
field, together with the boundary conditions, we see that this is equivalent
to seeking solutions where

b1
z ≡ b2

z ≡ 0, (6.15)

and so solutions of this kind are called TM-modes since the magnetic field
is now transverse to the direction of propagation. (In fact, the equations
(4.10)(1) and (4) show that we also have

b1
r ≡ b2

r ≡ 0

for such modes.) In this case the system (4.13) is reduced to the 4 × 4
system formed by the equations (1),(3),(4) and (6). The simplest solutions
of this type are obtained by setting

e1
r = u, e1

z ≡ 0, e2
r ≡ 0 and e2

z = v (6.16)

(respectively

e1
r = 0, e1

z ≡ −v, e2
r ≡ u and e2

z = 0)
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where the functions u and v satisfy

k
(

v′ + ku
)

=
(ω

c

)2
µ(ω, r,

1
2

[

u(r)2 + v(r)2
]

)u (6.17)

1
r

[

r
(

v′ + ku
)]′ = −

(ω

c

)2
µ(ω, r,

1
2

[

u(r)2 + v(r)2
]

)v (6.18)

u(0) = v′0) = 0 (6.19)

lim
r→∞u(r) = lim

r→∞u′(r) = lim
r→∞ v(r) = lim

r→∞ v′(r) = 0 (6.20)
∫ ∞

0
r{(1 + µ)u2 + µv2 + (v′)2}dr < ∞. (6.21)

For such solutions the power is

P =
c2π

ω

∫ ∞

0
u

{

ku + v′
}

rdr < ∞. (6.22)

As in the TE case, a one parameter family of solutions of the whole 4 × 4
system (4.13)(1)(3)(4)(6) for TM-modes can be obtained from a solution of
(6.17)(6.18). A solution of the system (6.17) to (6.21) generates a guided
TE-modes whose electromagnetic fields are

E = u(r) cos(kz − ωt)ir + v(r) sin(kz − ωt)iz

B =
c

ω
{ku(r) + v′(r)} cos(kz − ωt)iθ.

The existence of axi-symmetric TM-modes is proved in [10, 19, 5, 22, 23].
The methods used to obtain some of these results are summarized in [18].
For the Kerr nonlinearity (3.10), numerical simulations of system (6.17) to
(6.21) are given in [3].
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