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Abstract

We study necessary and sufficient conditions for the existence of so-
lutions in W 1,∞

0 (Ω;Λk(Rn)) of the problem

dω(x) ∈ E, a.e. in Ω

where E ⊆ Λk+1(Rn) is a given set. Special attention is given to the case
of the curl (i.e. k = 1), particularly in dimension 3. Some applications
to the calculus of variations are also stated.
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1 Introduction

In this paper we search for solutions ω ∈ W 1,∞
0 (Ω;Λk(Rn)) of the differential

inclusion

(P ) dω(x) ∈ E, a.e. in Ω

where:
- Ω ⊂ Rn is a bounded, open set,
- ω ∈ Λk (Rn) is a k-form, 0 ≤ k ≤ n− 1 (we will in fact identify, by abuse

of notations, Λk (Rn) and R
(
n
k

)
and similarly the form will be identified with

its components, i.e. ω : Ω ⊂ Rn → R
(
n
k

)
),

- dω ∈ Λk+1 (Rn) is the exterior derivative and is, as above, seen as a vector

field dω : Ω ⊂ Rn → R
(

n
k+1

)
,

- E ⊆ Λk+1 (Rn) is a given set,
- W 1,∞

0

(
Ω;Λk (Rn)

)
stands for the Sobolev space of functions so that ω ∈

L∞
(
Ω;Λk (Rn)

)
, ∂ω

∂xj
∈ L∞

(
Ω;Λk (Rn)

)
for all j = 1, . . . , n and ω = 0 on ∂Ω.

Our goal is to identify necessary and sufficient conditions for the existence
of solutions of problem (P ).

The most important case is, of course, the one where k = 0 (we there-
fore have, with our convention, that dω = grad ω). It has received consider-
able attention, in particular, by Bressan-Flores [4], Cellina [5], [6], Dacorogna-
Marcellini [10] and Friesecke [12]. We refer, for a survey as well as for an
extensive bibliography, to Dacorogna [7].

The next important case is the one where k = 1 (especially when n = 3)
which, with our convention, yields dω = curl ω. This is a particularly impor-
tant problem for applications, such as the Ginzburg-Landau model of ferromag-
netism, and we refer to Barroso-Matias [3], Dacorogna-Fonseca [9], DeSimone-
Dolzmann [11], James-Kinderlehrer [17] and to the references therein.

Another interesting, and particularly simple case is k = n− 1 where dω =
div ω. It has been considered by Barroso-Matias in [3].

Our purpose in this article is to unify the study of the different cases men-
tioned above (gradient, curl and divergence cases) as well as to deal with all
the intermediate cases (2 ≤ k ≤ n− 2).

In section 3 we discuss some necessary and some sufficient conditions for
the existence of solutions of problem (P ) in the case of a general k-form. For
the sufficiency part the idea is to find solutions of the form ω(x) = u(x)b, for
an appropriate non-trivial k-form b. The problem is then reduced to a gradient
problem.

In Section 4 the previously obtained necessary and sufficient conditions are
improved for the case k = 1. The improvement is particularly significant for
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the necessary condition. In the last part of this section we consider the case
k = 1 and n = 3. As for the classical case k = 0, in this setting we show that
the necessary and sufficient conditions are exactly the same. Also, the proof
of the necessary condition can be greatly simplified. We obtain the following
result (cf. Theorem 4.15):

Theorem 1.1 Let Ω ⊂ R3 be a bounded, open set and let E ⊂ R3 be such that
0 /∈ E. The following two properties are equivalent:

(i) There exists ω ∈ W 1,∞
0

(
Ω;R3

)
with curl ω ∈ E a.e. in Ω.

(ii) There exists a subset F ⊆ E such that dim span F ≥ 2 and 0 ∈ ri(coF )
(the relative interior of the convex hull of F ).

This result improves Barroso-Matias [3], Dacorogna-Fonseca [9] and James-
Kinderlehrer [17], see Remark 4.16 for details.

In the case of the gradient it is known that there exists ω ∈ W 1,∞
0 (Ω) with

grad ω ∈ E a.e. in Ω if and only if 0 ∈ E ∪ int co E. We therefore see that we
have more freedom for the curl than for the gradient.

The existence results for the differential inclusion problem can be applied,
following the ideas in Cellina [5], [6] and Friesecke [12], to obtain existence
of solutions for a non-convex variational problem. In particular one can show
that:

Theorem 1.2 Let Ω ⊂ Rn be a bounded, open set, 0 ≤ k ≤ n− 1 and

f : Λk+1 (Rn) −→ R+

be lower semicontinuous. Let

(Q) inf
{∫

Ω

f (dω (x)) dx : ω ∈ W 1,∞
0

(
Ω;Λk (Rn)

)}

and
K =

{
ξ ∈ Λk+1 (Rn) : f∗∗ (ξ) < f (ξ)

}
,

where f∗∗ is the convex envelope of f . Assume that K is connected and 0 ∈ K.
If K is bounded and f∗∗ is affine on K then (Q) has a solution.

More details and variants on this problem can be found in [1] and [2].
We conclude with the trivial observation that we can replace the condition

ω = 0 on ∂Ω by any affine boundary data or, more generally, by any boundary
data ϕ such that dϕ is constant, with no changes in the proofs.
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2 Notations

We start with some notations which are used throughout this paper. Although
these notations are somewhat standard we mention them here for the sake of
completeness. For more details on exterior algebra we refer to [13], for analysis
of differential forms see [8], [15] and [16] and for convex analysis we refer to
[14] and [18].

1. R+ denotes the set of all non-negative real numbers.

2. Let V be an n-dimensional inner product space over R.

• For E ⊆ V,E 6= ∅, we write span E to denote the subspace spanned
by E.

• Let W be a subspace of V . We write dim W to denote the dimension
of W .

• For each k ∈ N, we write Λk(V ) to denote the vector space of all
alternating k−linear maps ϕ : V × · · · × V︸ ︷︷ ︸

k−times

→ R. For k = 0, we set

Λ0(V ) = R. Note that Λk(V ) = {0} for k > n and dimΛk(V ) =
(
n
k

)
for 0 6 k 6 n.

• ∧ denotes the usual wedge product.

• If {ej | j = 1, . . . , n} is a basis of V , then {ej1 ∧ . . . ∧ ejk
| 1 6 j1 <

. . . < jk 6 n} is a basis of Λk(V ).

• For x ∈ V \ {0}, πx : V → V/Rx denotes the standard projection
map which we will call canonical epimorphism.

• Let U be a real vector space and let T : V → U be a linear
transformation. Then there exists a unique linear transformation
T ? : Λ2(V ) → Λ2(U) such that

T ?(v1 ∧ v2) = T (v1) ∧ T (v2) for all v1, v2 ∈ V.

We say that T ? is induced by T . In this paper, we will consider the
epimorphism π?

x : Λ2(V ) → Λ2(V/Rx) induced by πx : V → V/Rx,
where x ∈ V \ {0}. The map π?

x has some important properties:

(a) π?
x is surjective, which accounts for the word epimorphism,

(b) ker π?
x = x ∧ V.

• Let W be a subspace of Λ2(V ) and let x ∈ V . We write

W (x) = {w ∈ W | w ∧ x = 0}
W ?

x = π?
x(W ).
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• For b ∈ Λk(V ), we write

Vb = {x ∧ b | x ∈ V } ⊂ Λk+1(V ).

Note that dim Vb = n− k if b ∈ V \ {0}.

3. Identifying Λk(Rn) with R(n
k), we can define various function spaces, such

as C1(Ω;Λk(Rn)),W 1,p(Ω;Λk(Rn)) and W 1,p
0 (Ω;Λk(Rn)), 1 6 p 6 ∞, in

a straightforward way.

4. If ω ∈ W 1,p
(
Ω;Λk(Rn)

)
, the exterior derivative dω belongs to Lp

(
Ω;Λk+1(Rn)

)
and it is defined by

(dω)i1,...,ik+1
=

k+1∑
γ=1

(−1)γ−1 ∂ωi1...iγ−1iγ+1...ik+1

∂xiγ

,

for 1 ≤ i1 < ... < ik+1 ≤ n. In particular, if k = 0 then dω ' grad ω and
if k = n, dω = 0. If k = 1, for 1 ≤ i < j ≤ n

(dω)ij =
∂ωj

∂xi
− ∂ωi

∂xj

i.e. dω ' curl ω. Finally, if k = n− 1 then dω ' div ω.

5. Hk denotes the k-dimensional Hausdorff measure.

6. co C denotes the convex hull of C ⊆ Rn and coC its closure.

7. For a convex set C ⊆ Rn,

(a) Aff(C) denotes the affine hull of C which is the intersection of all
affine subsets of Rn containing C.

(b) ri(C) denotes the relative interior of C which is the interior of C
with respect to the topology relative to the affine hull of C.

(c) rbd(C) denotes the relative boundary of C which is C \ ri(C).

3 The case of a k-form

In this section we obtain necessary and sufficient conditions for the existence
of solutions to the differential inclusion problem

dω ∈ E, a.e. in Ω

where ω is a general k-form (0 ≤ k ≤ n− 1) and E ⊆ Λk+1(Rn) is a given set.
We begin with the following definition.
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Definition 3.1 An element b ∈ Λk(Rn) \ {0} is said to be decomposable if it

is possible to write b =
k∧

i=1
bi for some vectors b1, ..., bk ∈ Rn.

The main theorem of this section is

Theorem 3.2 [Sufficient condition] Let Ω ⊂ Rn be open and bounded. For
1 6 k 6 n− 1, let b ∈ Λk(Rn) \ {0} be decomposable. Let E ⊂ Vb ⊂ Λk+1(Rn)
be such that

0 ∈ E ∪ ri(co E) and dim span E = n− k.

Then there exists ω ∈ W 1,∞
0 (Ω;Λk(Rn)) such that

dω ∈ E, a.e. in Ω.

Moreover, ω is of the form
ω (x) = u (x) b

for some u ∈ W 1,∞
0 (Ω).

Remark 3.3 (i) In fact the theorem is also valid for k = 0 and is well known
(cf. [6], [10], [12]). It reads as: if 0 ∈ E∪int co E then there exists ω ∈ W 1,∞

0 (Ω)
such that

dω = grad ω ∈ E, a.e. in Ω.

(ii) For the case k = 1 see Theorem 4.13; if, in addition, n = 3 the theorem
can be improved and takes the simpler form given in Theorem 4.15.

Before we embark on the proof of the theorem we need a couple of lemmas
which we will not prove here. For the proof of these two lemmas we refer to
[6], Lemma 2.11 of [10] and [12].

Lemma 3.4 Let E ⊂ RN with dim span E = n 6 N and let 0 ∈ ri(co E).
Then there exist m > n + 1, zα ∈ E, tα > 0 such that

m∑
α=1

tαzα = 0,

m∑
α=1

tα = 1, dim span {zα | α = 1, ...,m} = n.

Lemma 3.5 (Pyramids) Let Ω ⊂ Rn be open and bounded. Let zα ∈ Rn,
tα > 0, α = 1, ..., m, with m ≥ n + 1, be such that

m∑
α=1

tαzα = 0,

m∑
α=1

tα = 1, dim span {zα | α = 1, ...,m} = n.

Then there exists u ∈ W 1,∞
0 (Ω) satisfying

gradu ∈ {zα | α = 1, ..., m} , a.e. in Ω.
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We now proceed with the proof of the theorem.

Proof. If 0 ∈ E, the proof is trivial. We simply take ω = dϕ, for any ϕ ∈
W 2,∞

0 (Ω;Λk−1(Rn)). Hence, we assume that 0 /∈ E and 0 ∈ ri(coE).
Since b ∈ Λk(Rn) \ {0} is decomposable there exist k linearly independent

vectors b1, ..., bk ∈ Rn such that b =
k∧

i=1
bi.

We divide the proof in two cases.

Case 1: b1, ..., bk are orthonormal.

Step 1. Since the set S = {bj | j = 1, ..., k} is orthonormal, we can extend
S to an orthonormal basis {bj | j = 1, ..., n} of Rn. Let R ∈ O(n) be such
that Rej = bj , for all j = 1, ..., n. As dim span E = n − k, Lemma 3.4 yields
zα ∈ E, tα > 0, α = 1, ..., m, such that

m∑
α=1

tαzα = 0,

m∑
α=1

tα = 1, dim span {zα | α = 1, ...,m} = n− k

for some m > n − k + 1. Also, since E ⊂ Vb, there exists aα ∈ Rn, for all
α = 1, ..., m, such that

i) zα = aα ∧ b,

ii) aα ∈ span{bj | j = 1, ..., k}⊥ and
iii) dim span {aα | α = 1, ..., m} = n− k.

Note that aα-s satisfying i) and ii) automatically satisfy iii) because
dim span {zα | α = 1, ..., m} = n− k.

Step 2. We apply Lemma 3.5 to the vectors ξα,β ∈ Rn, α = 1, ..., m and
β = 1, ..., 2k, given by

ξα,1 =




1
...
1
1

ãα
k+1
...

ãα
n




, ξα,2 =




1
...
1
−1

ãα
k+1
...

ãα
n




, ..., ξα,2k

=




−1
...
−1
−1

ãα
k+1
...

ãα
n




, (3.1)
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where ãα = RT aα for all α = 1, ..., m, to obtain u ∈ W 1,∞
0

(
RT Ω

)
such that

gradu (y) ∈








±1
...
±1

ãα
k+1
...

ãα
n








, for a.e. y ∈ RT Ω. (3.2)

The hypotheses of the lemma are satisfied since the following conditions
hold:

i′) 2km > n + 1
ii′) dim span

{
ξα,β ∈ Rn | α = 1, ..., m; β = 1, ..., 2k

}
= n

iii′)
m∑

α=1

2k∑

β=1

τα,βξα,β = 0

iv′)
m∑

α=1

2k∑

β=1

τα,β = 1

where τα,β =
tα

2k
, for all α = 1, ..., m and β = 1, ..., 2k.

Conditions i′) and iv′) are trivial to check so we prove only ii′) and iii′).

Proof of ii’): Let x ∈ Rn be such that 〈x; ξα,β〉 = 0, for all α = 1, ..., m,
β = 1, ..., 2k. We show that x = 0.

For each r, 1 6 r 6 k, we choose 1 6 β, γ 6 2k such that

ξα,β − ξα,γ = 2er.

Then,
0 = 〈x; ξα,β − ξα,γ〉 = 2〈x; er〉

and therefore, xr = 0, for all 1 6 r 6 k. Hence, 〈x; ξα,β〉 = 0 reduces to

n∑

j=k+1

ãα
j xj = 0 (3.3)

for all α = 1, ..., m. It remains to show that xr = 0, for all k +1 6 r 6 n. Since
ãα = RT aα for all α = 1, ..., m, we have

〈ãα; ej〉 = 〈RT aα; ej〉 = 〈aα;Rej〉 = 〈aα; bj〉 = 0
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for all α = 1, ...,m and j = 1, ..., k. As R ∈ O(n),

dim span {ãα | α = 1, ..., m} = n− k,

which forces the matrix A ∈ Rm×(n−k), defined by

Aαβ = ãα
β+k, α = 1, ...,m and β = 1, ..., n− k

to have rank n− k. Now (3.3) can be written as

Ax̃ = 0

where x̃ = (xk+1, ..., xn). Since the rank of A is n− k, we get x̃ = 0. Therefore
x = 0.

Proof of iii’): This is a consequence of the fact that

m∑
α=1

tαaα = 0

which in turn follows from ii).

Step 3. We define ω ∈ W 1,∞
0 (Ω; Λk(Rn)) by

ω (x) = u
(
RT x

)
b.

We now calculate dω,

dω (x) = R gradu
(
RT x

) ∧ b =

(
R

n∑

i=1

∂u

∂xi
ei

)
∧ b

=

(
n∑

i=1

∂u

∂xi
Rei

)
∧ b =

n∑

i=1

∂u

∂xi

(
bi ∧ b

)

=
n∑

i=k+1

∂u

∂xi

(
bi ∧ b

) ∈
{

n∑

i=k+1

ãα
i

(
bi ∧ b

)
}m

α=1

.

Using the definition of ãα for all 1 ≤ α ≤ m, we obtain

n∑

i=k+1

ãα
i

(
bi ∧ b

)
=

n∑

i=1

ãα
i

(
bi ∧ b

)
=

(
n∑

i=1

ãα
i Rei

)
∧ b

=

(
R

n∑

i=1

ãα
i ei

)
∧ b = Rãα ∧ b = aα ∧ b = zα.
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Therefore, we get

dω ∈ {zα | α = 1, ..., m} ⊂ E, a.e. in Ω.

Case 2: General b1, ..., bk.

Applying the standard Gram-Schmidt orthonormalization process to the
vectors {bi/‖bi‖ | i = 1, ..., k}, we find c1, ..., ck in Rn such that c1, ..., ck are
orthonormal and there exists α ∈ R \ {0} such that

k∧
i=1

bi = α
k∧

i=1
ci.

More explicitly, we set c1 = b1/‖b1‖ and

cr+1 =
br+1 −∑r

j=1〈br+1; cj〉cj

‖br+1 −∑r
j=1〈br+1; cj〉cj‖ ,

for all 1 6 r 6 k − 1. Then, clearly Vb = Vc where

c =
k∧

i=1
ci.

Hence, from Case 1, there exists ω ∈ W 1,∞
0 (Ω; Λk(Rn)) such that

dω ∈ E, a.e. in Ω

and ω is of the form
ω (x) = v (x) c

for some v ∈ W 1,∞
0 (Ω). Therefore

ω (x) = u (x) b

where u ∈ W 1,∞
0 (Ω) is defined by u(x) =

v(x)
α

for a.e. x ∈ Ω. This completes
the proof.

We now turn our attention to the study of necessary conditions for the exis-
tence of solutions to the differential inclusion problem. The necessary condition
for k = 0, i.e. for the gradient case, is essentially known (see [5], [6] and [12])
but it is new in all other cases, including k = 1. The proof follows closely the
method outlined in [5] and [12], so we will not present it here and we refer to
[1], [2] for more details.

Theorem 3.6 [Necessary condition] Let Ω ⊂ Rn be open and bounded. For
0 6 k 6 n − 1, let E ⊆ Λk+1(Rn) be finite and let ω ∈ W 1,∞

0 (Ω;Λk(Rn)) be
such that

dω(x) ∈ E a.e. x ∈ Ω. (3.4)

Then there exists F ⊆ E such that 0 ∈ F ∪ ri(co F ).
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4 The case of the curl

When k = 1, i.e. for the case of the curl, we can improve the necessary condition
stated in the previous section by showing that no nontrivial solutions exist in
dimension less than n− 1. Also, in this case, the sufficient condition in section
3 is, in fact, necessary. In the first subsection we prove the minimality of
dimension n− 1 and in the second one we prove the necessity and sufficiency.

Unless otherwise stated, we will assume throughout this section that n > 3,
that V is an n dimensional inner product space over R and that W is a subspace
of Λ2(V ).

4.1 Minimality of dimension

In this subsection we prove that there does not exist any nontrivial solution of
the differential inclusion problem if dim span E 6 n− 2. We start with a series
of lemmas.

Lemma 4.1 Let W be a non-trivial subspace of Λ2(V ) and let

S = {x ∈ V | w ∧ x 6= 0 for all w ∈ W \ {0}}
be non-empty. Then Hn(V \ S) = 0.

Proof. Note that V \ S 6= ∅, because 0 ∈ V \ S, so let x ∈ V \ S. Let k be the
dimension of W and choose a basis {wj | j = 1, . . . , k} of W . Since x ∈ V \ S,
there exists w ∈ W \ {0} such that w ∧ x = 0.

As w ∈ W \ {0}, there exist α1, . . . , αk ∈ R, not all zero, such that

w =
k∑

j=1

αjwj

which implies that

0 = w ∧ x =
k∑

j=1

αj(wj ∧ x)

that is, {wj ∧ x | j = 1, . . . , k} is linearly dependent. Let us define a matrix
A ∈ Rk×(n

3) by
Ai∗ = wi ∧ x

where Ai∗ denotes the i-th row of A, for all i = 1, . . . , k. Clearly rank(A) 6
k − 1. Therefore, there exists a family F of polynomials generated by k × k
minors of A such that M(x) = 0 for all M ∈ F .

Similarly, we can also prove the converse, i.e. M(x) = 0 for all M ∈ F
implies that x ∈ V \ S.

11



Thus, we have x ∈ V \ S if and only if M(x) = 0 for all M ∈ F . Since
S 6= ∅ there exists M ∈ F such that M is not a zero polynomial. Therefore,

Hn(V \ S) = 0.

To make this reasoning clearer consider the following example in R3. As-
sume that dim W = 1 so W = span{w} for some w ∈ W \{0}. Given x ∈ R3 \S
we write w = w12e1 ∧ e2 + w13e1 ∧ e3 + w23e2 ∧ e3 and x = x1e1 + x2e2 + x3e3

with respect to the canonical basis {e1, e2, e3} of R3. This leads to

0 = w ∧ x = (w12x3 + w23x1 − w13x2)e1 ∧ e2 ∧ e3,

hence w12x3 + w23x1 − w13x2 = 0. As w 6= 0, one of w12, w13, w23 is non-zero.
Therefore, H3{x ∈ R3 | w12x3+w23x1−w13x2 = 0} = 0 and so H3(R3\S) = 0.
We can proceed similarly when dim W = 2.

Lemma 4.2 Assume that x 6= 0, 1 6 dim W (x) 6 n− 2 and let

S = {u ∈ V/Rx | w? ∧ u 6= 0 for all w? ∈ W ?
x \ {0}}.

If Hn−1((V/Rx) \S) = 0, then there exists z ∈ V \ {0} such that w ∧ z 6= 0 for
all w ∈ W \ {0}.
Proof. Let r = dim W (x), 1 6 r 6 n − 2, and let {x ∧ yj | j = 1, . . . , r} be
a basis of W (x). Then B = {x, y1, . . . , yr} is linearly independent so we can
extend B to a basis {x, y1, . . . , yn−1} of V such that

i) yn−1⊥{x, y1, . . . , yn−2}
ii) ‖yn−1‖ = 1.

SinceHn−1((V/Rx)\S) = 0 and dim(V/Rx) = n−1, it is possible to choose u ∈

S such that u /∈ span {πx(y1), . . . , πx(yn−2)}. For this u we find z =
n−1∑

j=1

λjyj ∈

span{y1, . . . , yn−1} such that πx(z) = u. We claim that 〈z; yn−1〉 6= 0. Indeed,
if 〈z; yn−1〉 = 0, we would have 〈z; yn−1〉 = λn−1 = 0, because of the way

yn−1 was chosen. Hence z =
n−2∑

j=1

λjyj and so u ∈ span {πx(y1), . . . , πx(yn−2)},

contradicting the choice of u.
We will now prove that w ∧ z 6= 0 for all w ∈ W \ {0} by showing that if

w ∧ z = 0, for some w ∈ W , then w = 0.
If w ∧ z = 0 there exists b ∈ V such that w = b ∧ z, which implies that

π?
x(w) ∧ u = 0. Since u ∈ S and π?

x(w) ∈ W ?
x , it follows that π?

x(w) = 0, which
in turn implies that w ∈ W (x). Thus, there exist β1, . . . , βr ∈ R such that

w =
r∑

i=1

βi(x ∧ yi).

12



As z =
n−1∑

j=1

λjyj , for some λ1, . . . , λn−1 ∈ R, we have

(
r∑

i=1

βi(x ∧ yi)

)
∧




n−1∑

j=1

λjyj


 = 0.

From the linear independence of {x∧ yi ∧ yj | i < j}, the coefficients of x∧ yi ∧
yn−1 are equal to zero, for all i = 1, . . . , r, so

βiλn−1 = 0 for all i = 1, . . . , r.

However, we showed that λn−1 6= 0, so βi = 0 for all i = 1, . . . , r which yields
w = 0.

Lemma 4.3 Let W be a subspace of Λ2(V ) with 1 6 dim W 6 n− 2 and let

Sn = {x ∈ V | w ∧ x 6= 0 for all w ∈ W \ {0}}.

Then Hn(V \ Sn) = 0.

Proof. The proof is by induction on n.

Step 1. Induction hypothesis (n = 3):

In this case, W has dimension 1. Let W = span{w1}, for some w1 ∈ W \{0},
and x ∈ V \ {0}.

If w1 ∧ x 6= 0, then clearly w ∧ x 6= 0 for all w ∈ W \ {0} and hence
x ∈ S3. Suppose now that w1 ∧ x = 0. Then there exists v ∈ V \ {0} such that
w1 = x ∧ v. We choose z⊥{x, v}, z 6= 0. It is easy to see that w ∧ z 6= 0, for all
w ∈ W \ {0}, and thus z ∈ S3.

Therefore S3 6= ∅ and so, by virtue of Lemma 4.1, H3(V \ S3) = 0.

Step 2. Induction step:

Suppose the lemma is true for n = k − 1, we prove it also holds for n = k.
Let V k be a k−dimensional inner product space over R, let W k be a sub-

space of Λ2(V k) with 1 6 dim W k 6 k − 2 and let

Sk = {x ∈ V k | w ∧ x 6= 0 for all w ∈ W k \ {0}}.

Let x ∈ V k be such that ‖x‖ = 1 and W k(x) 6= W k, such an x exists because
dim W k 6 k − 2. Recall that

W k(x) = {w ∈ W k | w ∧ x = 0} and W k?
x = π?

x(W k).

13



If W k(x) = {0}, then w ∧ x 6= 0 for all w ∈ W k \ {0} and so x ∈ Sk. By
Lemma 4.1, we conclude that Hk(V k \ Sk) = 0.

If W k(x) 6= {0}, as W k(x) $ W k, we have 1 6 dim W k(x) < dim W k 6
k − 2 from which we obtain

1 6 dim W k?
x = dim W k − dim W k(x) 6 k − 3.

By the induction hypothesis, it follows that

Hk−1((V k/Rx) \ Sk−1) = 0,

where Sk−1 = {u ∈ V k/Rx | w? ∧ u 6= 0, for all w? ∈ W k?
x \ {0}}. Therefore

Lemma 4.2 guarantees the existence of z ∈ V k \{0} such that w∧ z 6= 0, for all
w ∈ W k \ {0}. This shows that Sk 6= ∅ so, employing once again Lemma 4.1,
we get

Hk(V k \ Sk) = 0.

This completes the induction step and finishes the proof of the lemma.

Corollary 4.4 Let W be a subspace of Λ2(Rn) such that W ∩ (x ∧ Rn) 6= {0}
for all x ∈ S ⊂ Rn with Hn(S) > 0. Then dim W > n− 1.

Proof. Suppose, on the contrary, that dim W 6 n− 2 and let

T = {x ∈ Rn | w ∧ x 6= 0 for all w ∈ W \ {0}}.
From lemma 4.3, Hn(Rn\T ) = 0. SinceHn(S) > 0, we have T ∩S 6= ∅. Choose
x0 ∈ T ∩ S. Since x0 ∈ S, there exists w ∈ W \ {0} such that w ∧ x0 = 0,
which contradicts the fact that x0 ∈ T . Therefore, dim W > n− 1.

We now come to the main theorem of this subsection.

Theorem 4.5 Let n > 3, Ω be a bounded, open set in Rn, E be a subset of
Λ2(Rn) such that 0 /∈ E and u ∈ W 1,∞

0 (Ω;Rn) be a solution of the problem

curlu ∈ E a.e. in Ω. (4.1)

Then dim span E > n− 1.

Proof. Let P : Λ2(Rn) → Λ2(Rn) denote the projection onto the orthogonal
complement of span E.

Since u ∈ W 1,∞
0 (Ω;Rn), extending u by 0 to Rn, we have

P(curlu(x)) = 0 for a.e. x ∈ Rn.

Applying the Fourier transform, we obtain

P(x ∧ û(x)) = 0 for a.e. x ∈ Rn,

14



which implies that

x ∧ û(x) ∈ spanE for a.e. x ∈ Rn.

Since 0 /∈ E, there exists a subset S ⊂ Rn such thatHn(S) > 0 and x∧û(x) 6= 0
for all x ∈ S. Indeed, if not, we would have x∧ û(x) = 0 for a.e. x ∈ Rn which
implies, from Plancherel Theorem, that curl u = 0 a.e. in Ω, contradicting the
assumption that 0 /∈ E. Therefore, from Corollary 4.4,

dim span{x ∧ û(x) | x ∈ S} > n− 1

and so dim span E > n− 1.

4.2 Necessity and sufficiency in dimension n− 1

In this subsection, we begin by characterizing all n− 1 dimensional subspaces
W of Λ2(V ) with the property that W ∩ (x ∧ V ) 6= {0} for all x ∈ S for some
S ⊆ V with Hn(S) > 0.

Recall that for b ∈ V we define

Vb = {x ∧ b | x ∈ V } ⊆ Λ2(V ).

Our goal is to prove the following theorem.

Theorem 4.6 [Algebraic version] Let W be an n− 1 dimensional subspace
of Λ2(V ). Then W ∩ (x ∧ V ) 6= {0} for all x ∈ S, for some S ⊆ V with
Hn(S) > 0, if and only if there exists b ∈ V \ {0} such that W = Vb.

We start with the following lemma which states that S can be replaced by
V \ {0}.

Lemma 4.7 Let W be such that dim W = n − 1 and W ∩ (x ∧ V ) 6= {0} for
all x ∈ S, for some S ⊆ V with Hn(S) > 0. Then, W ∩ (x ∧ V ) 6= {0} for all
x ∈ V \ {0}.
Proof. Suppose there exists y ∈ V \{0} such that w∧y 6= 0 for all w ∈ W \{0}.
Let B = {x ∈ V | w∧x 6= 0 for all w ∈ W \{0}}. Then B 6= ∅ so, using Lemma
4.1, we have Hn(V \B) = 0. But this is a contradiction because S ⊆ V \B and
Hn(S) > 0. Hence, B = ∅.

With Lemma 4.7 in hand, we have an equivalent version of Theorem 4.6.

Theorem 4.8 [Algebraic Version] Let W be an n− 1 dimensional subspace
of Λ2(V ). Then W ∩ (x ∧ V ) 6= {0} for all x ∈ V \ {0} if and only if there
exists b ∈ V \ {0} such that W = Vb.
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In order to prove Theorem 4.8 we begin with a weaker version.

Lemma 4.9 [Weak Version] Let W be an n − 1 dimensional subspace of
Λ2(V ) such that W ∩ (x ∧ V ) 6= {0} for all x ∈ V \ {0}. Then exactly one of
the following two possibilities can occur:

i) there exists b ∈ V \ {0} such that W = Vb

ii) dim{w ∈ W | w ∧ b = 0} = 1 for all b ∈ V \ {0}.
Proof. If n = 3 it is easy to see that any 2 dimensional subspace W of
Λ2(V ) is of the form Vb, for some b ∈ V \ {0}. Hence, we assume that n > 4.
Suppose neither i) nor ii) hold. Then, there exists x ∈ V \ {0} such that
1 < dim W (x) < n− 1 where

W (x) = {w ∈ W | w ∧ x = 0}.
Recall that π?

x : Λ2(V ) → Λ2(V/Rx) is the epimorphism induced by the canon-
ical epimorphism πx : V → V/Rx and that W ?

x = π?
x(W ).

Since n − 2 > dim W (x) > 2, we have 1 6 dim W ?
x 6 n − 3. Hence from

Lemma 4.3, Hn−1((V/Rx) \ Sn−1) = 0, where

Sn−1 = {u ∈ V/Rx | w? ∧ u 6= 0 for all w? ∈ W ?
x \ {0}}.

By Lemma 4.2, there exists z ∈ V \{0} such that w∧z 6= 0, for all w ∈ W \{0}.
But this leads to the conclusion that W ∩ (z ∧V ) = {0}, which contradicts the
hypothesis that W ∩ (z ∧V ) 6= {0}. This completes the proof of the lemma.

We will now show that the second possibility in Lemma 4.9 can, in fact,
never hold, which will finish the proof of Theorem 4.8. In other words, we
prove by induction, that

Lemma 4.10 There does not exist any n−1 dimensional subspace W of Λ2(V )
such that dim{w ∈ W | w ∧ b = 0} = 1 for all b ∈ V \ {0}.

Before we embark on the proof of Lemma 4.10 we need two technical lem-
mas, the first of which, in essence, helps us to make a careful choice in the
proof of Lemma 4.10, whereas the second one provides the induction step.

Lemma 4.11 Let n > 4. There does not exist any n− 1 dimensional subspace
W of Λ2(V ) with the properties that

i) for each b ∈ V \ {0}, there exists xb ∈ V such that b ∧ xb 6= 0 and
W ∧ b ∧ xb = {0} and

ii) dim{w ∈ W | w ∧ b = 0} = 1 for all b ∈ V \ {0}.
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Proof. We will arrive at a contradiction by assuming such a W exists. Let
c ∈ V \ {0} and let xc ∈ V \ {0} be such that c∧ xc 6= 0 and W ∧ c∧ xc = {0}.
Without loss of generality we can assume that c⊥xc. Let b⊥{c, xc}, b 6= 0, and
let xb ∈ V \ {0} be such that W ∧ b ∧ xb = {0} and b⊥xb. Now two cases can
arise:

1. span{b, xb} ∩ span{c, xc} = {0} or

2. dim(span{b, xb} ∩ span{c, xc}) = 1.

Case 1. span{b, xb} ∩ span{c, xc} = {0}
Clearly {b, c, xb, xc} are linearly independent. Let νb+c ∈ V \ {0} be a fixed

vector such that (b + c) ∧ νb+c ∈ W \ {0}. Then

(b + c) ∧ νb+c ∧ b ∧ xb = 0

and
c ∧ νb+c ∧ b ∧ xb = 0. (4.2)

Since {c, b, xb} are linearly independent, it follows from (4.2) that there exist
α1, β1, γ1 ∈ R, not all zero, such that νb+c = α1c + β1b + γ1xb.

Similarly,
(b + c) ∧ νb+c ∧ c ∧ xc = 0

and
b ∧ νb+c ∧ c ∧ xc = 0

from which we conclude that νb+c = α2b + β2c + γ2xc for some α2, β2, γ2 ∈ R,
not all zero. Therefore,

(β1 − α2)b + (α1 − β2)c + γ1xb − γ2xc = 0.

By the linear independence of {b, c, xb, xc} we obtain β1 = α2, α1 = β2, γ1 =
γ2 = 0. Thus νb+c = αb + βc for some α, β ∈ R, not both zero, and so,

(b + c) ∧ νb+c = (b + c) ∧ (αb + βc) = (β − α)b ∧ c ∈ W \ {0}.

In other words
b ∧ c ∈ W \ {0}. (4.3)

Now let νb+xc ∈ V \ {0} be a fixed vector such that (b + xc) ∧ νb+xc ∈
W \ {0}. Proceeding exactly as before, since (b + xc) ∧ νb+xc ∧ b ∧ xb = 0 and
(b + xc) ∧ νb+xc ∧ c ∧ xc = 0, we find that

b ∧ xc ∈ W \ {0}. (4.4)
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But, as {b, c, xc} are linearly independent, {b∧ c, b∧ xc} are also linearly inde-
pendent. Thus, using equations (4.3) and (4.4), we see that

dim{w ∈ W | w ∧ b = 0} > 2

which contradicts the hypothesis of the lemma.

Case 2: dim(span{b, xb} ∩ span{c, xc}) = 1

Let span{b, xb} ∩ span{c, xc} = span{t} for some t ∈ V \ {0}. Since t ∈
span{b, xb} there exist α1, β1 ∈ R such that t = α1b + β1xb. Similarly, there
exist α2, β2 ∈ R such that t = α2c + β2xc. Therefore

α1b + β1xb = α2c + β2xc.

Taking the inner product with b on both sides of the above equation, and noting
that b⊥{xb, c, xc}, we get α1 = 0. Thus t = β1xb, where β1 6= 0 since t 6= 0,
and so xb ∈ span{c, xc}. Choose a vector t0 ∈ V \ {0} such that t0⊥{b, c, xc},
notice that t0⊥xb.

Since t0, xb 6= 0 and t0⊥xb evidently t0∧xb 6= 0. Let ν0 ∈ V \{0} be a fixed
vector such that t0 ∧ ν0 ∈ W \ {0}. We can assume that ν0⊥t0. As in case 1,
since t0 ∧ ν0 ∧ b ∧ xb = 0 and t0 ∧ ν0 ∧ c ∧ xc = 0, we deduce that

ν0 ∈ span{b, xb} ∩ span{c, xc} = span{t} = span{xb}
which implies the existence of ρ ∈ R \ {0} such that ν0 = ρxb. As t0 ∧ ν0 ∈
W \ {0}, it follows that

t0 ∧ xb ∈ W \ {0}. (4.5)

Repeating the above argument, we can also show that

(t0 + b) ∧ xb ∈ W \ {0}. (4.6)

Equations (4.5) and (4.6) imply that b ∧ xb ∈ W \ {0} so we conclude that
the linearly independent vectors b ∧ xb and t0 ∧ xb both belong to W \ {0}.
However, this yields

dim{w ∈ W | w ∧ xb = 0} > 2,

contradicting the hypothesis that dim{w ∈ W | w ∧ b = 0} = 1 for all b ∈
V \ {0}.

Lemma 4.12 Let n > 4 and let W be an n−1 dimensional subspace of Λ2(V )
such that

dim{w ∈ W | w ∧ b = 0} = 1 for all b ∈ V \ {0}.
Let c ∈ V \ {0} and set W ?

c = π?
c (W ). Then, W ?

c ∩ (u ∧ (V/Rc)) 6= {0} for all
u ∈ (V/Rc) \ {0}.
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Proof. Suppose the result does not hold, that is,

Sn−1 = {u ∈ V/Rc | w? ∧ u 6= 0 for all w? ∈ W ?
c \ {0}} 6= ∅.

By Lemma 4.1, we conclude that Hn−1((V/Rc) \ Sn−1) = 0. Let

W (c) = {w ∈ W | w ∧ c = 0}.
By hypothesis dim W (c) = 1 so we can apply Lemma 4.2 to obtain z ∈ V \ {0}
such that w ∧ z 6= 0, for all w ∈ W \ {0}. But this contradicts the fact that
dim{w ∈ W | w ∧ z = 0} = 1 and the lemma is proved.

We are now in position to prove Lemma 4.10.

Proof of lemma 4.10. We prove by induction.
For n = 3, the lemma is evidently true because any 2-dimensional subspace

W of Λ2(V ) is of the form Vb, for some b ∈ V \ {0}.
Let us assume that the lemma is true for n = k, we prove it for n = k + 1.

We argue by contradiction and assume there exists a k dimensional subspace
Wof Λ2(V ), where dim V = k + 1, such that

dim W (b) = dim{w ∈ W | w ∧ b = 0} = 1 for all b ∈ V \ {0}.
We choose, by virtue of Lemma 4.11, b ∈ V \ {0} such that W ∧ b∧ c 6= {0} for
all c ∈ V such that b∧ c 6= 0. Let π?

b : Λ2(V ) → Λ2(V/Rb) be the epimorphism
induced by the canonical epimorphism πb : V → V/Rb and let W ?

b = π?
b (W ).

Then, dim W ?
b = k−1 and, using Lemma 4.12, we have W ?

b ∩(u∧(V/Rb)) 6= {0}
for all u ∈ (V/Rb) \ {0}. Therefore, invoking Lemma 4.9, two possibilities may
occur:

A) there exists u ∈ (V/Rb) \ {0} such that W ?
b = (V/Rb)u or

B) dim{w? ∈ W ?
b | w? ∧ p = 0} = 1 for all p ∈ (V/Rb) \ {0}.

We will show that either possibility leads to a contradiction.
Indeed, suppose there exists u ∈ (V/Rb) \ {0} such that W ?

b = (V/Rb)u.
We choose z ∈ span{b}⊥ such that u = πb(z). Then b ∧ z 6= 0 and for each
w ∈ W , as π?

b (w) ∈ W ?
b = (V/Rb)u, there exists pw ∈ V such that

π?
b (w) = πb(pw) ∧ u = πb(pw) ∧ πb(z) = π?

b (pw ∧ z).

Thus, w−pw∧z ∈ kerπ?
b and so there exists qw ∈ V so that w = pw∧z+qw∧b.

Therefore, w∧b∧z = 0 for all w ∈ W, i.e. W ∧b∧z = {0}. But this contradicts
the way b was chosen.

On the other hand, if case B) were to hold, we would have a k−1 dimensional
subspace W ?

b of Λ2(V/Rb), dim(V/Rb) = k, such that

dim{w? ∈ W ?
b | w? ∧ p = 0} = 1, for all p ∈ (V/Rb) \ {0},
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contradicting the induction assumption that the lemma is true for n = k.
This completes the induction step and the proof of the lemma.

We now employ these algebraic preliminaries to prove the main theorem of
this subsection.

Theorem 4.13 [Main theorem for the curl] Let n > 3, Ω ⊂ Rn be open,
bounded and let E ⊂ Λ2(Rn) be such that 0 /∈ E and dim span E = n−1. Then,
there exists a solution u ∈ W 1∞

0 (Ω;Rn) to the problem

curl u ∈ E a.e. in Ω (4.7)

if and only if 0 ∈ ri(co E) and there exists b ∈ Rn \ {0} such that span E =
(Rn)b.

Proof. If 0 ∈ ri(co E) and there exists b ∈ Rn \ {0} such that span E = (Rn)b,
we refer to Theorem 3.2 for the construction of the solution. We will prove the
converse.

Let u ∈ W 1∞
0 (Ω;Rn) be a solution of (4.7). Let P : Λ2(Rn) → Λ2(Rn)

denote the projection onto the orthogonal complement of span E. Since u ∈
W 1,∞

0 (Ω;Rn), extending u by 0 to Rn, we have

P(curlu(x)) = 0, for a.e. x ∈ Rn.

Applying the Fourier transform, we obtain

P(x ∧ û(x)) = 0, for a.e. x ∈ Rn,

which implies that

x ∧ û(x) ∈ spanE, for a.e. x ∈ Rn.

Now because 0 /∈ E, there exists a subset S ⊂ Rn such that Hn(S) > 0 and
x ∧ û(x) 6= 0 for all x ∈ S. Therefore, from Theorem 4.6, it follows that there
exists b ∈ Rn \ {0} such that span E = (Rn)b.

It remains to show that 0 ∈ ri(co E). From Jensen’s inequality we can
deduce that 0 ∈ coE. We now prove that 0 belongs, in fact, to ri(coE).
Suppose not, that is, suppose 0 ∈ rbd(co E).

Let a1, . . . , am ∈ Λ2(Rn) be an orthonormal basis of (span E)⊥ where m =(
n
2

)−n+1. Since 0 ∈ rbd(co E), there exists b ∈ spanE such that ‖b‖ = 1 and

〈w; b〉 > 0, for all w ∈ coE.

In particular, 〈curl u(x); b〉 > 0 for a.e. x ∈ Ω. But, as u ∈ W 1∞
0 (Ω,Rn),

∫

Ω

〈curlu(x); b〉 = 0
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so
〈curl u(x); b〉 = 0 for a.e. x ∈ Ω.

Hence, 〈curlu(x); w〉 = 0 for the m + 1 linearly independent vectors w =
b, a1, . . . , am in Λ2(Rn) and for a.e. x ∈ Ω. Letting

Ω0 = {x ∈ Ω | curl u(x) ∈ E and 〈curlu(x); b〉 = 0}

we have

dim span curl u(Ω0) 6
(

n

2

)
−m− 1 = n− 2.

But this, together with the fact that 0 /∈ curl u(Ω0), contradicts Theorem 4.5.
Hence 0 ∈ ri(coE).

Remark 4.14 Note that, in contrast with Theorem 3.6, we do not require E
to be finite here.

4.3 The curl in dimension three

As before, we are interested in the problem of finding u ∈ W 1,∞
0 (Ω;R3) satis-

fying
curlu ∈ E a.e. in Ω. (4.8)

In the next theorem we assume that 0 /∈ E to avoid the trivial case.

Theorem 4.15 Let Ω ⊂ R3 be open, bounded and let E ⊂ R3 \ {0}. Then
(4.8) has a solution if and only if there exists a subset F ⊆ E, such that
dim span F > 2 and 0 ∈ ri(co F ).

Remark 4.16 (i) It is the sufficiency part which is more interesting here.
When dim span E = 2, Theorem 4.15 is just a restatement of Theorem 4.13
because we can take F = E. However, this sufficient condition is also true
when dim span E = 3 so this theorem improves the aforementioned one. It
also extends previous results of [17], which do not consider Dirichlet boundary
conditions, and of [3], [9], where a non-constructive proof was obtained only
for the case dim span F = 2.

(ii) The necessary part, according to the referee, is implicit in [17]. Nevertheless,
our results enable us to provide a more elementary proof so we will outline it
below, for the sake of both simplicity and completeness.

Proof. Sufficient Condition. If dim span F = 2, as any 2-dimensional
subspace of R3 is of the form (R3)b for some b ∈ R3 \ {0}, we apply Theorem
4.13 to F in order to obtain a solution.
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Thus, the theorem will be proved once we show the existence of solutions
when dim spanF = 3 (i.e. dim span F = dim spanE).

We divide this proof in two steps. We note that it is enough to prove it for
a particular open set Ω, the general case follows by virtue of Vitali’s covering
theorem.

Step 1. Applying Lemma 3.4 we find zα ∈ F, tα > 0, α = 1, 2, 3, 4 such
that

4∑
α=1

tαzα = 0,

4∑
α=1

tα = 1, dim span
{
z1, z2, z3, z4

}
= 3.

Without loss of generality we can assume that
{
z1, z2, z3

}
are linearly inde-

pendent. Now, choosing ε > 0 sufficiently small so that t2 > ε, we write

0 = t1z1 +
(
t2 − ε

)
z2

+
(
t3 + t4 + ε

) [
ε

t3 + t4 + ε
z2 +

t3

t3 + t4 + ε
z3 +

t4

t3 + t4 + ε
z4

]
.

Let

s1 = t1, s2 = t2 − ε, s3 = t3 + t4 + ε,

α2 =
ε

s3
, α3 =

t3

s3
, α4 =

t4

s3
,

y = α2z2 + α3z3 + α4z4.

We conclude that dim span {z1, z2, y} = 2 so span{z1, z2, y} = (R3)b for
some b ∈ R3 \ {0}. Proceeding as in the proof of Theorem 3.2, we find
ω1 ∈ W 1,∞

0

(
Ω;R3

)
satisfying

1. ω1(x) = u(x)b for a.e. x ∈ Ω, where u ∈ W 1,∞
0 (R3;R) is a piecewise

affine function satisfying a suitable gradient problem

2. Ω = {x ∈ R3 | u(x) > 0}

3. curl ω1(x) ∈ {
z1, z2, y

}
, for a.e. x ∈ Ω.

It can be shown that Ω is bounded and open (cf. Lemma 2.11 of [10]).
Step 2. As ω1 is piecewise affine, we can define the bounded, open set

Ωy =
{
x ∈ Ω : curl ω1(x) = y

}
.

Now, observing that
{
z2 − y, z3 − y, z4 − y

}
and

{
α2, α3, α4

}
satisfy

0 = α2
(
z2 − y

)
+ α3

(
z3 − y

)
+ α4

(
z4 − y

)
,
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we can find ω2 ∈ W 1,∞
0

(
Ωy;R3

)
such that

curl ω2(x) ∈ {
z2 − y, z3 − y, z4 − y

}
, for a.e. x ∈ Ωy.

Finally, we define

ω (x) =





ω1 (x) if x ∈ Ω�Ωy

ω1 (x) + ω2 (x) if x ∈ Ωy.

Evidently ω ∈ W 1,∞
0

(
Ω;R3

)
and

curl ω(x) ∈ {
z1, z2, z3, z4

} ⊂ E, for a.e. x ∈ Ω.

Necessary Condition. Let u be a solution of (4.8). We show that there
exists a subset F ⊆ E, such that dim span F > 2 and 0 ∈ ri(co F ).

We begin by showing that dim span E ≥ 2. Note that this was already
proved in Theorem 4.5, but in a more complex way.

Suppose that dim span E = 1. Then, there exist ν ∈ S2 and α = α(x) such
that

curlu(x) = α(x)ν, for a.e. x ∈ Ω. (4.9)

We extend u by 0 to all of R3 and consider B an open ball of radius R such
that Ω ⊂ B. Define uε := ρε ? u, where ρε is the standard mollifier. Let Ωε be
such that suppuε ⊂ Ωε and consider ε0 > 0 small enough so that Ωε ⊂ B, for
all 0 < ε < ε0.

Notice that

curl uε(x) = (ρε ? α) (x)ν =: αε(x)ν, for a.e. x ∈ Ω. (4.10)

We define

Φ(x) := −
∫ 2R

0

〈u(x + tν); ν〉dt

and

Φε(x) := −
∫ 2R

0

〈uε(x + tν); ν〉dt.

It is easy to see that Φε = ρε ? Φ. We will now show that grad Φε = uε. By
the usual identification of the vectors curl uε and ν with 3 × 3 antisymmetric
matrices, condition (4.10) may be written as

3∑

j=1

αij
ε νj = 0, i = 1, 2, 3
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where (curl uε)ij = αij
ε . Thus, for i = 1, 2, 3, we have

∂

∂xi
Φε(x) = −

∫ 2R

0

3∑

j=1

∂

∂xi
uj

ε(x + tν)νjdt

= −
∫ 2R

0

3∑

j=1

(
∂ui

ε

∂xj
(x + tν) + αij

ε

)
νjdt

= −
∫ 2R

0

〈∇ui
ε(x + tν); ν〉dt

= −
∫ 2R

0

d

dt
[ui

ε(x + tν)] dt = ui
ε(x).

As grad Φε = uε, it follows that curl uε = 0. On the other hand,

gradΦε = ρε ? gradΦ = ρε ? u

so we conclude that u = grad Φ, a.e. in Ω. Hence curlu = 0, a.e. in Ω, which
contradicts our assumption that 0 /∈ E. Therefore, dim span E ≥ 2.

If dim span E = 2 we choose F = E. By Theorem 4.13 it follows that

0 ∈ ri(co F ) = ri(co E).

If dim span E = 3 we set F = curl u(Ω′) where Ω′ ⊆ Ω is such that
curl u(x) ∈ E for all x ∈ Ω′. The same argument used for span E also al-
lows us to conclude that dim span F > 2. Examining the proof of Theorem 3.6
(cf. [1], [2]) or Theorem 4.13 we deduce that 0 ∈ ri(co F ).

This concludes the proof.
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