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PROBLEM ON CONVEX POLYGONS (JCNN 46, p.5093)

Janos Fazekas

(Translated from the Hungarian by Esther Szekeres)

The problem was about a plane convex polygon $C_n$ with vertices $X_1, X_2, \ldots, X_n$. To exclude trivial cases we assume that $n \geq 3$ and that the vertices are not collinear. Let $S$ be the circumference (denoted by $S(C_n)$ in the original problem) and let $Q$ be the centre of mass (of the polygon regarded as consisting of equal point masses at each vertex). For any two points $A$ and $B$ let $d(A, B)$ be their distance apart and let $p(A, B)$ be the perpendicular projection of the directed line segment $AB$ on to the line $X_1Q$, and put $d_1(A, B) = |p(A, B)|$.

The inequality $d_1(A, B) \leq d(A, B)$ can be strengthened to a strict inequality unless $AB$ is parallel to $X_1Q$.

Lemma 1 If the polygon has all vertices in or on a circle of radius $R$ then $S \leq 2Rn \sin \pi/n$.

Proof Firstly if one or more of the vertices are strictly inside the circle we can construct another polygon $X_1', X_2', \ldots, X_n'$ with all its vertices on the circle, see the sketch, where $X_{r-1}'X_r' > X_{r-1}X_r$, the line $X_rX_{r-1}$ bisects the angle of the polygon. Secondly, of all the $n$-gons inscribed in the circle the regular $n$-gon has the greatest circumference because of the concavity of the sine function.

Lemma 2 For some $i$, $\sum_{j=1}^{n} d_1(X_i, X_j) \geq \frac{1}{2} S / \sin \pi/n$.

Proof Use reductio ad absurdum. Suppose the result untrue. $\sum_{j=1}^{n} d_1(X_i, X_j) < \frac{1}{2} S / \sin \pi/n$ for all $i$. By Lemma 2 it follows that $d(X_i, Q) < S/(2n \sin \pi/n) = R$ for all $1$. This means that the polygon is strictly inside a circle with centre $Q$ and radius $R$, and is therefore inside a circle of some radius $R' < R$. By Lemma 1 the polygon must have circumference $\leq 2R' \sin \pi/n = SR'/R < S$, this is the required contradiction.

Theorem For some $i$, $\sum_{j=1}^{n} d(X_i, X_j) \geq \frac{1}{2} S / \sin \pi/n$.

Proof This comes from Lemma 3 and the inequality (1). The inequality becomes strict because there is at least one vertex $X_j$ with the side $X_jX_{j+1}$ not parallel to $X_1Q$.

In the notation of the original problem the result proved is that $f(C_n) > S(C_n)/(2 \sin \pi/n)$. In consequence $f(C_n) > S(C_n)$ for all $n \geq 6$, which answers one of the questions.

CONGRATULATIONS

Terry Tao won a gold medal at the July 1988 International Mathematical Olympiad in Canberra.
THREE SQUARES IN ARITHMETIC PROGRESSION (JCMN 46, p. 5098)

J. B. Parker

If \( a < b < c \) are coprime positive integers and \( a^2 + c^2 = 2b^2 \), then what are the possible values of \( a \)? Firstly \( a \) and \( c \) are both odd. Therefore \( a^2 + c^2 \equiv 2 \mod 4 \), and so \( b \) must also be odd. Put \( u = \frac{1}{2} c - \frac{1}{2} a \) and \( v = b - \frac{3}{2} a - \frac{3}{2} c \).

\[
2a^2 + 2c^2 = 4b^2 = (a+c)^2 + 4v(a+c) + 4v^2
\]

\[
2a^2 + 2c^2 = 4b^2 = (a+c)^2 + 4v(a+c) + 4v^2
\]

\[
u^2 = v(a+c) + v
\]

\[
c+a = u^2/v - v \quad \text{and} \quad c-a = 2u
\]

\[
a = \frac{3}{2} u^2/v - \frac{1}{2} v - u
\]

\[
b = \frac{3}{2} u^2/v + \frac{1}{2} v
\]

\[
c = \frac{3}{2} u^2/v - \frac{1}{2} v + u
\]

Since \( u+v = b-a \) is even, \( u \) and \( v \) are of the same parity. Also \( u \geq v(1+\sqrt{2}) \) to make a positive.

Case 1, \( u \) and \( v \) both odd. Case 1a with \( v = 1 \) is simple, put \( u = 2k+1 \), then \( a = 2k^2 - 1 \), giving the values 1, 7, 17, 31, ...

Case 1b with odd \( u \) and odd \( v \geq 3 \). Clearly \( v \) must divide \( u^2 \).

Suppose that \( v \) has the prime factor \( p \) to the power \( s \geq 1 \).

Then \( u \) must have the factor \( p \) to a power \( r \geq \frac{s}{2} \). If \( 2r > s \) then \( a \), \( b \) and \( c \) would all have the factor \( p \), impossible.

Therefore \( 2r = s \); this is for all \( p \), so that \( v \) must be a square.

Put \( v = n^2 \) and \( u = mn \).

\[
a = \frac{3}{2} m^2 - \frac{1}{2} n^2 - mn
\]

\[
b = \frac{3}{2} m^2 + \frac{1}{2} n^2
\]

\[
c = \frac{3}{2} m^2 + \frac{3}{2} n^2 + mn
\]

where \( m \) and \( n \) are odd coprime positive integers with \( m/n > 1+\sqrt{2} \).

Put \( n = 2k + n \). The solutions are

\[
a = 2k^2 - n^2
\]

\[
b = 2k^2 + 2kn + n^2
\]

\[
c = 2k^2 + 4kn - n^2
\]

for coprime \( n \) and \( k \) with \( n \) odd. Values of \( a = 2k^2 - n^2 \) are given below, the values for \( n = 1 \) cover Case 1a.

<table>
<thead>
<tr>
<th>( n )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>17</td>
<td>17</td>
<td>31</td>
<td>49</td>
<td>71</td>
<td>97</td>
<td>127</td>
</tr>
<tr>
<td>3</td>
<td>-7</td>
<td>1</td>
<td>23</td>
<td>41</td>
<td>69</td>
<td>89</td>
<td>119</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>-23</td>
<td>-17</td>
<td>-7</td>
<td>7</td>
<td>47</td>
<td>73</td>
<td>103</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>-97</td>
<td>-61</td>
<td>-31</td>
<td>-17</td>
<td>-1</td>
<td>23</td>
<td>79</td>
<td></td>
</tr>
</tbody>
</table>

Case 2 Where \( u \) and \( v \) are both even put \( u = 2x \) and \( v = 2y \).

\[
a = x^2/y - y - 2x
\]

\[
b = x^2/y + y
\]

\[
c = x^2/y - y + 2x
\]

Reasoning about prime factors as above shows that we may put \( x = mn \) and \( y = n^2 \). Then \( a = 2m^2 - (mn)^2 \), so that this case gives us no new values of \( a \).

Finally, are there, for each \( a \), infinitely many ways of choosing \( b \) and \( c \)? Note that \( 2b^2 - c^2 = 2(3b^2 + 2c^2) - (3c^2 + 4b^2) \).

With \( b_0 \) and \( c_0 \), put \( b_{n+1} = 3b_n + 2c_n \) and \( c_{n+1} = 3c_n + 4b_n \). Then \( a, b_n \), and \( c_n \) have their squares in arithmetic progression for all \( n = 1, 2, 3, \ldots \). Also the \( b_n \) are all unequal because they form an increasing sequence.
BINOMIAL IDENTITY 24

Marta Sved

It was a day in ancient times
A peaceful day of summer, hot,
When trumpets, bugles, bells and chimes
Summoned the knights of Camelot.

News came to the lofty wall,
News of wild marauding strangers.
Here was the need, here was the call,
Here the challenge, here the dangers.

— Forward — shouted every knight,
Overwhelming was their zeal
To meet the enemy, to fight.
But from the King came the appeal

— A fighting corps will be selected,
Our knighthage cannot spare your lot,
A leader then shall be selected.
The rest shall stay in Camelot. —

Who should go and who should stay?
Who can count up all the choices?
Everybody had a say,
A medley of conflicting voices.

$\sum_{j=1}^{m} \binom{n-j-1}{r} = \sum_{j=1}^{m} \binom{n}{r+j-1} \binom{n}{j}$

So here the formulae appear,
Just as the old sage divined.
Can we of this age make it clear
What Merlin had in mind?
he must add the number on the previous tablet to the knight's age, subtract A and write the result on the tablet. When all this is done you must call on the knight with the highest number in front of him to lead the procession, he is to be followed by the neighbour on his right, and so on in the order in which they are sitting round the table, so that the knight on the left of the chosen one will bring up the rear of the procession." "Excellent," said the King "and now I see why there are so many possible outcomes, for we all know that there are (n-1)!/m ways in which the knights can sit at a round table. If two knights both have the maximum total then either may lead the procession, and there would be more than (n-1)!/m ways. But, tell me Merlin, why did you want the squire to start with 100 years before doing all his additions and subtractions? Surely it can make no difference to the result." "That is a matter of history, your Majesty," answered Merlin "We cannot use negative numbers, for it will be hundreds of years before they are invented. And I remember another bit of history, this combinatorial problem that we have solved being raised in JCMN 46, page 5103, by Ross Talent in AD 1988."

**BINOMIAL IDENTITY 25**

A. Brown

\[ \sum_{r=0}^{2m-j} (-1)^r \binom{4r+p}{2r} / (2r+1) = (-4)^m k / (4m+p+1) \]

where for any \( p = 0, 1, 2 \) or \( 3 \) the numbers \( j \) and \( k \) are as follows

<table>
<thead>
<tr>
<th>( p )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( j )</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( k )</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>
GEORGE SZERKES

In JCMN 46 "Extrapolation" p.5107 Basil Rennie constructs a sequence \((a_1, a_2, \ldots) = (1, 2, 4, 5, \ldots)\) which contains no 3-term arithmetic progression, and asks whether his sequence has the largest possible sum \(\sum 1/a_n\). It is easy to check that the sequence \(a_1^{-1}, a_2^{-1}, \ldots\) consists of precisely those integers (including 0) whose ternary representation does not contain the digit 2. Quite generally one can see without much trouble that the sequence of integers whose (prime) base p representation has no digit \((p-1)\), contains no p-term arithmetic progression.

Are these sequences obtained? Start with 0 and keep all integers that do not form an arithmetic progression of length \(p\) with the integers already chosen. This is what is known as the greedy algorithm: you grab an integer at the first available opportunity if it does not conflict with the condition stated. A trivial example is the following: suppose for given \(N > 0\) we want to find the largest possible number of positive integers \(n_1 \leq N\) so that \(n_i\) and \(n_j\) are relatively prime for all \(i \neq j\). Starting with 1, 2, 3, we have to discard 4 since it is divisible by 2, so the next term is 5, etc.

Clearly what we get are just the primes \(\leq N\), and it is easy to see that this is the best possible such sequence, as follows. For any other sequence \(a_k\) satisfying the condition just replace \(a_k\) by its smallest prime factor \(p_k\) (the \(p_k\) must be distinct if \((a_1, a_j) = 1\) for \(i \neq j\) and the set \{p\} is a subset of the set of all primes \(\leq N\).

The greedy algorithm often succeeds but not always, and the problem of 3-term arithmetic progressions is an intriguing
example to illustrate just that. What is the size of the longest sequence of distinct integers up to $N$ that contains no 3-term arithmetic progression? The problem has a long history, going back to a 1936 paper of Erdős and Turán in the Journal of the London Mathematical Society; it even found its way into the International Mathematical Olympiad as Problem 5 in 1983 in Paris. The obvious conjecture that the greedy algorithm gives the best answer was disproved by Salem and Spencer in 1942 (Proc. Nat. Acad. Sci. (USA) 28, pp. 561-563). Surprisingly, not even the order of magnitude given by the greedy algorithm (roughly $N^{1-a/\log \log N}$ for numbers up to $N$) is correct. In fact Salem and Spencer's construction gives more than $N^{1-a/\log \log N}$ elements for a suitable positive $a$, which (for large $N$) is more than any $N^b$ for a fixed $b < 1$. The construction is a clever modification of the greedy algorithm. Take an integer $d > 2$ and a multiple $n = kd$. The following $n$-digit integers in base $2d-1$,

$$a_1 + a_2(2d-1) + a_3(2d-1)^2 + \ldots + a_n(2d-1)^{n-1},$$

with exactly $k$ of the digits $a_1 = 0$, $k$ of the digits $a_1 = 1$, ... and $k$ of the digits $a_1 = d-1$, can be shown to contain no 3-term arithmetic progression. Now these numbers are all $< N = (2d-1)^n$, and there are $n!/(k!)^d$ of them. The estimate of Salem and Spencer is obtained by judiciously choosing $k$ for a given large $d$ ($k \approx \log d$ will do). They also state (though without proof) that by modifying the construction one can obtain an infinite ($N$-independent) sequence with no 3-term arithmetic progression and with density $N^{-a/\log \log N}$.

Although the Salem-Spencer sequence contains (for large $N$) more terms than the greedy sequence, it does not at all follow that the corresponding $\sum 1/a_i$ is also greater. On the contrary, it seems likely, and it would be interesting to prove, that the greedy solution is indeed the best for Basil's problem.

FROM CAPTAIN COOK'S JOURNAL
Sunday, 15th. October 1769
At 8 a.m. being abreast of the S.W. point of the Bay, some fishing boats came off to us and sold us some stinking fish; however it was such as they had, and we were glad to enter into Traffick with them upon any terms. These People behaved at first very well, until a large Arm'd boat, wherein were 22 Men, came alongside. We soon saw that this boat had nothing for Traffick, yet as they came boldly alongside we gave them 2 or 3 pieces of Cloth, Articles they seem'd the most fond off. One Man in this boat had on him a black skin, something like a Bear Skin, which I was desirous of having that I might be a better judge what sort of Animal the first owner was. I offered him for it a piece of Red Cloth, which he seem'd to jump at by immediately putting off the Skin and holding it up to us, but would not part with it until he had the Cloth in his possession and after that not at all, but put off the Boat and went away, and with them all the rest. But in a very short time they return'd again, and one of the fishing boats came alongside and offer'd us some more fish. The Indian Boy Tista, Tupia's Servant, being over the side, they seiz'd hold of him, pull'd him into the Boat and endeavoured to carry him off; this obliged us to fire upon them, which gave the Boy an opportunity to jump overboard. We brought the Ship too, lower'd a Boat into the Water, and took him up unhurt. Two or 3 paid for
this daring attempt with the loss of their lives, and many more
would have suffer'd had it not been for fear of killing the Boy.
This affair occasioned my giving this point of land the name of
Cape Kidnapper. It is remarkable on account of 2 White rocks
in form of Haystacks standing very near it. On each side of
the Cape are Tolerable high white steep Cliffs, Latitude 39°
43' S.; Longitude 182° 24' W.

BINOMIAL IDENTITY 22 (JCMN 45 p.5081)

\[
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & \ldots \\
1 & 1 & 0 & 0 & 0 & \ldots \\
1 & 2 & 1 & 0 & 0 & \ldots \\
1 & 3 & 3 & 1 & 0 & \ldots \\
1 & 4 & 6 & 4 & 1 & \ldots \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
\end{pmatrix}
\]

\[
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & \ldots \\
0 & 1 & 1 & 0 & 0 & \ldots \\
-1 & 1 & 2 & 1 & 0 & \ldots \\
-1 & 3 & 3 & 1 & 0 & \ldots \\
-1 & 4 & 6 & 4 & 1 & \ldots \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
\end{pmatrix}
\]

Are these matrices inverses of one another? The m, n
element of the product is \( \sum (-1)^{m-j} \binom{m-1}{j-1} \binom{m}{j} \) where the
summation is over all \( j \) for which the binomial coefficients
are non-zero. Clearly it is 0 if \( m < n \) and is 1 if \( m = n \).
If \( m > n \) then use the identity \( \binom{a+b}{c} = \binom{a}{b} \binom{a}{c} \).
This gives \( \binom{m-1}{n-1} \sum (-1)^{m-j} \binom{m-n}{j} = 0 \).

MONTE CARLO INTEGRATION
(JCMN 46, pp. 5104-5106)

In our last issue were some numerical results about
\[
S(N) = \sum_{r=1}^{N} \left( r \int_{0}^{g(r)} f(x) dx \right)
\]
where \( g = \frac{1}{2} \sqrt{1 - \frac{1}{N}} \). This \( S(N) \) is \( N \) times the error in a Monte
Carlo estimate for the integral. Since then some more
information has emerged. Gerry Myerson has pointed out that
the conjecture of \( S(N) \) being bounded is wrong. Define the
sequence:

\[
\begin{array}{cccccccccc}
n & 4 & 5 & 6 & 7 & 8 & 9 & 10 \\
H_n & 3 & 5 & 9 & 15 & 24 & 39 & 64 \\
\end{array}
\]

with \( H_n = H_{n-4} + F(n) \). Then for \( f(x) = x \), \( S(H_n) \) appears (by
convincing numerical evidence) to be \((-1)^{m-n}/20 + O(1)\). For
the case where \( N \) is a Fibonacci number, however, several of the
results suggested by the numerical work can now be proved.

1. Exact result for \( f(x) = x \)

Let \( M = F(n-1) \) and \( N = F(n) \) be two consecutive Fibonacci numbers.
and put \( x_r = \{rg\} \). In the \( x-y \) plane consider two right-angled triangles, the first where \( 0 < x < N \) and \( 0 < y < gx \), and the second where \( 0 < x < N \) and \( 0 < y < xM/N \). The first is bigger or smaller than the second according to whether \( n \) is odd or even. Let \( c \) be the number of lattice points inside the second triangle. Since there are \((N-1)(M-1)\) in the rectangle where \( 0 < x < N \) and \( 0 < y < M \), and there are none on the diagonal, \( c = \frac{1}{2}(N-1)(M-1) \), as may also be calculated by Pick's Theorem. The first triangle also has \( c \) lattice points inside because \( N/M \) is a best rational approximation to \( g \).

For any \( r = 1, 2, \ldots, N-1 \) the number of lattice points on the line \( x = r \) inside the first triangle is \( rg - x_r \), and so
\[
\sum_{r=1}^{N-1} x_r = \sum_{r=1}^{N-1} \left( \frac{rg}{N} - x_r \right) = \frac{1}{2}(N-1)g - c = \frac{1}{2}(N-1)(Ng-M+1) = \frac{1}{2}(N-1)(1-(1-g)^2)
\]
\[
x_N = \left\{ \frac{Ng}{2} - \frac{1}{2}(1-g)^2 \right\} = \frac{1}{2} + (-1)^{N-1} \left\{ \frac{g}{2} \right\}
\]
\[
S(N) = (-1)^{N-1} \left( \frac{1}{2} - g^n - \frac{1}{2}(N-1)g^n \right) - (-1)^N(1-N)g^n
\]
and because \( \sqrt{2} g^N = 1 - (-1)^N g^{2N} \),
\[
S(N) = (-1)^{N-1}(2-g)/5 - \frac{1}{2}(g)^{2N} + \frac{1}{2} g^{2N}/5.
\]

2. Exact result for \( f(x) = 6x(1-x) \)

Notation: \( g^* = M/N, x_r^* = \{rg\} \), \( N = F(n), \ M = F(n-1) \)

**Lemma 1** \[ \sum_{r=1}^{N-1} f(x_r^*) = \sum_{r=1}^{N-1} f(r/N) = N - 1/N. \]

**Proof:** The numbers \( M \) and \( N \) are coprime, and so the \( x_r^* \) are a permutation of the \( r/N \).

**Lemma 2** \[ \sum_{r=1}^{N-1} r x_r^* = N(N-1)/4 - (-1)^N(N-M)/12. \]

This can be proved by induction, using the results for the two preceding Fibonacci numbers, we spare our readers the details (and spare ourselves the typing of them).

**Lemma 3** \[ \sum_{r=1}^{N-1} f(x_r^*) = \frac{2N(2-1)(N-1) + (1+(-1)^N)g^N(1-M/N)}{1-N}. \]

The proof is simple after noting that \( x_r^* - x_r = \{r(g^*-g) \} = r(-g)^{2N}/N \).

Gathering together the results we find
\[
S(N) = g^N - 1/N - g^{2N}(2+1)(N+1) - (1+(-1)^N)g^N(1-M/N).
\]

All four terms are of order \( 1/N \).

3. Extension to more general functions

Under certain conditions it is possible to prove: -
\[
S(F(n)) \approx (-1)^n f(1-f(0))(2-g)/5.
\]

Below is outlined a method using Fourier series. Another method has been suggested by Gerry Myerson.

**Lemma 3** If \( r \geq 2 \) is an integer then \( |\sin \pi r/r| \geq 1/r \).

**Proof** We use the algebraic property of the Golden Ratio.

Let \( rg = kx \) where \( k \) is an integer and \( |x| < \frac{1}{2} \).

\[
r^2 - rg(r+g) = (k+x)(r+k-x) = k(r+k) + x(2k+r+x)
\]

and so \( 1/|x| \leq 2k+r+x < 3r \), and the result follows.

**Lemma 4** If \( |u(m, n)| < a(n) \) where \( \sum a(n) \) converges, and if \( u(m, n) \rightarrow b(n) \) as \( m \rightarrow \infty \), then \( \sum_{n=1}^{\infty} u(m, n) \rightarrow \sum_{n=1}^{\infty} b(n) \).

This is a useful classical result which can be regarded as a corollary to Weierstrass's M-test or as a corollary to Lebesgue's theorem on dominated convergence. Does it have a name?

**Theorem** Let \( f(x) \) have third derivative continuous on the closed unit interval. Then \( (-1)^N S(F(n)) \rightarrow (f(1-f(0))(2-g)/5 \)

**Proof** On the closed unit interval define
\[ g(x) = f(x) - A - Bx - Cx(1-x) \]
where \( A, B \) and \( C \) are such that \( g(1) - g(0) = g'(1) - g'(0) = 0 \) and
\[ \int_0^1 g(x) \, dx = 0. \]
Now extend \( g(x) \) for all real \( x \) to have unit period.
It will have a Fourier expansion
\[ g(x) = \sum_{r=1}^{\infty} a_r \cos 2\pi r x + b_r \sin 2\pi r x \]
where the coefficients \( a_r \) and \( b_r \) are both \( O(r^{-3}) \).
Because
\[ \sum_{m=1}^{N} \cos 2\pi m r x = \cos(N+1) \frac{\sin(N+1) \pi r x}{\sin \pi r x} \]
and
\[ \sum_{n=1}^{N} \sin 2\pi m r x = \sin(N+1) \frac{\sin(N+1) \pi r x}{\sin \pi r x} \]
we may put (for the function \( g \))
\[ S(N) = \sum_{x=1}^{\infty} g(x) = \sum_{x=1}^{\infty} \left( \sum_{m=1}^{N} \cos 2\pi m r x \right) + \sum_{n=1}^{N} \sin 2\pi m r x \cos 2\pi n r x \cos 2\pi n r x \]
and so we may use Lemma 4 to give \( S(N) \to 0 \).

The \( S(N) \) for the function \( f(x) = g(x) + A + Bx + Cx(1-x) \)
is the sum of the contributions from the four functions on the right-hand side, and the only non-zero contribution to \( \lim N^{-1} S(F(n)) \)
is from the term \( Bx \). As \( B = f(1) - f(0) \) the required result follows.

4 Use of extrapolation

For a calculation of \( \int_0^1 f(x) \, dx \) we can use the fact that
\[ S(N) = \frac{(-1)^n f(1) - f(0)}{2 - g} + o(1) \]
where the \( o(1) \) can with some extra work be improved to \( O(1/F(n)) \). We can therefore estimate the integral as (putting \( N \) for \( F(n) \)):
\[ \frac{1}{N} \sum_{n=1}^{N} f(x_n) = \frac{(-1)^n}{2N} \frac{2g}{g} \sum_{n=1}^{N} (1-F(n)) \]
with error \( O(1/N^2) \), the same order of magnitude as with the trapezoidal rule for numerical integration.

With a little imagination it is possible to do better.
Recall that \( N = F(n) = (g^n - (-g)^n)/2g \), then looking at \( S(N) \) in the two cases for which we have an exact expression, it is
plausible that for any well-behaved function on \([0, 1] \), \( S(N) \)
has an asymptotic expansion
\[ (-1)^n \frac{2g}{g} \left( f(1) - f(0) \right) + A g^n + (-1)^n B g^n + C g^n + (-1)^n D g^n + \cdots \]
To eliminate the \((-1)^n\) factors we shall from now on consider the odd-numbered and even-numbered Fibonacci numbers separately.

The raw result of our Monte Carlo calculation is
\[ J(N) = \frac{1}{N} \sum_{n=1}^{N} f(x_n) = \int_0^1 f(x) \, dx + S(N)/N \]
If our guess about the asymptotic form is correct then \( J(F(2n)) \)
and \( J(F(2n-1)) \) each has an asymptotic expansion of the form
\[ A + B g^{2n} + C g^{4n} + D g^{6n} + \cdots \]
where \( A \) is the integral that we want.

Lemma If \( K(n) \sim A + B r^n + C r^{2n} + D r^{3n} + \cdots \)
then the asymptotic estimates for \( A \) from successive values of \( K(n) \)
are First order: \( A = (K(n) - x K(n-1))/r + O(r^{2n}) \)
Second order: \( A = (K(n) - (r+1)K(n-1) + r^2 K(n-2))/r + O(r^{2n}) \)
Third: \( A = (K(n) - r^2 K(n-1) + r^3 K(n-2))/r + O(r^{2n}) \)
Proof Let \( E \) be the operator defined by \( E K(n) = K(n+1) \),
for the first order estimate operate with \( E-r \), which annihilates the \( B r^n \) term, giving \( K(n+1) = (1-r)A + O(r^{2n}) \).
For the second order estimate use the operator \( (E-r)(E^2-r^2) \)
which annihilates both \( B r^n \) and \( C r^{2n} \).
The general case should now be clear.

In our application of this extrapolation formula we have
\( r = g^2 \), and the coefficients simplify as follows:
First order: \( A = K(n+1) - K(n) + O(4 g^{6n}) \)
Second order: \( A = K(n+2) - 2 K(n+1) - K(n) + O(4 g^{6n}) \)
Third: \( A = 2 K(n+2) - 6 K(n+1) + 2 K(n) + O(4 g^{6n}) \)
From the computational point of view the assumption about the asymptotic formula for $J(N)$ is a safe one, because if it is wrong the fact will show in the extrapolation calculation.

As an example, let us calculate $\Phi$ by numerical integration of $4/(1+x^2)$ in the unit interval. In the table below is shown (after the Fibonacci number $N$ which is the number of points at which the function is calculated) firstly the sum $J(N)$, then the same corrected by $(-1)^N[f(1)-f(0)]2\pi$, and finally the third order estimate derived from four successive values of $J(N)$, as explained above. The first part of the table uses the even-numbered Fibonacci numbers, and the second the odd-numbered.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$N$</th>
<th>$J(N)$</th>
<th>$J(N)'$</th>
<th>$J(N)''$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0.44</td>
<td>0.44</td>
<td>0.44</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>0.88</td>
<td>0.88</td>
<td>0.88</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>0.89</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td>6</td>
<td>8</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td>7</td>
<td>13</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td>8</td>
<td>21</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td>9</td>
<td>34</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td>10</td>
<td>55</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td>11</td>
<td>89</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td>12</td>
<td>144</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td>13</td>
<td>233</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td>14</td>
<td>377</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
</tr>
</tbody>
</table>

A more refined method is to take advantage of the fact that we know $f(1)-f(0)$, and therefore know the first term in the asymptotic expansion of $J(N)$ - integral. For a sequence $K(m) = A + g_2^m + g_4^m + g_8^m + \ldots$ the third order asymptotic estimate for $A$ is

$$A = (g_2^3 K(m) - 4 g_2^2 K(m-1) + 4 g_2^3 K(m-2) - g_2^3 K(m-3))/60$$

Below are the estimates obtained in this way.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$N$</th>
<th>$J(N)$</th>
<th>$J(N)'$</th>
<th>$J(N)''$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>21</td>
<td>0.44</td>
<td>0.44</td>
<td>0.44</td>
</tr>
<tr>
<td>9</td>
<td>55</td>
<td>0.88</td>
<td>0.88</td>
<td>0.88</td>
</tr>
<tr>
<td>10</td>
<td>89</td>
<td>0.89</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>11</td>
<td>144</td>
<td>0.89</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>12</td>
<td>233</td>
<td>0.89</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>13</td>
<td>377</td>
<td>0.89</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>14</td>
<td>555</td>
<td>0.89</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>15</td>
<td>898</td>
<td>0.89</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>16</td>
<td>1444</td>
<td>0.89</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>17</td>
<td>2333</td>
<td>0.89</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>18</td>
<td>3777</td>
<td>0.89</td>
<td>0.89</td>
<td>0.89</td>
</tr>
</tbody>
</table>
of the 3-dimensional space has position vector \( \mathbf{1} \mathbf{a} + \mathbf{m} \mathbf{b} + \mathbf{n} \mathbf{c} \).

Any point \( \mathbf{y} \) is on the great circle that has \( \mathbf{P} \) as pole if and only if
\[
\mathbf{u} \cdot (\mathbf{1} \mathbf{a} + \mathbf{m} \mathbf{b} + \mathbf{n} \mathbf{c}) = 0,
\]
that is \( \mathbf{1} \mathbf{x} + \mathbf{y} + \mathbf{n} \mathbf{z} = 0 \). Q.E.D.

Now we introduce the parameters \( \mathbf{p} = \mathbf{b} + \mathbf{c}, \mathbf{q} = \mathbf{c} - \mathbf{d} \) and \( \mathbf{r} = \mathbf{a} \cdot \mathbf{b} \). They are the cosines of the sides of \( \mathbf{ABC} \).

The mid-point of the side \( \mathbf{BC} \) is represented by the vector \( \mathbf{b} + \mathbf{c} \), etc. so that the centroid (the intersection of the medians) is represented by the vector
\[
\mathbf{a} + \mathbf{b} + \mathbf{c},
\]
and has the coordinates \( (1+\mathbf{r},1+\mathbf{r},1+\mathbf{r}) \).

Convexity theory tells us that a non-degenerate spherical triangle \( \mathbf{ABC} \) may be enclosed in an open hemisphere in such a way that the mid-point of the hemisphere is inside the triangle (any closed convex set without a pair of diametrically opposite points has this property). The poles of the side \( \mathbf{BC} \) are the points with position vectors \( \mathbf{b} \times \mathbf{c}/||\mathbf{b} \times \mathbf{c}|| \), and one of these two will be in our open hemisphere, the other not.

Starting with \( \mathbf{ABC} \) on the sphere we construct the polar triangle \( \mathbf{A'B'C'} \) by taking \( \mathbf{A}' \) to be the pole of \( \mathbf{BC} \) that is on the same side as \( \mathbf{A} \), and similarly \( \mathbf{B}' \) and \( \mathbf{C}' \). Both \( \mathbf{ABC} \) and \( \mathbf{A'B'C'} \) are in our chosen open hemisphere. When we draw a picture

we may think of it as representing either the elliptic plane or the open hemisphere. A note on drawing — we often draw a spherical triangle with curved sides, to remind the reader that it is not a plane triangle, but it is legitimate to draw it with straight sides because the open hemisphere can be
mapped on the Euclidean plane (projecting from the centre) so that great circles become straight lines.

The relation between a spherical triangle and its polar triangle is mutual, A is the pole of B'C' because AB' and AC' are both right angles.

Now to find the orthocentre of ABC. Because every great circle through A' is perpendicular to BC, the altitude from A to BC is the great circle AA'. Since the vectors for A and A' are \( \mathbf{a} \) and \( \mathbf{b} \times \mathbf{c} \) respectively, the vector for AA' is \( \mathbf{a} \times (\mathbf{b} \times \mathbf{c}) \)-\( \mathbf{b} - \mathbf{c} \)-q\( \mathbf{b} \)-r\( \mathbf{c} \), so that the equation for the altitude is \( qy = rz - 0 \). The other two altitudes are \( rz - px = 0 \) and \( px - qy = 0 \). They all meet at the point with coordinates \((qr, rp, pq)\). It may be remarked that a triangle with two sides of \( 90^\circ \) (and therefore also two angles of \( 90^\circ \)), although quite a respectable member of the community of spherical triangles in many ways, does not have an orthocentre; if the angles at B and C are right angles then every point on BC has the properties of the orthocentre.

Since AA' is perpendicular to B'C', etc., the two triangles ABC and A'B'C' have the same orthocentre, which is also their centre of perspective.

In a plane triangle the circumcentre, orthocentre and centroid are collinear, but in a spherical triangle the three points are not always on a great circle. Instead we have

**Theorem 2** If the circumcentre, centroid and orthocentre of a spherical triangle are on a great circle then the triangle is isosceles.

**Proof** The circumcentre is \((1, 1, 1)\).

The centroid is \((qr, rp, pq)\).

This determinant is one of those that one gives to first year students to simplify. With a little care or a lot of work they find it to equal \((r-q)(p-r)(q-p)\); if it is zero then the triangle is isosceles.

The exceptional triangles in which two sides are right angles can be regarded as coming within the scope of the theorem for the circumsphere and centroid are on a great circle with one of the possible orthocentres.

This theorem solves the problem in "Isosceles spherical triangles" JCM 46, p.5098.

**OLD GEOMETRY QUESTION**

From the First Year Problems paper of Clare College, Gonville and Caius College, Trinity Hall and King's College. Wednesday June 4, 1902. 9-12

**Q1.** A straight line ABCD cuts two fixed circles X and Y so that the chord AB of X is equal to the chord CD of Y. The tangents to X at A and B meet the tangents to Y at C and D in four points P, Q, R, S. Show that P, Q, R, S lie on a fixed circle.