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#### Abstract

We study obstructions for a quasi-regular mapping $f: M \rightarrow N$ of finite degree between Riemannian manifolds to blow up on or collapse on a non-trivial part of the boundary of $M$.


## 1. Introduction

1.1. Setting of the problem. A major result in quasi-conformal geometry states that a quasi-conformal map from a unit ball onto itself extends to the boundary sphere. One may, in fact, state the following more general theorem:

Let $f: M \rightarrow N$ be a quasi-conformal map between oriented $n$-dimensional manifolds. Assume that $M$ and $N$ are the interiors of smooth, compact Riemannian manifolds $\bar{M}$ and $\bar{N}$ with boundaries $\partial M$ and $\partial N$, respectively. Then $f$ extends to a homeomorphism $\bar{f}: \bar{M} \rightarrow \bar{N}$. Furthermore, the trace of $f$ defines a quasi-conformal map $\partial f: \partial M \rightarrow \partial N$ if $n>2$.

This result was proved by Ahlfors in dimension 2 and by Gehring in dimension $\geq 3$; it is a fundamental step in Mostow's proof of his rigidity theorem for hyperbolic manifolds (see [1], [6] and [10]).

The compactness of $\bar{N}$ is an essential hypothesis in the above theorem. In this paper, we aim at extending this result in the absence of any assumptions about the boundary of $N$. For that, we will use the following definition as a generalized concept of "boundary behavior" of a map:
Definition 1. We say that $f$ blows up on the set $E \subset \partial M$ if $\lim _{x \rightarrow E} d\left(f\left(x_{0}\right), f(x)\right)=$ $\infty$ for any $x_{0} \in M$.

Similarly, $f$ is said to collapse on $E \subset \partial M$ if $\lim _{x_{1}, x_{2} \rightarrow E} d\left(f\left(x_{1}\right), f\left(x_{2}\right)\right)=0$.
Observe that these conditions are purely topological; one may think of the size of the largest set where $f$ collapses as a measure of the non-injectivity of the "boundary map" and the largest set where $f$ blows up as the "preimage of infinity".

Using the method of Gehring's paper, it is not difficult to obtain the following generalization of his theorem.

Theorem. Let $f: M \rightarrow N$ be a quasi-conformal map where $M$ and $N$ are the interiors of smooth manifolds $\bar{M}, \bar{N}$ with boundaries $\partial M, \partial N$.

Then $f$ has a continuous extension $\bar{f}: \bar{M} \rightarrow \bar{N}$ if and only if $f$ does not blow up at any point of $\partial M$.

[^0]A natural problem is now to find conditions which will guarantee that a quasiconformal map does not blow up or collapse on a large part of the boundary. An example of such a result is given by the following theorem which is a direct consequence of Theorems 1 and 2 below.

Theorem. Let $f: M \rightarrow N$ be a quasi-conformal map between oriented $n$-dimensional Riemannian manifolds. Assume that $N$ is complete with non-negative Ricci curvature and that $M$ is the interior of a smooth manifold with boundary $\partial M$. Then $f$ neither collapses nor blows up on any subset $E \subset \partial M$ of positive $(n-1)$ dimensional measure.

In the present paper, we prove such results not only for quasi-conformal maps, but for the more general class of quasi-regular mappings of finite degree.
1.2. Statements of the central results. Throughout the paper, $M$ and $N$ will always be connected, oriented $n$-dimensional Riemannian manifolds. We will also assume that $M$ is the interior of a smooth Riemannian manifold $\bar{M}$ with boundary, $\bar{M}=M \cup \partial M$.

We also suppose that $f: M \rightarrow N$ is a quasi-regular mapping with finite degre 1 . Recall that a continuous mapping $f: M \rightarrow N$ is quasi-regular if $f \in W_{l o c}^{1, n}(M, N)$ and there exists a constant $K$ such that $\left|d f_{x}\right|^{n} \leq K J_{f}(x)$ a.e. where $J_{f}$ is the Jacobian of $f$.

To state our results, we will need the following geometric definition:
Definition 2. The isodiametric profile of a Riemannian manifold $(N, g)$ is the function $\eta:[0, \operatorname{diam}(N)) \rightarrow \overline{\mathbb{R}}_{+}=[0, \infty]$ defined by

$$
\begin{equation*}
\eta(r):=\sup \{\operatorname{Vol}(A): A \Subset N \text { and } \operatorname{diam}(A) \leq r\} \tag{1}
\end{equation*}
$$

Thus $\eta$ is the smallest function such that $\operatorname{diam}(A) \leq r$ implies $\operatorname{Vol}(A) \leq \eta(r)$. For instance, if $N=\mathbb{R}^{n}$, then $\eta(r)=\frac{\alpha_{n-1}}{n 2^{n}} r^{n}$ where $\alpha_{n-1}=\frac{2 \pi^{n / 2}}{\Gamma(n / 2)}$ is the area of the unit sphere $S^{n-1} \subset \mathbb{R}^{n}$ (see 4, page 69]).

The central results of the present paper are the following two theorems.
Theorem 1. Let $\bar{M}=M \cup \partial M$ be a connected Riemannian manifold with boundary and $f: M \rightarrow N$ be a non-constant quasi-regular map of finite degree where $N$ has infinite diameter. Let $\eta$ be the isodiametric profile of $N$ and assume that

$$
\begin{equation*}
\int_{\alpha}^{\infty}\left(\frac{r}{\eta(r)}\right)^{1 /(n-1)} d r=\infty \tag{2}
\end{equation*}
$$

Then $f$ cannot blow up on a subset $E \subset \partial M$ of positive $(n-1)$-Hausdorff measure.
Remark 1. If the manifold $N$ is complete, then the divergence of the integral (2)) implies that the manifold $N$ is conformally parabolic (i.e., infinity has zero $n$ capacity) (see [15], [17]). In Section 4 we will see simple examples of quasi-conformal mappings onto a conformally hyperbolic manifold that blow up the entire boundary.

We do not know in general if there are any obstructions to the existence of a map $f: M \rightarrow N$ blowing up on the boundary when the target $N$ is conformally hyperbolic.

[^1]Theorem 2. Let $\bar{M}=M \cup \partial M$ be a connected Riemannian manifold with boundary and $f: M \rightarrow N$ be a non-constant quasi-regular map of finite degree. Let $\eta$ be the isodiametric profile of $N$ and assume that

$$
\begin{equation*}
\int_{0}^{\epsilon}\left(\frac{r}{\eta(r)}\right)^{1 /(n-1)} d r=\infty \tag{3}
\end{equation*}
$$

Then $f$ cannot collapse on a subset $E \subset \partial M$ of positive $(n-1)$-Hausdorff measure.
Remark 2. The integral in (3) always diverges if there is a global lower bound for the Ricci curvature of $N$ (this follows from volume comparison, see e.g., [3] Th. $3.9]$ ). We thus have an obstruction to $f$ collapsing on the boundary under a mild geometric hypothesis on $N$.

From the proof of Theorem 1 we obtain the following corollary in the special case of the unit ball in Euclidean space.
Corollary 1. Let $f: B^{n} \rightarrow N$ be a non-constant quasi-regular map of finite degree. Assume that the isodiametric profile $\eta$ of $N$ satisfies (2). Then the image of the radius $[0, z)$ under $f$ has finite length for $(n-1)$-almost every $z \in \partial B^{n}$.

This corollary is essentially sharp already when $N$ is an Euclidean domain and $f$ is quasi-conformal. Indeed, in 8] a quasi-conformal mapping $f: B^{n} \rightarrow \mathbb{R}^{n}$ is constructed with the property that $f([0, z))$ has infinite length for each $z \in E$ where $E \subset \partial B^{n}$ is a subset of Hausdorff dimension $n-1$.

The divergence of the integrals $\int\left(\frac{r}{\eta(r)}\right)^{1 /(n-1)}$ in Theorems 1 and 2 turn out to be quite sharp assumptions. Notice first that when $\eta(r) \leq C r^{n}$, then the integrand is at least of the order $O\left(\frac{1}{r}\right)$ and the integrals thus diverge. In fact one can allow for $\eta(r) \leq C r^{n}\left(|\log r|^{n-1}+1\right)$.

Conversely, given any positive decreasing function $\chi:(0,1) \rightarrow \mathbb{R}_{+}$such that $\chi(r) r$ is increasing on $(0,1), \lim _{r \rightarrow 0} \chi(r)=\infty$, and

$$
\int_{0}^{1} \chi(r) d r<\infty
$$

we construct in Section 4 a continuous, positive function $\rho$ on $B^{n}$ so that

$$
\left(\frac{r}{\eta(r)}\right)^{1 /(n-1)} \geq \chi(r)
$$

and the identity mapping $I d:\left(B^{n}, g_{0}\right) \rightarrow\left(B^{n}, h_{\rho}\right)$ (where $\left.h_{\rho}=\rho(x) g_{0}\right)$ collapses on the entire boundary.

We also give a similar result regarding the blowing up phenomenon. In these constructions the function $\rho$ is radial and either decreases or increases exponentially fast.

This exponential behavior of $\rho$ is excluded when the conditions (4) and (5) below are satisfied.

In fact it is possible to improve Theorems 1 and 2 under the assumptions (4) and (5) (which is the setting of the paper [2]); we give such improvements in Section 5.
1.3. Comparison with previous recent results. As a simple example, let $M=$ $B^{n}$ be the standard unit ball in Euclidean space with its canonical metric $g_{0}=$ $\sum_{i} d x_{i}^{2}$ and let $N=B^{n}$ be the unit ball with the Riemannian metric $h_{\alpha}=\rho(x) g_{0}$ where $\rho=\rho_{\alpha}(x)=\left(1-|x|^{2}\right)^{\alpha}$. Then the identity map $I d:\left(B^{n}, g_{0}\right) \rightarrow\left(B^{n}, h_{\alpha}\right)$
collapses on the entire boundary $\partial B^{n}$ if $\alpha>0$ and blows up on the entire boundary if $\alpha<-1$.

This example may look artificial, however, in Section 6 we will show that, in dimension 2, such a mapping can be realized (up to a bi-Lipschitz transformation) as a quasi-conformal embedding of the disk $B^{2}$ into $\mathbb{R}^{3}$.

In the recent paper [2] the same map $I d:\left(B^{n}, g_{0}\right) \rightarrow\left(B^{n}, h_{\rho}\right)$, where $h_{\rho}=$ $\rho(x) g_{0}$, was studied under the assumption that $\rho: B^{n} \rightarrow \mathbb{R}_{+}$satisfies a Harnack inequality:

$$
\begin{equation*}
A^{-1} \leq \frac{\rho\left(x_{1}\right)}{\rho\left(x_{2}\right)} \leq A \tag{4}
\end{equation*}
$$

whenever $x_{1}, x_{2}$ belong to some ball $B\left(x, \frac{1}{2}(1-|x|)\right) \subset B^{n}$ and a volume growth condition:

$$
\begin{equation*}
\operatorname{Vol}\left(B_{\rho}(x, r)\right)=\int_{B_{\rho}(x, r)} \rho^{n} d m \leq A^{\prime} r^{n} \tag{5}
\end{equation*}
$$

for each ball $B_{\rho}(x, r)$ in the metric $\rho$. Here $A$ and $A^{\prime}$ are two constants.
The Harnack inequality is equivalent to assuming that the identity mapping $I d: M \rightarrow N$ is uniformly quasi-symmetric in each ball $B\left(x, \frac{1}{2}(1-|x|)\right)$.

Under this setting, the following result was proved in [2]:
Theorem. Under the assumptions (4) and (5) above, the identity mapping Id : $\left(B^{n}, g_{o}\right) \rightarrow\left(B^{n}, h\right)$ cannot blow up on any set $E \subset \partial M$ of positive Hausdorff dimension and cannot collapse on any set containing at least two points.

This example will be further developed in Sections 4 and 5.
1.4. Organization of the paper. The paper is organized as follows. Section 2 contains preliminary facts about Riemannian manifolds and quasi-regular mappings together with a technical lemma. Theorems 1 and 2 are proved in Section 3 and in Section 4 we show the sharpness of both theorems. Section 5 gives an improvement on Theorems 1 and 2 in the case where the density $\rho$ has a polynomial decay or growth rate. Finally, in the last section of the paper, we show that (in the planar case) the simple example described in the beginning of 1.3 can be realized as a quasi-conformal mapping of the unit disk onto a (singular) manifold embedded in 3 -space.

## 2. Preliminaries

2.1. A theorem of Fuglede. Recall that the $p$-modulus of a family $\Gamma$ of curves in a Riemannian manifold $M$ is defined by

$$
\mathbb{M}_{p}(\Gamma)=\inf _{\varrho \in \mathcal{F}(\Gamma)} \int_{M} \varrho^{p}(x) d \mu(x)
$$

where $\mathcal{F}(\Gamma)$ is the set of all non-negative Borel-measurable functions $\varrho: M \rightarrow \mathbb{R}$ such that

$$
\int_{\gamma} \varrho d s \geq 1
$$

for every locally rectifiable curve $\gamma \in \Gamma$.
One says that a property defined on curves holds for $p$-modulus almost all curves if it holds for all curves except a family of $p$-modulus zero.

Example. Let $\psi: U \times I \rightarrow M$ be a local diffeomorphism, where $U \subset \mathbb{R}^{n-1}$ and $I$ is an interval. Choose a Borel subset $E \subset U$ and define $\Gamma_{E}$ to be the set of curves $\gamma_{z}(s)=\psi(z, s) \in M$ where $z \in E$. Then one easily shows that

$$
\mathbb{M}_{p}\left(\Gamma_{E}\right)=0 \quad \text { iff } \quad \lambda^{n-1}(E)=0
$$

The next result is due to B . Fuglede [5] (see also §28 in [16]).
Theorem. Let $f: M \rightarrow N$ be a continuous mapping of class $W_{l o c}^{1, p}$. Then for p-modulus almost every absolutely continuous path $\gamma: I \rightarrow M$ we have
a) the path $f \circ \gamma: I \rightarrow N$ is absolutely continuous, and
b) $\operatorname{Length}\left(\left.f \circ \gamma\right|_{[a, b]}\right)=\int_{a}^{b}\|d f(\gamma(t))\| d t$.

Remark. The papers [5] and [16] only state part (a) of the theorem, but they in fact also prove (b), as a careful reading of the text shows.
2.2. Geometry near the boundary. Many books on Riemannian geometry contain a description of the geometry near a submanifold (see e.g., section 3.6 in [3]). Such descriptions also hold near the boundary if the latter is a smooth submanifold. Let $(M, \partial M)$ be a smooth Riemannian manifold with boundary and let $E \subset \partial M$ be a subset of the boundary with $\bar{E}$ compact. For each $z \in E$ and small $s \geq 0$ we set

$$
\phi(z, s):=\exp _{z}\left(s \mathbf{n}_{z}\right)
$$

where $\mathbf{n} \in T(\partial M)^{\perp}$ is the inward pointing normal vector field of $\partial M$ and $\exp$ is the Riemannian exponential map. We know that if $\bar{E} \subset \partial M$ is compact, then there exists $\delta>0$ such that the map $\phi: E \times[0, \delta] \rightarrow M$ is injective. Furthermore, the point $p=\phi(z, s) \in M$ is at distance $s$ from $z$ and $t \rightarrow \phi(z, s t)$ is the unique minimal geodesic joining $p$ to $z$.

As an example, if $M=B^{n}$ is the Euclidean unit ball, then $\phi(z, s)=(1-s) z$ for all $z \in S^{n-1}=\partial B^{n}$ and $0 \leq s<1$.

Finally, we can find a constant $c$ such that the volume element $d \mu$ of $M$ satisfies

$$
\begin{equation*}
\frac{1}{c} d \tau \otimes d s \leq\left. d \mu\right|_{\phi(E \times[0, \delta])} \leq c d \tau \otimes d s \tag{6}
\end{equation*}
$$

where $d \tau$ denotes the $(n-1)$-dimensional Hausdorff measure on $E$ (i.e., $d \tau=$ $\left.\left.d \mathcal{H}^{n-1}\right|_{E}\right)$.
2.3. On quasi-regular mappings. Given a $K$-quasi-regular map $f: M \rightarrow N$, one defines a function $\rho: M \rightarrow \mathbb{R}$ by $\rho(x):=J_{f}(x)^{1 / n}$ if the Jacobian $J_{f}$ is defined at $x$ and $\rho(x)=0$ elsewhere. Then, by definition, we have almost everywhere

$$
\frac{1}{\sqrt[n]{K}}\left|d f_{x}\right| \leq \rho(x) \leq\left|d f_{x}\right|
$$

We know furthermore from the theory of quasi-regular mappings that $\rho$ is Borel measurable and if $f$ is not constant, then $\rho>0$ almost everywhere.

By Fuglede's theorem, we have for $n$-modulus almost every path $\gamma:[a, b] \rightarrow M$

$$
\begin{equation*}
K^{-1 / n} \operatorname{Length}(f \circ \gamma) \leq \int_{\gamma} \rho d s \leq \operatorname{Length}(f \circ \gamma)<\infty \tag{7}
\end{equation*}
$$

In particular, given a compact set $E \subset \partial M$,

$$
\int_{s}^{\delta} \rho(\phi(z, t)) d t<\infty
$$

for all $0<s<\delta$ and $\mathcal{H}^{n-1}$-almost every $z \in E$.
We will also need the area formula

$$
\int_{A} J_{f}(x) d \mu(x)=\int_{N} \operatorname{card}\left(A \cap f^{-1}(y)\right) d \nu(y)
$$

which holds for any measurable subset $A \subset M$.
Suppose that $f$ has finite degree, i.e., there exists a number $\operatorname{deg}(f)<\infty$ such that

$$
\operatorname{card}\left(f^{-1}(y)\right) \leq \operatorname{deg}(f)
$$

for almost all $y \in N$. Then we have

$$
\begin{equation*}
\int_{A} \rho^{n}(x) d \mu=\int_{A} J_{f}(x) d \mu \leq \operatorname{deg}(f) \int_{f A} d \nu=\operatorname{deg}(f) \operatorname{Vol}(f A) \tag{8}
\end{equation*}
$$

For more information about quasi-regular mappings, we refer to [11] and [13].
2.4. A calculus lemma. One of the key ingredients in the proofs of Theorems 1 and 2 is the following result concerning positive, measurable functions. Although this result looks classical, we did not find it in the literature.
Lemma 1. Suppose that $\psi \in L_{\mathrm{loc}}^{1}(a, b)$ is a positive measurable function satisfying $0<r(t):=\int_{a}^{t} \psi(s) d s<\infty$ for every $t \in(a, b)$. Then for any $q \geq 2$ we have

$$
\int_{a}^{b}\left(\frac{\int_{a}^{t} \psi}{\int_{a}^{t} \psi^{q}}\right)^{\frac{1}{q-1}} \psi(t) d t=\int_{0}^{L}\left(\frac{r}{\int_{a}^{t} \psi^{q}}\right)^{\frac{1}{q-1}} d r \leq(b-a) 2^{\frac{q+1}{q-1}}
$$

Here $L:=r(b)=\int_{a}^{b} \psi(s) d s$.
Proof. We consider the case $L=\infty$; the minor modifications needed to treat the case $L<\infty$ are left to the reader. Define

$$
H(r)=\left(\frac{\int_{a}^{t} \psi}{\int_{a}^{t} \psi^{q}}\right)^{\frac{1}{q-1}}
$$

we need to estimate the integral $\int_{0}^{\infty} H(r) d r$.
We first look at $\int_{0}^{1} H(r) d r$; for any $k \in \mathbb{N}$, choose $t_{k} \in(a, b)$ such that

$$
r\left(t_{k}\right)=\int_{a}^{t_{k}} \psi(s) d s=2^{-k}
$$

and set $a_{k}:=\left(t_{k}-t_{k+1}\right)$. Now suppose that $2^{-k} \leq r(t)<2^{-k+1}$, so that $t_{k} \leq t<$ $t_{k-1}$. Then

$$
H(r)=\left(\frac{\int_{a}^{t} \psi}{\int_{a}^{t} \psi^{q}}\right)^{\frac{1}{q-1}} \leq\left(\frac{\int_{a}^{t_{k-1}} \psi}{\int_{t_{k+1}}^{t_{k}} \psi^{q}}\right)^{\frac{1}{q-1}}=\left(\frac{2^{-k+1}}{\int_{t_{k+1}}^{t_{k}} \psi^{q}}\right)^{\frac{1}{q-1}}
$$

On the other hand, we have from Hölder's inequality

$$
\int_{t_{k+1}}^{t_{k}} \psi^{q} \geq a_{k}^{1-q}\left(\int_{t_{k+1}}^{t_{k}} \psi\right)^{q}=a_{k}^{1-q}\left(2^{-k-1}\right)^{q}
$$

and hence

$$
H(r) \leq 2^{\frac{1-k}{q-1}}\left(a_{k}^{q-1} 2^{q(k+1)}\right)^{\frac{1}{q-1}}=a_{k} 2^{k} 2^{\frac{q+1}{q-1}}
$$

Therefore

$$
\int_{2^{-k}}^{2^{-k+1}} H(r) d r \leq 2^{\frac{q+1}{q-1}} a_{k}
$$

and we obtain the estimate

$$
\begin{equation*}
\int_{0}^{1} H(r) d r=\sum_{k=1}^{\infty} \int_{2^{-k}}^{2^{-k+1}} H(r) d r \leq 2^{\frac{q+1}{q-1}} \sum_{k=1}^{\infty} a_{k} \tag{9}
\end{equation*}
$$

We now estimate the integral $\int_{1}^{\infty} H(r) d r$ by a similar method: For any integer $k \geq-1$, we choose $y_{k} \in(a, b)$ such that

$$
\int_{a}^{y_{k}} \psi(s) d s=2^{k}
$$

and set $b_{k}:=\left(y_{k}-y_{k-1}\right)$. Suppose that $2^{k} \leq r(x)<2^{k+1}$ so that $y_{k} \leq x<y_{k+1}$. Then

$$
H(r)=\left(\frac{\int_{a}^{t} \psi}{\int_{a}^{t} \psi^{q}}\right)^{\frac{1}{q-1}} \leq\left(\frac{\int_{a}^{y_{k+1}} \psi}{\int_{y_{k-1}}^{y_{k}} \psi^{q}}\right)^{\frac{1}{q-1}} \leq\left(\frac{2^{k+1}}{\int_{y_{k-1}}^{y_{k}} \psi^{q}}\right)^{\frac{1}{q-1}}
$$

By Hölder's inequality we have

$$
\int_{y_{k-1}}^{y_{k}} \psi^{q} \geq b_{k}^{1-q}\left(\int_{y_{k-1}}^{y_{k}} \psi\right)^{q} \geq b_{k}^{1-q}\left(2^{k-1}\right)^{q}
$$

so

$$
H(r) \leq 2^{-k} 2^{\frac{q+1}{q-1}} b_{k}
$$

and hence

$$
\int_{2^{k}}^{2^{k+1}} H(r) d r \leq 2^{\frac{q+1}{q-1}} b_{k}
$$

It follows that

$$
\begin{equation*}
\int_{1}^{\infty} H(r) d r=\sum_{k=0}^{\infty} \int_{2^{k}}^{2^{k+1}} H(r) d r \leq 2^{\frac{q+1}{q-1}} \sum_{k=0}^{\infty} b_{k} \tag{10}
\end{equation*}
$$

From (9) and (10) we finally obtain

$$
\int_{0}^{\infty} H(r) d r \leq 2^{\frac{q+1}{q-1}}\left(\sum_{k=1}^{\infty} a_{k}+\sum_{k=0}^{\infty} b_{k}\right) \leq 2^{\frac{q+1}{q-1}}(b-a)
$$

since clearly $\left(\sum_{k=1}^{\infty} a_{k}+\sum_{k=0}^{\infty} b_{k}\right) \leq(b-a)$.

## 3. Proofs of Theorems 1 and 2

3.1. Proof of Theorem 1. Assume that there exists a subset $E \subset \partial M$ with compact closure and positive $(n-1)$-Hausdorff measure on which $f$ blows up. Let $r: E \times[0, \delta] \rightarrow \mathbb{R}$ be given by

$$
r(z, s)=\int_{s}^{\delta} \rho(\phi(z, t)) d t
$$

where $\phi$ is the function constructed in Section 2.2 and $\rho$ is as in Section 2.3] Observe that (by Fuglede's theorem) this integral is well defined for $\mathcal{H}^{n-1}$-almost every $z \in E$.

Let us now define $E^{\prime}:=\{z \in E \mid r(z, 0)=\infty\}$ and observe that $\mathcal{H}^{n-1}\left(E \backslash E^{\prime}\right)=$ 0 . This follows from the fact that the inequalities (7) hold for $n$-modulus almost every path in $M$ and from the fact that $f$ blows up on $E$.

Henceforth we assume without lost of generality that $E^{\prime}=E$ and $0<\mathcal{H}^{n-1}(E)<$ $\infty$. Because $f$ is not constant, we may further assume that $\rho(\phi(z, t))>0$ for all $z \in E$ and almost all $0<t<\delta$ (recall that $\rho>0$ almost everywhere if $f$ is not a constant).

Let us define, for every $z \in E$, the function $t_{z}:[0, \infty] \rightarrow[0, \delta]$ to be the inverse of $s \rightarrow r(z, s)$, i.e., $t_{z}=t_{z}(r)$ is defined by

$$
\int_{t_{z}}^{\delta} \rho(\phi(z, t)) d t=r
$$

Next we define $A_{r} \subset M$ to be the set of points $\phi(z, s)$ such that $r(z, s) \leq r$, i.e., $A_{r}:=\phi\left(\left\{(z, s): z \in E^{\prime}\right.\right.$ and $\left.\left.t_{z}(r)<s<\delta\right\}\right) \subset M$.

Then we have from (8) that

$$
\begin{equation*}
\operatorname{Vol}\left(f A_{r}\right) \geq \frac{1}{c \operatorname{deg}(f)} \int_{E} \int_{t_{z}(r)}^{\delta} \rho^{n}(\phi(z, t)) d t d \tau \tag{11}
\end{equation*}
$$

where $c$ is the constant in inequality (6). Setting $\chi(r):=\left(\frac{r}{\operatorname{Vol}\left(f A_{r}\right)}\right)^{1 /(n-1)}$ and $F_{z}(r):=\int_{t_{z}(r)}^{\delta} \rho^{n}(\phi(z, t)) d t$, we conclude from inequality (11) that

$$
\begin{aligned}
\chi(r) & \leq\left(\frac{c \operatorname{deg}(f) r}{\int_{E} \int_{t_{z}(r)}^{\delta} \rho^{n}(\phi(z, t)) d t d \tau}\right)^{1 /(n-1)}=\left(\frac{c \operatorname{deg}(f) r}{\int_{E} F_{z}(r) d \tau(z)}\right)^{1 /(n-1)} \\
& \leq C_{1} \int_{E}\left(\frac{r}{F_{z}(r)}\right)^{1 /(n-1)} d \tau(z)
\end{aligned}
$$

Here we have introduced the notation $C_{1}=\left(\frac{c \operatorname{deg}(f)}{\left(\mathcal{H}^{n-1}(E)\right)^{n}}\right)^{1 /(n-1)}$ and we have used Jensen's inequality:

$$
\left(\int_{E} F_{z}(r) d \tau(z)\right)^{-1 /(n-1)} \leq\left(\mathcal{H}^{n-1}(E)\right)^{-n /(n-1)} \int_{E}\left(\frac{1}{F_{z}(r)}\right)^{1 /(n-1)} d \tau(z)
$$

Now integrating $\chi(r)$ and using Fubini's theorem, we obtain:

$$
\begin{aligned}
\int_{0}^{\infty} \chi(r) d r & \leq C_{1} \int_{0}^{\infty} \int_{E}\left(\frac{r}{F_{z}(r)}\right)^{1 /(n-1)} d \tau(z) d r \\
& =C_{1} \int_{E} \int_{0}^{\infty}\left(\frac{r}{F_{z}(r)}\right)^{1 /(n-1)} d r d \tau(z)
\end{aligned}
$$

From Lemma 1 we know that

$$
\int_{0}^{\infty}\left(\frac{r}{F_{z}(r)}\right)^{1 /(n-1)} d r=\int_{0}^{\delta}\left(\frac{\int_{t_{z}(r)}^{\delta} \rho(\phi(z, t)) d t}{\int_{t_{z}(r)}^{\delta} \rho^{n}(\phi(z, t)) d t}\right)^{\frac{1}{n-1}} \rho(\phi(z, t)) d t \leq \delta 2^{\frac{n+1}{n-1}}
$$

hence

$$
\int_{0}^{\infty} \chi(r) d r \leq C_{1} \int_{E} \delta 2^{\frac{n+1}{n-1}} d \tau(z) \leq C_{1} \delta 2^{\frac{n+1}{n-1}} \mathcal{H}^{n-1}(E)<\infty
$$

We have thus established that if $f$ blows up on $E$, then $\int_{0}^{\infty} \chi(r) d r<\infty$. To conclude the proof of Theorem 1, it remains to relate the function $\chi$ to the isodiametric profile $\eta$ of $N$.

Using (7), one sees that

$$
\operatorname{diam}\left(f A_{r}\right) \leq 2 K^{1 / n} r+\operatorname{diam}(f(E \times\{\delta\}))
$$

i.e., we have an estimate $\operatorname{diam}\left(f A_{r}\right) \leq a r+b$. Hence, by the definition of $\eta$ this implies that $\operatorname{Vol}\left(f A_{r}\right) \leq \eta(a r+b)$ and thus

$$
\chi(r) \geq\left(\frac{r}{\eta(a r+b)}\right)^{1 /(n-1)}
$$

Since $a r+b \leq 2 a r$ if $r \geq b / a$ and $\eta$ is a monotone function, we have $\eta(a r+b) \leq$ $\eta(2 a r)$ for $r \geq b / a$; it follows that

$$
\chi(r) \geq\left(\frac{r}{\eta(a r+b)}\right)^{1 /(n-1)} \geq\left(\frac{r}{\eta(2 a r)}\right)^{1 /(n-1)}
$$

(for $r \geq b / a$ ) and thus

$$
\int_{b / a}^{\infty}\left(\frac{r}{\eta(2 a r)}\right)^{1 /(n-1)} \leq \int_{b / a}^{\infty} \chi(r) d r<\infty
$$

This contradicts the hypothesis of Theorem 1 and we conclude that $f$ cannot blow up on $E$.
3.2. Proof of Theorem 2. The proof of Theorem 2 is quite similar to the proof of Theorem 1 but for the sake of completeness, we give a fairly detailed argument. Suppose that $f$ collapses on the relatively compact subset $E \subset \partial M$. We define $r: E \times[0, \delta] \rightarrow \mathbb{R}$ by

$$
r(z, s)=\int_{0}^{s} \rho(\phi(z, t)) d t
$$

where $\phi: E \times[0, \delta] \rightarrow N$ is the map defined in Section 2.2,
Observe that if $E$ has positive $(n-1)$-dimensional measure, then there exists a subset $E^{\prime} \subset E$ with positive $(n-1)$-dimensional measure and a number $\lambda>0$ such that $r(z, \delta)>\lambda$ for all $z \in E^{\prime}$. Indeed, if this were not the case, from Fubini we would get $\int_{\phi(E \times[0, \delta])} \rho d \mu=0$, contradicting the fact that $\rho>0$ a.e.

We may assume without loss of generality that $E=E^{\prime}$, i.e., that $r(z, \delta)>\lambda$ for all $z \in E$. Let us denote by $t_{z}:[0, \lambda] \rightarrow \mathbb{R}$ the inverse of the function $s \rightarrow r(z, s)$, i.e.,

$$
\int_{0}^{t_{z}} \rho(\phi(z, t)) d t=r
$$

We have in particular $t_{z}(r)<\delta$ if $0 \leq r \leq \lambda$. Now let

$$
A_{r}:=\phi\left(\left\{(z, s): z \in E \text { and } 0<s \leq t_{z}(r)\right\}\right) \subset M
$$

Then, we have as above

$$
\operatorname{Vol}\left(f A_{r}\right) \geq \frac{1}{c \operatorname{deg}(f)} \int_{E} \int_{0}^{t_{z}(r)} \rho^{n}(\phi(z, t)) d t d \tau
$$

As in the proof of Theorem 1, we set $\chi(r):=\left(\frac{r}{\operatorname{Vol}\left(A_{r}\right)}\right)^{1 /(n-1)}$ and redefine $F_{z}(r):=$ $\int_{0}^{t_{z}(r)} \rho^{n}(\phi(z, t)) d t$. Then the estimate above together with Jensen's inequality implies

$$
\chi(r) \leq\left(\frac{c \operatorname{deg}(f)}{\left(\mathcal{H}^{n-1}(E)\right)^{n}}\right)^{1 /(n-1)} \int_{E}\left(\frac{r}{F_{z}(r)}\right)^{1 /(n-1)} d \tau(z)
$$

Integrating $\chi(r)$ and using Fubini's theorem and Lemma 1, we deduce that

$$
\begin{aligned}
\int_{0}^{\lambda} \chi(r) d r & \leq C_{1} \int_{0}^{\lambda} \int_{E}\left(\frac{r}{F_{z}(r)}\right)^{1 /(n-1)} d \tau(z) d r \\
& =C_{1} \int_{E} \int_{0}^{\lambda}\left(\frac{r}{F_{z}(r)}\right)^{1 /(n-1)} d r d \tau(z) \\
& \leq C_{1} \delta 2^{\frac{n+1}{n-1}} \mathcal{H}^{n-1}(E)<\infty
\end{aligned}
$$

where $C_{1}=\left(\frac{c \operatorname{deg}(f) r}{\left(\mathcal{H}^{n-1}(E)\right)^{n}}\right)^{1 /(n-1)}$ as before.
We have thus established that if $f$ collapses on $E$, then $\int_{0}^{\lambda} \chi(r) d r<\infty$. To conclude the proof of Theorem 2, it remains to relate the function $\chi$ to the isodiametric profile $\eta$ of $N$.

Since $f$ collapses on $E$, we have $\lim _{t \rightarrow 0} \operatorname{diam}(f \circ \phi(E \times(0, t)))=0$, and it follows that

$$
\operatorname{diam}\left(f A_{r}\right) \leq 2 K^{1 / n} r
$$

Let us write $u=2 K^{1 / n} r$, so $\operatorname{diam}\left(f A_{r}\right) \leq u$ and hence $\operatorname{Vol}\left(f A_{r}\right) \leq \eta(u)$. Thus, we get

$$
\chi(r)=\left(\frac{r}{\operatorname{Vol}\left(A_{r}\right)}\right)^{1 /(n-1)} \geq\left(\frac{r}{\eta(u)}\right)^{1 /(n-1)}
$$

from which it follows that

$$
\begin{aligned}
\int_{0}^{\lambda} \chi(r) d r & \geq \int_{0}^{\lambda}\left(\frac{r}{\eta(u)}\right)^{1 /(n-1)} d r \\
& =\left(\frac{1}{2^{n} K}\right)^{1 /(n-1)} \int_{0}^{2 K^{1 / n} \lambda}\left(\frac{u}{\eta(u)}\right)^{1 /(n-1)} d u=\infty
\end{aligned}
$$

This contradiction shows that $f$ cannot collapse on $E$, proving the theorem.

## 4. Sharpness of the previous Results

In this section, we show by means of examples that Theorems 1 and 2 are in some sense sharp. Let $M=B^{n}$ be the standard unit ball in Euclidean space with its canonical metric $g_{0}=\sum_{i} d x_{i}^{2}$, and $N=B^{n}$ with a conformal Riemannian metric $h_{\rho}=\rho(x) g_{0}$ where $\rho: B^{n} \rightarrow \mathbb{R}_{+}$is a continuous function. In our examples we will construct suitable continuous functions $\rho$ that can be made smooth.

The distances and the volumes in the Riemannian manifold ( $N, h_{\rho}$ ) are given by

$$
\operatorname{Vol}_{\rho}(E)=\int_{E} \rho^{n} d m_{n} \quad \text { and } \quad d_{\rho}(x, y):=\inf _{\gamma_{x, y}} \int_{\gamma_{x, y}} \rho d s
$$

where $m_{n}$ is Lebesgue $n$-dimensional measure and the infimum is taken over all rectifiable curves in $B^{n}$ joining $x$ to $y$. The identity map $f=I d: M \rightarrow N$ is a conformal diffeomorphism.

We denote by $\eta_{\rho}$ the isodiametric profile of $\left(N, h_{\rho}\right)$ as defined in (1). Finally, we let $B_{\rho}(x, r)=\left\{y \mid d_{\rho}(x, y)<r\right\}$ and $B(x, r)$ be the open balls of radius $r$ centered at $x$ in $N$ and $M$ respectively.

If $\rho$ is spherically symmetric (i.e., there exists a function $\tilde{\rho}:[0,1) \rightarrow \mathbb{R}_{+}$such that $\rho(z)=\tilde{\rho}(|z|)$ for each point $\left.z \in B^{n}\right)$, then $f$ collapses on the entire boundary $\partial M$ if $\lim _{t \rightarrow 1} \tilde{\rho}(t)=0$ and blows up on the entire boundary if $\int_{0}^{1} \tilde{\rho}(t) d t=\infty$. (In the sequel we use the same symbol for the two functions $\rho: B \rightarrow \mathbb{R}_{+}$and $\tilde{\rho}:[0,1) \rightarrow \mathbb{R}_{+}$.)

Theorems 1 and 2 have the following consequences:
Corollary 2. Assume that $f$ collapses on $E \subset \partial M$ where $\mathcal{H}_{n-1}(E)>0$. Then for some $\delta>0$ we have $\int_{0}^{\delta}\left(\frac{r}{\eta_{\rho}(r)}\right)^{\frac{1}{n-1}} d r<\infty$.

Corollary 3. Suppose that $f$ blows up on $E \subset \partial M$, where $\mathcal{H}_{n-1}(E)>0$. Then for some $\alpha>0$ we have $\int_{\alpha}^{\infty}\left(\frac{r}{\eta_{\rho}(r)}\right)^{\frac{1}{n-1}} d r<\infty$.

The next result shows that Corollary 2 is sharp.
Theorem 3. Let $\chi:(0,1) \rightarrow \mathbb{R}_{+}$be any positive decreasing function such that $r \rightarrow \chi(r) r$ is increasing, $\lim _{r \rightarrow 0} \chi(r)=\infty$ and

$$
\begin{equation*}
\int_{0}^{1} \chi(r) d r<\infty \tag{12}
\end{equation*}
$$

Then there exists a continuous function $\rho$ on $B$ and constants $C, \delta>0$ such that $\chi(r) \leq\left(\frac{C r}{\eta_{\rho}(r)}\right)^{\frac{1}{n-1}}$ for $0<r<\delta$ and $f$ collapses on $\partial B^{n}$.

We will need the following simple result.
Lemma 2. Suppose that $\rho>0$ is continuous and bounded on some subset $A \subset$ $B(0,1)$. If $\frac{\max _{A} \rho}{\min _{A} \rho} \leq \gamma$, then

$$
\operatorname{Vol}_{\rho}(A) \leq\left(\frac{\alpha_{n-1}}{n 2^{n}}\right) \gamma^{n}\left(\operatorname{diam}_{\rho}(A)\right)^{n}
$$

where $\alpha_{n-1}$ is the area of the unit sphere $S^{n-1}$.
Proof. Using the Euclidean isodiametric inequality, we obtain

$$
\begin{aligned}
\operatorname{Vol}_{\rho}(A) & \leq\left(\max _{A} \rho\right)^{n} \operatorname{Vol}(A) \leq \gamma^{n}\left(\min _{A} \rho\right)^{n} \operatorname{Vol}(A) \\
& \leq \gamma^{n} \frac{\alpha_{n-1}}{n 2^{n}}\left(\min _{A} \rho\right)^{n}(\operatorname{diam}(A))^{n} \leq \gamma^{n} \frac{\alpha_{n-1}}{n 2^{n}}\left(\operatorname{diam}_{\rho}(A)\right)^{n}
\end{aligned}
$$

4.1. Proof of Theorem 3. Let us set $a_{k}:=\chi\left(2^{-k}\right)$ (where $k \in \mathbb{N}$ ). By hypothesis, $\left\{a_{k}\right\}$ is an increasing sequence such that $\left\{2^{-k} a_{k}\right\}$ is decreasing and $\sum_{k \geq 1} 2^{-k} a_{k}<$ $\infty$. Note in particular that $a_{k} \leq a_{k+1} \leq 2 a_{k}$ since $2^{-(k+1)} a_{k+1} \leq 2^{-k} a_{k}$.

Let us choose $k_{0} \in \mathbb{N}$, such that $\sum_{k \geq k_{0}} 2^{-k} a_{k} \leq \frac{1}{2}$ and define a sequence $\left\{t_{k}\right\}_{k \geq k_{0}}$ by $t_{k}:=\left(1-\sum_{j \geq k} 2^{-j} a_{j}\right)$. We then have $\frac{1}{2} \leq t_{k_{0}}<t_{k_{0}+1} \leq \cdots<1$ and $\lim _{k \rightarrow \infty} t_{k}=1$.

We next define $\rho: B(0,1) \rightarrow \mathbb{R}_{+}$to be the (radially) piecewise linear function such that $\rho(z)=\frac{1}{a_{k_{0}}}$ if $|z| \leq t_{k_{0}}$ and

$$
\rho(z):=\frac{2^{k}}{a_{k}}\left(\frac{|z|-t_{k}}{a_{k+1}}-\frac{|z|-t_{k+1}}{a_{k}}\right)
$$

if $t_{k} \leq|z| \leq t_{k+1}$ for some integer $k \geq k_{0}$.
Observe that $\rho$ is continuous and $\lim _{|z| \rightarrow 1} \rho(z)=\lim _{r \rightarrow 0} \frac{1}{\chi(r)}=0$, in particular the mapping $f=I d: B(0,1) \rightarrow B_{\rho}(0,1)$ collapses on the whole boundary $\partial B(0,1)$. The main property of the $\rho$-metric is given in the following
Claim. Let $k \geq k_{0}$. Then $\frac{1}{2} 2^{-k} \leq d_{\rho}(z, \partial B(0,1)) \leq 2 \cdot 2^{-k}$ if and only if $t_{k} \leq|z| \leq$ $t_{k+1}$.

To prove the claim, we observe that $\frac{1}{a_{j}} \geq \rho(z) \geq \frac{1}{a_{j+1}}$ for $t_{j} \leq|z| \leq t_{j+1}$, hence

$$
d_{\rho}(z, \partial B(0,1)) \leq \int_{t_{k}}^{1} \rho(t) d t \leq \sum_{j \geq k} \frac{\left(t_{j+1}-t_{j}\right)}{a_{j}}=\sum_{j \geq k} 2^{-j} \leq 2^{1-k}
$$

and

$$
d_{\rho}(z, \partial B(0,1)) \geq \int_{t_{k+1}}^{1} \rho(t) d t d t \geq \sum_{j \geq k+1} \frac{\left(t_{j+1}-t_{j}\right)}{a_{j+1}}=\sum_{j \geq k+1} \frac{a_{j}}{a_{j+1}} 2^{-j} \geq \frac{1}{2} 2^{-k}
$$

because $\frac{a_{j}}{a_{j+1}} \geq \frac{1}{2}$. This establishes the claim.
We need to show that $\left(\frac{C r}{\eta_{\rho}(r)}\right)^{1 /(n-1)} \geq \chi(r)$ if $0<r<\delta$ for some constants $C, \delta>0$; i.e., that for any subset $A \subset B(0,1)$ such that $\operatorname{diam}_{\rho}(A)=r<\delta$ we have $\operatorname{Vol}_{\rho}(A) \leq C r \chi(r)^{1-n}$.

We choose $\delta \in\left(0,2^{-k_{0}}\right)$ so small that $B:=B_{\rho}\left(0, \frac{t_{k_{0}}}{2 a_{k_{0}}}+\delta\right)$ is a compact subset of $B(0,1)$ and we divide the proof into three cases depending on whether $A$ is near the center of $B(0,1)$, near its boundary or in between.
Case 1. Assume that $d_{\rho}(A, 0) \leq t_{k_{0}} / 2 a_{k_{0}}$.
Since $\operatorname{diam}_{\rho}(A)=r \leq \delta$, we have $A \subset B:=B_{\rho}\left(0, \frac{t_{k_{0}}}{2 a_{k_{0}}}+\delta\right) \Subset B(0,1)$; in particular

$$
\frac{\max _{A} \rho}{\min _{A} \rho} \leq \frac{\max _{B} \rho}{\min _{B} \rho}:=\gamma
$$

where $\gamma$ is a constant which does not depend on $A$ or $r$.
By the previous lemma, we then have $\operatorname{Vol}_{\rho}(A) \leq\left(\gamma^{n} \frac{\alpha_{n-1}}{n 2^{n}}\right) r^{n}$. Because $r \chi(r)$ is increasing, we have $r \chi(r) \leq \delta \chi(\delta)$ for $0 \leq r \leq \delta$. This last inequality may be written as $r^{n} \leq(\delta \chi(\delta))^{n-1} r \chi(r)^{1-n}$. Hence

$$
\operatorname{Vol}_{\rho}(A) \leq C r \chi(r)^{1-n}
$$

where $C=\left(\gamma^{n} \frac{\alpha_{n-1}}{n 2^{n}}\right)(\delta \chi(\delta))^{n-1}$.
Case 2. Assume that $d_{\rho}(A, 0)>t_{k_{0}} / 2 a_{k_{0}}$ and $d_{\rho}(A, \partial B(0,1)) \geq r$.
Because $\operatorname{diam}_{\rho}(A)=r$ and $d_{\rho}(A, \partial B(0,1)) \geq r$, it follows that there is $s \geq r$ so that $s \leq d_{\rho}(z, \partial B(0,1)) \leq s+r \leq 2 s$ for each $z \in A$.

Define $k$ by $2^{-1-k} \leq s<2^{-k}$; using the Claim above and $2^{-1-k} \leq s \leq$ $d_{\rho}(z, \partial B(0,1)) \leq 2 s<2^{1-k}$, we see that $t_{k} \leq|z| \leq t_{k+1}$.

We thus have $\frac{1}{a_{k+1}} \leq \min _{A} \rho \leq \max _{A} \rho \leq \frac{1}{a_{k}}$; it follows that $\frac{\max _{A} \rho}{\min _{A} \rho} \leq \frac{a_{k+1}}{a_{k}} \leq 2$ and we conclude as in the first case.

Case 3 . We finally assume that $d_{\rho}\left(A, \partial B^{n}\right) \leq r$.
Since $\operatorname{diam}_{\rho} A \leq r$ and $d_{\rho}\left(A, \partial B^{n}\right) \leq r$, we have

$$
A \subset\left\{z \in B(0,1) \mid d_{\rho}\left(z, \partial B^{n}\right) \leq 2 r\right\}
$$

It then follows from the Claim that $A$ is contained in the annulus

$$
A_{k}:=\left\{z \in B(0,1)\left|t_{k} \leq|z| \leq 1\right\}\right.
$$

where $k \in \mathbb{N}$ is defined by $2^{-k}<2 r \leq 2^{1-k}$. We thus have

$$
\begin{aligned}
\operatorname{Vol}_{\rho}(A) & \leq \operatorname{Vol}_{\rho}\left(A_{k}\right) \leq \alpha_{n-1} \int_{t_{k}}^{1} \rho^{n}(t) d t \\
& \leq \alpha_{n-1} \sum_{j \geq k} \frac{\left(t_{j+1}-t_{j}\right)}{a_{j}^{n}}=\alpha_{n-1} \sum_{j \geq k} a_{j}^{1-n} 2^{-j}
\end{aligned}
$$

Since $a_{k}^{1-n} \geq a_{j}^{1-n}$ for $j \geq k$, the previous inequality implies

$$
\operatorname{Vol}_{\rho}(A) \leq \alpha_{n-1} a_{k}^{1-n} \sum_{j \geq k} 2^{-j} \leq 4 \alpha_{n-1} a_{k}^{1-n} r
$$

where we have used the estimate $\sum_{j \geq k} 2^{-j}=2^{1-k}<4 r$. Finally, since $2^{-k} \geq r$ and $\chi$ is decreasing, we have $a_{k}=\chi\left(2^{-k}\right) \leq \chi(r)$. Hence

$$
\operatorname{Vol}_{\rho}(A) \leq 4 \alpha_{n-1} \chi(r)^{1-n} r
$$

Corollary 3 is also sharp:
Theorem 4. Let $\chi:(1, \infty) \rightarrow \mathbb{R}_{+}$be any positive function such that $r \rightarrow r \chi(r)$ is decreasing, $\chi(r) / \chi(2 r)$ is uniformly bounded and $\int_{1}^{\infty} \chi(r) d r<\infty$. Then there exists a continuous function $\rho$ on $B^{n}$ and constants $C, L>0$ such that $\chi(r) \leq$ $\left(\frac{C r}{\eta_{\rho}(r)}\right)^{\frac{1}{n-1}}$ for $L<r<\infty$ and $f$ blows up on $\partial B^{n}$.

Proof. Let us set $\beta:=\sup \chi(r) / \chi(2 r)<\infty$. The sequence $c_{k}:=\chi\left(2^{k}\right)$ is decreasing and satisfies $c_{k} / c_{k+1} \leq \beta$ for all $k$. Furthermore $\sum_{k} c_{k} 2^{k}<\infty$.

Choose $k_{0}$ such that $\sum_{k \geq k_{0}}^{\infty} c_{k} 2^{k} \leq \frac{1}{2}$, and define $\left\{s_{k}\right\}_{k \geq k_{0}}$ by $s_{k}:=$ $\left(1-\sum_{j \geq k} 2^{j} c_{j}\right)$. We have $\frac{1}{2} \leq s_{k_{0}}<s_{k_{0}+1} \leq \cdots<1$ and $\lim _{k \rightarrow \infty} s_{k}=1$.

Let $\rho: B(0,1) \rightarrow \mathbb{R}_{+}$be the function such that $\rho(z)=\frac{1}{c_{k_{0}}}$ if $|z| \leq s_{k_{0}}$ and

$$
\rho(z):=\frac{1}{2^{k} c_{k}}\left(\frac{|z|-s_{k}}{c_{k+1}}-\frac{|z|-s_{k+1}}{c_{k}}\right)
$$

if $s_{k} \leq|z| \leq s_{k+1}$ for some $k \geq k_{0}$.

Observe that $\rho$ is continuous and monotone increasing. Thus

$$
\int_{s_{k_{0}}}^{1} \rho(s) d s \geq \sum_{k=k_{0}}^{\infty} \rho\left(s_{k}\right)\left(s_{k+1}-s_{k}\right)=\sum_{k=k_{0}}^{\infty} \frac{1}{c_{k}}\left(2^{k} c_{k}\right)=\infty
$$

In particular, the mapping $f=I d: B(0,1) \rightarrow B_{\rho}(0,1)$ blows up the whole boundary $\partial B(0,1)$. We will need the following estimates:
Claim. Let $k \geq k_{0}$. Then $\left(2^{k+1}-2^{k_{0}}\right) \leq d_{\rho}\left(z, B\left(0, s_{k_{0}}\right)\right) \leq \beta\left(2^{k+2}-2^{k_{0}}\right)$ if and only if $s_{k} \leq|z| \leq s_{k+1}$.

We have $\frac{1}{c_{j}} \leq \rho(z) \leq \frac{1}{c_{j+1}}$ for $s_{j} \leq|z| \leq s_{j+1}$, hence

$$
d_{\rho}\left(z, B\left(0, s_{k_{0}}\right)\right) \geq \int_{s_{k_{0}}}^{s_{k}} \rho(s) d s \geq \sum_{j=k_{0}}^{k} \frac{\left(s_{j+1}-s_{j}\right)}{c_{j}}=\sum_{j=k_{0}}^{k} 2^{j}=\left(2^{k+1}-2^{k_{0}}\right)
$$

and

$$
d_{\rho}\left(z, B\left(0, s_{k_{0}}\right)\right) \leq \int_{s_{k_{0}}}^{s_{k+1}} \rho(s) d s \leq \sum_{j=k_{0}}^{k+1} \frac{\left(s_{j+1}-s_{j}\right)}{c_{j+1}}=\sum_{j=k_{0}}^{k+1} 2^{j} \frac{c_{j}}{c_{j+1}} \leq \beta\left(2^{k+2}-2^{k_{0}}\right)
$$

because $\frac{c_{j}}{c_{j+1}} \leq \beta$. This proves the claim.
We need to show that $\left(\frac{C r}{\eta_{\rho}(r)}\right)^{1 /(n-1)} \geq \chi(r)$ if $r \geq L$ for some constants $C, L>$ 0 ; i.e., that for any subset $A \subset B(0,1)$ such that $\operatorname{diam}_{\rho}(A)=r \geq L$ we have $\operatorname{Vol}_{\rho}(A) \leq C r \chi(r)^{1-n}$. We will choose $L=\max \left\{2^{k_{0}}, 2 \frac{s_{k_{0}}}{c_{k_{0}}}=\operatorname{diam}_{\rho}\left(B\left(0, s_{k_{0}}\right)\right)\right\}$.

We divide the proof into two cases depending on whether $A$ is near the center of $B(0,1)$ or not.

Let us denote by $V_{0}$ the $\rho$-volume of the ball $B_{\rho}\left(0, \frac{s_{k_{0}}}{c_{k_{0}}}\right)=B\left(0, s_{k_{0}}\right)$ (in this ball, the $\rho$-metric is $\frac{1}{c_{k_{0}}}$ times the Euclidean metric, hence $\left.V_{0}=\frac{\alpha_{n-1}}{n 2^{n}} c_{k_{0}}^{-n} s_{k_{0}}^{n}\right)$. Let $A \subset B(0,1)$ be an arbitrary subset of $\rho$-diameter $r \geq L$.
Case 1. Suppose that $d_{\rho}\left(A, B\left(0, s_{k_{0}}\right)\right) \leq r$.
Let us choose $k \geq k_{0}$ such that $\left(2^{k+1}-2^{k_{0}}\right) \leq 2 r \leq \beta\left(2^{k+2}-2^{k_{0}}\right)$. Set $A_{k}:=$ $B\left(0, s_{k+1}\right) \backslash B\left(0, s_{k_{0}}\right)$. We have the volume estimate

$$
\begin{aligned}
\operatorname{Vol}_{\rho}\left(A_{k}\right) & \leq \alpha_{n-1} \int_{s_{k_{0}}}^{s_{k+1}} \rho^{n}(s) d s \leq \alpha_{n-1} \sum_{j=k_{0}}^{k} \frac{\left(s_{j+1}-s_{j}\right)}{c_{j+1}^{n}} \\
& \leq \alpha_{n-1} \beta^{n} \sum_{j=k_{0}}^{k} \frac{\left(s_{j+1}-s_{j}\right)}{c_{j}^{n}} \leq \alpha_{n-1} \beta^{n} c_{k}^{1-n} \sum_{j=k_{0}}^{k} \frac{\left(s_{j+1}-s_{j}\right)}{c_{j}}
\end{aligned}
$$

Since $\frac{\left(s_{j+1}-s_{j}\right)}{c_{j}}=2^{j}$, we have $\sum_{j=k_{0}}^{k} \frac{\left(s_{j+1}-s_{j}\right)}{c_{j}}=\left(2^{k+1}-2^{k_{0}}\right) \leq 2 r$. We also have $c_{k}=\chi\left(2^{k}\right) \geq \chi(2 r)$ since $\chi$ is decreasing and $2 r \geq\left(2^{k+1}-2^{k_{0}}\right) \geq 2^{k}$. Because $\chi(r) \leq \beta \chi(2 r)$, we have $c_{k} \geq \frac{1}{\beta} \chi(r)$ and the previous inequality then implies

$$
\operatorname{Vol}_{\rho}\left(A_{k}\right) \leq\left(\alpha_{n-1} \beta^{n(n-1)}\right) \chi(r)^{1-n} r
$$

Using the fact that $d_{\rho}\left(A, B\left(0, s_{k_{0}}\right)\right) \leq r$ and $\operatorname{diam}_{\rho}(A)=r$, we can deduce from the claim that $A \subset A_{k} \cup B\left(0, s_{k_{0}}\right)$, hence

$$
\operatorname{Vol}_{\rho}(A) \leq V_{0}+\left(\alpha_{n-1} \beta^{n(n-1)}\right) \chi(r)^{1-n} r \leq C r \chi(r)^{1-n}
$$

for all $r \geq L$ where $C$ is an appropriate constant.
Case 2. Assume that $d_{\rho}\left(A, B\left(0, s_{k_{0}}\right)\right) \geq r$.
In that case any point $z \in A$ satisfies $t \leq d_{\rho}\left(z, B\left(0, s_{k_{0}}\right)\right) \leq t+r \leq 2 t$ for some $t \geq r$.

Define $k$ by $2^{k} \leq t<2^{k+1}$. Using the Claim above and the estimate $2^{k} \leq$ $t \leq d_{\rho}(z, \partial B(0,1)) \leq 2 t<2^{k+1}$, we see that $s_{k} \leq|z| \leq s_{k+1}$. We thus have $\frac{1}{c_{k}} \leq \min _{A} \rho \leq \max _{A} \rho \leq \frac{1}{c_{k+1}}$; it follows that $\frac{\max _{A} \rho}{\min _{A} \rho} \leq \frac{c_{k}}{c_{k+1}} \leq \beta$.

By Lemma 2, we now have $\operatorname{Vol}_{\rho}(A) \leq\left(\beta^{n} \frac{\alpha_{n-1}}{n 2^{n}}\right) r^{n}$. Because $r \chi(r)$ is decreasing, we have $r \chi(r) \leq L \chi(L)$ for any $r \geq L$. This last inequality implies $r^{n} \leq(L \chi(L))^{n-1} r \chi(r)^{1-n}$ and hence

$$
\operatorname{Vol}_{\rho}(A) \leq C r \chi(r)^{1-n}
$$

where $C=\left(\beta^{n} \frac{\alpha_{n-1}}{n 2^{n}}\right)(L \chi(L))^{n-1}$.

## 5. Mappings with densities of polynomial behavior

In this section, we show that Theorems 1 and 2 can be improved if a polynomial behavior of the density $\rho$ is assumed.

Although we could work on manifolds, for the sake of simplicity we continue with the setting of the preceding section, i.e., $f:=I d: M=\left(B^{n}, g_{0}\right) \rightarrow N=\left(B^{n}, h_{\rho}\right)$. We have shown that the integral assumptions (2) and (3) on the isodiametric profile are sharp conditions in Theorems 1 and 2. One can check from the construction that for a "critical" isodiametric function $\eta$ (such as $\left.\eta(r)=r^{n}\left(\log \frac{1}{r}\right)^{n-1}\right)$, the function $\rho$ has to decay or grow exponentially fast.

Our next result shows that this exponential behavior is in fact necessary.
Theorem 5. Let $a>0$. There exists an $\epsilon=\epsilon(n, a)>0$ such that:
A) If $\rho$ satisfies
(a) $\rho(\phi(t, z)) \geq C_{0} t^{a}$ for all $z \in \partial M$ and all $0<t<\delta$,
(b) $\eta(r) \leq C_{1} r^{n-\epsilon}$ for all sufficiently small $r$,
then $f$ cannot collapse on a subset $E \subset \partial M$ of positive $(n-1)$-Hausdorff measure.
B) If $\rho$ satisfies
(a) $\rho(\phi(t, z)) \leq C_{0} t^{-a}$ for all $z \in \partial M$ and all $0<t<\delta$,
(b) $\eta(r) \leq C_{1} r^{n+\epsilon}$ for all sufficiently large $r$,
then $f$ cannot blow up on a subset $E \subset \partial M$ of positive $(n-1)$-Hausdorff measure.

Here, $a, C_{0}$ and $C_{1}$ are positive constants and $\eta$ is the isodiametric profile of $N=\left(B^{n}, h_{\rho}\right)$. Recall also that, for $M=\left(B^{n}, g_{0}\right)$, we have $\phi(z, s)=(1-s) z$.

Proof. We only prove part (A); we use the same notations as in Section 3.2. Write again

$$
A_{r}:=\phi\left(\left\{(z, s): z \in E \text { and } 0<s \leq t_{z}(r)\right\}\right) \subset M
$$

Then we have from (11)

$$
\operatorname{Vol}\left(f\left(A_{r}\right)\right) \geq \frac{1}{c} \int_{E} \int_{0}^{t_{z}(r)} \rho^{n}(\phi(z, t)) d t d \tau
$$

and, by Hölder's inequality,

$$
\int_{0}^{t_{z}(r)} \rho^{n}(\phi(z, t)) d t \geq t_{z}(r)^{1-n}\left(\int_{0}^{t_{z}(r)} \rho(\phi(z, t)) d t\right)^{n} \geq t_{z}(r)^{1-n} r^{n}
$$

Using the growth condition on $\rho$ we obtain

$$
\frac{a+1}{C_{0}} t_{z}(r)^{a+1} \leq \int_{0}^{t_{z}(r)} \rho(\phi(x, t)) d t=r .
$$

Thus

$$
\int_{0}^{t_{z}(r)} \rho(\phi(z, t))^{n} d t \geq C_{1} r^{n-(n-1) /(a+1)}
$$

where $C_{1}=\left(\frac{C_{0}}{a+1}\right)^{(n-1) /(a+1)}$ and we conclude that

$$
\operatorname{Vol}\left(f\left(A_{r}\right)\right) \geq \frac{C_{1}}{c} r^{n-(n-1) /(a+1)}
$$

The claim follows with any choice of $0<\epsilon<(n-1) /(a+1)$.
The proof of part $(B)$ is obtained similarly; we just need to modify the argument above following the proof in Section 3.1.

The polynomial behavior of $\rho$ assumed in Theorem 5 holds in many situations; in particular in the setting of [2] (cf. Section 1.3 above). The following simple result shows that a Harnack inequality on $\rho$ suffices for this conclusion.

Proposition 1. Suppose that there exists a constant $A$ so that

$$
\frac{1}{A} \leq \frac{\rho\left(x_{1}\right)}{\rho\left(x_{2}\right)} \leq A
$$

whenever $x_{1}, x_{2} \in B\left(x, \frac{1}{2} d\left(x, \partial B^{n}\right)\right)$ for some $x \in B^{n}$. Then, if $\rho$ is continuous, it satisfies the polynomial bounds assumptions of the previous theorem.

The Harnack inequality is equivalent to assuming that $f$ is uniformly quasisymmetric in each ball $B\left(x, \frac{1}{2} d(x, \partial M)\right)$.

Proof. Notice first that each point in $B^{n}$ can be joined to the origin with a chain of no more than $1+\log (1 /(1-|x|))$ balls of the type $B(x,(1-|x|) / 2)$. If $B_{j}$ and $B_{j+1}$ are such balls with non-empty intersection, pick $y \in B_{j} \cap B_{j+1}$. Let $y_{j} \in B_{j}$ and $y_{j+1} \in B_{j+1}$. Then the Harnack inequality applied to the pairs $y_{j}, y$ and $y, y_{j+1}$ shows that

$$
\frac{1}{A^{2}} \leq \frac{\rho\left(a_{j}\right)}{\rho\left(a_{j+1}\right)} \leq A^{2}
$$

Iterating this inequality we conclude that

$$
\rho(x) \leq \rho(0) A^{1+\log (1 /(1-|x|))}
$$

and a polynomial upper bound on $\rho(x)$ follows. A polynomial lower bound follows similarly.

By the above discussion Theorem 5 is a generalization of the result in Section 1.3.

## 6. An example in 3 -SPACE

The purpose of this section is to show that, in dimension 2 , the quasi-conformal (identity) mapping associated with the conformal change of metric on the unit disk defined by the function $\rho(x):=(1-|x|)^{\alpha}$ can be essentially realized by a quasiconformal mapping $f_{\alpha}: B^{2} \rightarrow N_{\alpha} \subset \mathbb{R}^{3}$ onto a surface with conical singularities in 3 -space.

Consistent with the discussion in Section 5, this mapping is uniformly quasisymmetric in each disk $B(x,(1-|x|) / 2), x \in B^{2}$.

The basic idea of the construction is the following: In the first step one constructs a continuous map $f_{0}: B^{2} \rightarrow N_{0} \subset \mathbb{R}^{3}$ onto a polyhedral surface $N_{0}$ such that $f_{0}$ is bi-Lipschitz when the disk is equipped with the Euclidean distance and the surface $N_{0}$ is equipped with the intrinsic length metric induced by the embedding $N_{0} \subset \mathbb{R}^{3}$.

The map $f_{0}$ satisfies furthermore the following three properties:

1) $\lim _{|x| \rightarrow 1} f_{0}(x)=0 \in \mathbb{R}^{3}$.
2) The images $\gamma_{k}=f_{0}\left(\left\{|x|=1-2^{-k}\right\}\right)$ of the circles of radii $r=1-2^{-k}$ are polygonal Jordan curves contained in the horizontal annulus

$$
2^{-k-1} \leq \sqrt{x_{1}^{2}+x_{2}^{2}} \leq 2^{-k}, \quad x_{3}=2^{-k}
$$

3) The curve $\gamma_{k}$ has length comparable to 1 .

This is possible because the surface is wrinkled, in fact the surface $N_{0}$ looks like an ice cream cone which gets more and more complicated when we approach the tip located at the origin of $\mathbb{R}^{3}$.

An example of such a map is obtained as follows:
We denote by $S(r):=\{|x|=r\} \subset B^{2}$ the circle of radius $r$. Given $j \geq 2$, we denote the regular planar star with $2^{j}$ "petals" reaching from the circle $S\left(2^{-j-1}\right)$ to the circle $S\left(2^{-j}\right)$ by $S_{j}$. We assume that one of the petals has a tip at the point $\left(2^{-j}, 0\right)$. Notice that the boundary of the star is a Jordan curve whose length is comparable to 1 as the length of each petal is comparable to $2^{-j}$. We first define the image of the circle $S\left(1-2^{-j}\right)$ under $f$ to be the image of $S_{j}$ under the map $T_{j}\left(x_{1}, x_{2}\right)=\left(x_{1}, x_{2}, 2^{-j}\right)$. The actual definition of $f$ on the circle $S\left(2^{-j}\right)$ is given as the orientation preserving constant speed parametrization of the star with $f\left(1-2^{-j}, 0\right)=T_{j}\left(2^{-j}, 0\right)$. We then define $f$ in the annular region $A_{j}=$ $B\left(0,1-2^{-j-1}\right) \backslash B\left(0,1-2^{-j}\right)$ by extending $f$ linearly in terms of the radius and angle from the boundary circles. This defines $f$ on $B(0,1) \backslash B(0,3 / 4)$. Define $f$ in $B(0,3 / 4)$ using the given values on $S(3 / 4)$ and so that $f$ is bi-Lipschitz on $\bar{B}(0,3 / 4)$.

It follows directly from the construction that $f$ is a bi-Lipschitz map from the disk onto the manifold when we equip the manifold with the internal manifold metric defined as the infimum of the lengths (in the Euclidean metric) of the curves that join the given points; notice that in polar coordinates the angle on the star is an increasing function of the angle on the circle. Moreover, the image of $B(0,1) \backslash B(0,1 / 2)$ is piecewise flat and the image of each disk $B(x, r)$ with $0<r<(1-|x|) / 2$ has diameter and distance to the origin comparable to $r$ and is contained in the union of a uniformly bounded number of planes.

In the second step, we compose $f_{0}$ with the radial map $\Phi_{\alpha}: \mathbb{R}^{3} \backslash\{0\} \rightarrow \mathbb{R}^{3} \backslash\{0\}$ defined by $\Phi_{\alpha}(x):=x|x|^{\alpha}$ to obtain the actual map $f_{\alpha}:=\Phi_{\alpha} \circ f_{0}: B^{2} \rightarrow N_{\alpha} \subset \mathbb{R}^{3}$.

Let us denote $A(x, r):=f_{\alpha}(B(x, r)) \subset N_{\alpha}$ where $B(x, r)$ is a disk in $B^{2}$ (with $0<r \leq(1-|x|) / 2)$. Then, for any $\alpha \neq-1$, we have

$$
B\left(f_{\alpha}(x), \frac{1}{C_{1}}(1-|x|)^{\alpha} r\right) \subset A(x, r) \subset B\left(f_{\alpha}(x), C_{1}(1-|x|)^{\alpha} r\right)
$$

and

$$
\frac{1}{C_{2}}(1-|x|)^{2 \alpha} \pi r^{2} \leq \operatorname{area}(A(x, r)) \leq C_{2}(1-|x|)^{2 \alpha} \pi r^{2}
$$

where $C_{1}, C_{2}$ are constants.
Thus $f_{\alpha}: B^{2} \rightarrow N_{\alpha}$ is a quasi-conformal mapping and its Jacobian satisfies a.e.

$$
\frac{1}{C_{2}}(1-|x|)^{2 \alpha} \leq J_{f}(x)=\rho^{2}(x) \leq C_{2}(1-|x|)^{2 \alpha}
$$

It is now clear, in view of our first example in the introduction that the map $f_{\alpha}$ collapses on the entire boundary $S^{1}=\partial B^{2}$ if $\alpha>0$ and blows up on the entire boundary when $\alpha<-1$.

## Remarks.

1) The surface $N_{\alpha}$ is singular. However, $N_{0}$ is a polyhedral surface and $N_{\alpha}$, being a diffeomorphic image of $N_{0}$, is thus a Riemannian surface with conical singularities. In the neighborhood of a singular point in such a surface, the metric tensor can be written as

$$
d s^{2}=\mathrm{e}^{2 u}|z|^{2 \beta}|d z|^{2}
$$

where $z=x+i y$ is a local coordinate system centered at the singularity, $u=u(z)$ is continuous and $\beta>-1$ (see [14] or [12]). In particular, the surface $N_{\alpha}$ has a singular metric tensor but the conformal structure extends smoothly.
2) In order to obtain volume growth of the type of Theorems 3 and 4 one would need decay (or growth) faster than any polynomial order for $\rho$ in the above construction. We do not know if such a map can be constructed.
3) We also do not know how to construct similar examples in higher dimensions.
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