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Abstract—A generic integral equation and method of moments formulation is presented for laterally bounded stratified media including planar metallization. The main asset of the developed approach is its flexibility, as it encompasses generic lateral boundary conditions and explicitly applies to any linear subsectional basis functions with constant surface divergence. This includes the rooftop functions on rectangular and triangular supports currently proposed in standard method of moment meshers. This approach provides closed expressions for the coupling integrals appearing in the method of moments matrix elements. These formulas are based of Green’s functions modal expansions and in the possibility, conclusively demonstrated in this paper to transform the surface integrals into contour integrals allowing an efficient and systematic implementation of the procedure. Full derivations are presented for several lateral boundary conditions, including rectangular and circular metallic cavities and periodic structures. Numerical examples including the analysis of real-life planar boxed circuits are presented. In all cases the obtained results compare favourably with other existing techniques.
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I. INTRODUCTION

PRACTICAL RF, microwave, and high-speed electronic circuits are typically realized with planar transmission lines and components printed over dielectric layers. The electromagnetic (EM) modeling of these structures has been subject of study for a long time, yielding a variety of numerical methods. Despite the power of generic numerical techniques like finite elements [1], finite differences [2] or the transmission-line modeling [3] methods, the techniques based on integral equations in conjunction with the method of moments (MoM) have shown to be the most efficient for this kind of structures [4]–[6]. The strength of integral equation techniques lies in the formulation of an ad hoc Green’s function that provides an EM description of the surrounding environment, reducing the number of unknowns in the numerical problem and improving the accuracy of the solution. This advantage, however, is at the same time its biggest drawback compared to the aforementioned methods, since every different environment will require a completely different Green’s function formulation.

In this study, we mitigate this constraint and present a generic formulation for planar circuits within laterally bounded media, with a seamless transition between different lateral boundary conditions. The concept of laterally bounded media accounts for any structure having a boundary condition with uniaxial symmetry wrapping the planar circuit. This allows an efficient analysis of a wide range of useful structures such as planar circuits embedded in shielded multilayered media, infinitely thin discontinuities in waveguides or even 2-D printed periodic structures.

These examples were solved using different integral equation–MoM approaches. A classic strategy is to derive specialized Green’s function for each particular boundary condition while the currents of the planar circuits are approximated as an expansion of basis functions. Typically, the Green’s function of bounded problems with canonical shapes can be computed using quasi-analytical expressions (e.g., expansion of modes in a rectangular/circular waveguide), whereas more intricate shapes can be treated using numerical approaches [7]. There are also different choices of basis functions depending on the shape of the planar circuits. For arbitrary shapes subsectional basis functions [8] are preferred whereas entire domain basis functions might be a more suitable choice for circuits having a canonical geometrical form [9]. An intermediate solution to deal with ‘nearly-canonical’ shapes is also provided in [10], [11] using the boundary integral resonant-mode expansion method. Finally, the combination of these elements in the MoM led to different integration schemes to be solved for each scenario: each problem required a different method.

The formulation that we present here is able to provide a systematic approach in the most general case, i.e., assuming arbitrary shape for both the planar circuits and the boundary conditions. This technique is based on the modal representation of the fields in bounded media and uses general properties satisfied by a wide range of practical basis functions. This combination results in a generic MoM scheme with coupling integrals, i.e.,
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integrals between a mode and a basis function, that can be reduced to contour integrals. The evaluation of reaction terms in the MoM matrix is therefore greatly simplified, resulting also in analytical solutions to the coupling integrals when generic boundary conditions are considered over canonical shapes.

This paper is organized as follows. It starts with an overview of the integral equation and MoM formulation in order to provide a working frame and to introduce the notation. This section concludes with a formal definition of the coupling integrals that are the cornerstone of this approach. The next section describes how the coupling integral expressions can be reduced from surface to contour integrals. This results in a very general and powerful algorithmic framework. For the sake of concreteness, two specific specializations are considered. Firstly, our formulation is shown to be applicable without modification to two of the most commonly used subsectional basis functions. Secondly, three different boundary conditions are considered, namely rectangular and circular perfect electric conductor (i.e., waveguides) and periodic boundary conditions. Finally, the validity of our approach is convincingly demonstrated by applying it to several structures.

II. INTEGRAL EQUATION–MoM FORMULATION

The transverse and longitudinal cross sections of a generic planar structure in a bounded layered medium are depicted in the left and right hand side of Fig. 1(a), respectively. The planar structures are represented as two arbitrary surfaces, $D_E$ and $D_H$, enclosed by a generic lateral boundary condition over $\partial \Omega$ that extends infinitely along the $z$ axis. The surface $D_E$ stands for any planar metallic (ideally perfect electric conductor) obstacles isolated at a certain height of the cylindrical structure, whereas $D_H$ corresponds to a generic slot or aperture drilled on a ground plane transverse to the boundaries, as depicted in the longitudinal cross section of Fig. 1(a).

Using the equivalence principle [5], [12], EM scattering on these surfaces can be modeled by replacing them with equivalent transverse electric $J \in D_E$ and magnetic $M \in D_H$ induced surface currents that radiate in the medium. Slots are replaced by continuous ground planes and magnetic currents, identical but of opposite sign, must be introduced on both sides of the ground plane at the points previously occupied by the slot [4]. This is represented in Fig. 1(a) with arrows over the planar surfaces indicating the current flow.

The total EM field can then be recovered as the superposition of an excitation field and the scattered field, radiated by $J$ and $M$ in the equivalent problem and can be written as

$$E^s = E^s(J, M) \quad \text{(a)}$$
$$H^s = H^s(J, M) \quad \text{(b)}$$

where the superscripts $T$, $e$, and $s$ stand for total, excitation, and scattered, respectively. From now on, we will consider exclusively tangential fields. Hence, $[E, H]$ will denote the tangential components of the electric and magnetic fields. The next step towards the establishment of an integral equation formulation is to consider the boundary conditions to be satisfied by the tangential fields. A careful distinction must be made here between metallic surfaces $D_E$ and apertures on metallic ground planes $D_H$. In the first case, the relevant boundary condition is a vanishing total tangential electric field

$$E^T = E^s(J, M) = 0 \text{ on } D_E$$

On the other hand, continuity of both electric and magnetic total tangential fields must be imposed for the slots. Selecting equivalent magnetic currents equal but of opposite sign at both sides of the slot already guarantees the continuity of the total tangential electric field. The continuity of the magnetic field must be explicitly imposed in a boundary condition. Using indices I and II to denote the two sub-regions at both sides of the slot, this boundary condition can be written as

$$H^T_I + H^s(J, -M) = H^T_H + H^s(J, M) \text{ on } D_H.$$  \hspace{1cm} (3)

For the sake of compactness and internal coherence, we introduce the symbol $\Delta f$ to denote the difference $f_I - f_H$ and we write the boundary condition (3) as

$$\Delta H^s + \Delta H^s(J, M) = 0 \text{ on } D_H.$$ \hspace{1cm} (4)

Thus, the boundary conditions (2) and (4) now have the same formal mathematical structure. By using linearity and the Green’s function concept, the scattered field can now be obtained as

$$\begin{bmatrix} E^s \\ \Delta H^s \end{bmatrix} = \begin{bmatrix} C_{EE} & C_{EH} \\ C_{HE} & \Delta G_{HH} \end{bmatrix} \cdot \begin{bmatrix} J \\ M \end{bmatrix}. \hspace{1cm} (5)$$

Again, special care must be taken when applying these generic expressions to particular situations. For instance, if we concentrate on a slot problem, the symbol $\Delta G_{HH}^{(s)}$ in (5) is actually the sum and not the difference of the two Green’s functions corresponding to the subproblems in both sides of the slot. This is due to the sign reversal of the equivalent magnetic currents in
both sides of the slot. In (5), $\mathbf{G}_{PQ}^{1} (r | r')$ is the dyadic Green’s function relating P-type fields at $r$ and Q-type sources at $r'$ (with $P, Q \in \{ E, H \}$); and the operator $\ast$ denotes the convolution integral over the pertinent surface $D_Q$. Substituting (5) into (2) and (4) leads to the sought-after coupled system of integral equations. In the next step, these equations are further transformed into a linear system using the MoM [13]. The Galerkin procedure is applied expanding the equivalent currents as

$$\mathbf{J} = \sum_i i_k \mathbf{b}_k \quad \mathbf{M} = \sum_l v_l \mathbf{b}_l$$  \hspace{1cm} (6)

where $i_k, v_l$ are unknown complex coefficients and $\mathbf{b}_k \equiv \mathbf{b} (u_1', u_2')$ are basis functions defined on an arbitrary transverse domain $D_{Qk} \subseteq D_Q$. It is necessary to employ expansion functions that ensure a finite divergence across domain boundaries, or equivalently basis functions that maintain normal continuity between subdomains [8]. We will consider here basis functions being locally curl-free and with locally constant charge density, i.e., any $\mathbf{b}_k$ satisfying

$$\nabla_{\perp} \times \mathbf{b} = 0$$  \hspace{1cm} (7a)

$$\nabla_{\perp} \cdot \mathbf{b} = d$$  \hspace{1cm} (7b)

with $d$ being a real nonzero constant and $\nabla_{\perp} = \nabla - \partial / \partial z$. These properties are satisfied by divergence-conforming basis functions [8].

The resulting linear system, discrete counterpart of our set of integral equations, is given by

$$\begin{bmatrix} R_{EE} & R_{EH} \\ R_{HE} & R_{HH} \end{bmatrix} \begin{bmatrix} i \\ v \end{bmatrix} = \begin{bmatrix} u \\ j \end{bmatrix}$$  \hspace{1cm} (8)

where $i, v$ and $u, j$ are column vectors. $i, v$ contain the induced current coefficients defined in (6) and $u, j$ include the results of the projection of the excitation fields onto each basis function

$$u_k = \int_{D_{Qk}} \mathbf{b}_k \cdot \mathbf{E}^e dS \quad j_l = \int_{D_{Ql}} \mathbf{b}_l \cdot \mathbf{H}^e dS$$  \hspace{1cm} (9)

Finally, the four submatrices $R_{PQ}$ comprise the reactions between electric and magnetic surface currents [14]. Expressions can be systematically obtained for them taking into account the fact that in a laterally bounded medium, the Green’s function can always be expressed as a series expansion of “guided” modes [15] as

$$\mathbf{G}_{PQ}^{1} (r | r') = \sum_i \bar{C}_{PQ} (z, z') \mathbf{p}_k (u_1, u_2) \bar{q}_i (u_1', u_2')$$  \hspace{1cm} (10)

where $\bar{g}_i$ is the complex conjugate of $g_i$. The series (10) comprises the transverse field components $\mathbf{p}_k, \mathbf{q}_i = \{ e_k, h_k \}$ and the spectral amplitude $\bar{C}_{PQ}$ for the $i$th mode. The former are eigensolutions of the transverse boundary problem (e.g., waveguide [16] or periodic structure [17]), whereas the latter is calculated by solving a transmission line model accounting for the boundary condition imposed along $z$-axis, which can be simply vacuum or a multilayered dielectric medium [18]. The same considerations apply to any linear combination of Green’s functions appearing in a specific problem. Now, the reaction $R_{PQ}$ between $k$th and $l$th basis functions for P- and Q-type sources is the result of applying a Galerkin procedure to the basis expansions (6). Therefore, it can be also expressed as a modal sum

$$R_{PQ} (k, l) = \sum_i \bar{C}_{PQ} \mathbf{C}_P (k, i) \bar{C}_Q (l, i)$$  \hspace{1cm} (11)

where every modal function of (10) is now projected over each basis function from (6). Formally speaking, the coupling integral between the $k$th basis function on the $i$th mode is given by

$$\mathbf{C}_P (k, i) = \int_{D_{Qk}} \mathbf{b}_k (u_1, u_2) \cdot \mathbf{p}_l (u_1, u_2) dS$$  \hspace{1cm} (12)

Thus far, only two assumptions have been made, namely, in (7) and (10), and the whole integration scheme in the integral equation–MoM problem has been reduced to the computation of coupling integrals. In the following section, we will demonstrate how these integrals can be systematically simplified. The reader should be aware of the fact that (12) does not refer to the coupling integrals solved in [9]–[11], since there the basis functions were eigensolutions of a predefined boundary problem. In that case, the coupling integrals can be solved using the procedure described in [19].

### III. General Transformation of Coupling Integrals

The general expression for coupling integrals presented in (12) can take six different forms considering the combination of electric/magnetic sources with three different families of modes (TE, TM, and TEM), namely,

$$C_{E}^E = \int_{D_{E}} \mathbf{b} \cdot \mathbf{r}^e dS$$  \hspace{1cm} (13a)

$$C_{H}^H = \int_{D_{H}} \mathbf{b} \cdot \mathbf{r}^h dS$$  \hspace{1cm} (13b)

with appropriate boundary conditions on the transverse boundary $\partial Q$ and where, as before, $\nabla^2 = \nabla^2 - \partial^2 / \partial z^2$. If $\kappa = 0$ (TEM case), the scalar potential, denoted in this case as $\chi_0$, is an eigensolution to the Helmholtz equation

$$\nabla^2 \chi_0 = 0$$  \hspace{1cm} (14)

TABLE I

<table>
<thead>
<tr>
<th>$e$</th>
<th>$h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$TE_{mn}$</td>
<td>$\mathbf{\hat{z}} \times \nabla \chi_{mn} / \kappa_{mn}$</td>
</tr>
<tr>
<td>$TM_{mn}$</td>
<td>$-\nabla \chi_{mn} / \kappa_{mn}$</td>
</tr>
<tr>
<td>$TEM_{mn}$</td>
<td>$-\nabla \chi_{mn}^0$</td>
</tr>
</tbody>
</table>

$$\nabla^2 \chi_0 = 0$$  \hspace{1cm} (15)
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Consequently, any integral in (13) can be written in terms of \( \chi \) (analogously for \( \chi^0 \))

\[
\int_D \mathbf{b} \cdot (\hat{\varepsilon} \times \nabla_t \chi) dS = \int_D (\mathbf{b} \times \hat{\varepsilon}) \cdot \nabla_t \chi dS \tag{16a}
\]

\[
\int_D \mathbf{b} \cdot \nabla_t \chi dS. \tag{16b}
\]

These new expressions can now be further transformed into contour integrals using Green’s first identity and the properties of the basis functions assumed in (7). Some details of the mathematical manipulations follow.

Green’s first identity states that

\[
\int_D \mathbf{A} \cdot \nabla_t B dS = \oint_{\partial D} \mathbf{A} \cdot d\mathbf{l} - \int_D \nabla_t \mathbf{A} \cdot d\mathbf{l}. \tag{17}
\]

where \( \{ \mathbf{A}, \nabla_t B \} \) represent two generic vector functions and \( \hat{\rho}, \hat{\tau} \) are normal and tangential unit vectors defined over the integration contour \( \partial D \).

Let us first demonstrate how (16a) is reduced to a contour integral. Substituting

\[
\mathbf{A} = \mathbf{b} \times \hat{\varepsilon} \quad B = \chi
\]

into (17) results in an identity for (16). Using the relations \( \hat{\rho} \cdot (\mathbf{b} \times \hat{\varepsilon}) = \mathbf{b} \cdot \hat{\tau} \) and \( \nabla_t (\mathbf{b} \times \hat{\varepsilon}) = (\nabla_t \mathbf{b}) \times \hat{\varepsilon} \), we can rewrite (16a) as

\[
\int_D \mathbf{b} \cdot (\hat{\varepsilon} \times \nabla_t \chi) dS = \oint_{\partial D} \mathbf{b} \cdot \hat{\tau} d\mathbf{l} - \int_D \chi \nabla_t \mathbf{b} \cdot \hat{\varepsilon} d\mathbf{l}. \]

According to property (7a), the last term in the equation above vanishes, resulting in the desired transformation between surface and contour integrals. The demonstration is analogous for (16a) applied to the scalar potential \( \chi^0 \).

The manipulations needed on the integral (16b) differ depending on whether it involves \( \chi \) or \( \chi^0 \). In the first case, (17) is used with

\[
\mathbf{A} = \mathbf{b} \quad B = \chi
\]

and (7b) is applied to reduce the identity to

\[
\int_D \mathbf{b} \cdot \nabla_t \chi dS = \oint_{\partial D} \mathbf{b} \cdot \hat{\rho} d\mathbf{l} - \int_D \chi d\mathbf{l}. \]

The remaining surface integral can be transformed using (14) as

\[
\chi = -\frac{\nabla^2 \chi}{\kappa^2} = \frac{\nabla_t \cdot (\nabla_t \chi)}{\kappa^2}
\]

provided that \( \kappa \neq 0 \), and applying the Gauss theorem, i.e.,

\[
-\kappa^2 \int_D \chi dS = \int_D \nabla_t \cdot (\nabla_t \chi) dS = \int_D \nabla_t \chi \cdot \hat{n} d\mathbf{l}. \tag{18}
\]

Obviously, (18) cannot be applied to \( \chi^0 \) because it requires \( \kappa \neq 0 \). Instead, as the rotational in (7) vanishes, we can define an auxiliary function \( a \) such that

\[
\mathbf{b} = \nabla_t a \quad \nabla_t^2 a = d. \tag{19a}
\]

Then, using (17) with

\[
\mathbf{A} = \nabla_t \chi^0 \quad B = a
\]

we can rewrite (16b), for \( \chi^0 \), as

\[
\int_D \mathbf{b} \cdot \nabla_t \chi^0 dS = \oint_{\partial D} a \nabla_t \chi^0 \cdot \hat{n} d\mathbf{l} - \int_D a \nabla_t^2 \chi^0 dS. \]

Finally, since \( \chi^0 \) is a solution of (15), the surface integral on the right hand side of the previous equation vanishes.

The validity of these expressions extends to any kind of transverse boundary conditions that can be defined in terms of modal functions and to a large variety of basis functions having the properties in (7), among which we could mention the rooftop [20], the Rao–Wilton–Glisson [21] or the generalized Poisson–Neumann polygonal basis functions [22]. A summary of the results in this section are given in Table II, with the following notation: \( \partial \chi/\partial s \equiv \nabla_t \chi \cdot \hat{s} \) and \( \mathbf{b} \cdot \hat{s} \equiv b_s \) for \( s = \nu, \tau \).

---

<table>
<thead>
<tr>
<th>Overlapping</th>
<th>Surface</th>
<th>Contour (b satisfies (7))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \kappa C^{TE} ), ( -\kappa C^{TM} ), ( -C^{TEM} ) (with ( \chi = \chi^0 ))</td>
<td>( \int_D \mathbf{b} \cdot (\hat{\varepsilon} \times \nabla_t \chi) dS )</td>
<td>( \oint_{\partial D} \mathbf{b} \cdot \hat{\rho} d\mathbf{l} - \int_D \chi d\mathbf{l} )</td>
</tr>
<tr>
<td>( -\kappa C^{TE} ), ( -\kappa C^{TM} ), ( -C^{TEM} )</td>
<td>( \int_D \mathbf{b} \cdot \nabla_t \chi dS )</td>
<td>( \oint_{\partial D} \mathbf{b} \cdot \hat{\rho} d\mathbf{l} - \int_D \chi d\mathbf{l} )</td>
</tr>
<tr>
<td>( -C^{TEM} )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

Fig. 2. Half-basis function \( g \) defined on a triangular and rectangular subdomain \( D^\delta \). The arrows represent the vector function \( \mathbf{g} \), the lines the contour plot of the auxiliary function \( f_p \), and the \( q \)th nodes and sides are enumerated counterclockwise.
In mathematical terms, the basis function for triangular and rectangular contours can be expressed as the sum of two “half-functions” with adjacent supports connected through a common side, denoted as $\partial D^C$. In mathematical terms, the basis function $b$ and its auxiliary function $a$, are decomposed into

$$b = g^+ - g^- \quad a = f^+ - f^- \quad (20)$$

where $g^\pm, f^\pm \in D^\pm$ and $D = D^+ \cup D^-$.

In Fig. 2, $g^\pm$ and $f^\pm$ are represented on triangular and rectangular subdomains $D^\pm$. The vector function $g_p$, models a current flow diverging from the $p$th node on the triangular subdomain, or in the direction of the $p$th side if the subdomain is rectangular. The current varies linearly and is tangential to each side of $D^\pm$ except along $\partial D^C$, where it has a constant normal component $g \cdot \tau$ that guarantees the continuity of the current between adjacent subdomains in accordance with Kirchhoff’s law.

The variation of these functions along the subdomain contour, regardless of its shape, can be expressed in a general form. Let us define a parametric function that maps a normalized variable $t$ into the $q$th side of a subdomain as

$$\sigma_q : [0,1] \rightarrow D_q \subset \mathbb{R}^2$$

where $P_p, L_q \tau_q$ are vectors defined in Fig. 1. Therefore, the variation of any $p$th “half-function” along any $q$th side can be expressed as

$$g_p(\sigma_q) = [A_1(p,q) + A_0(p,q)\hat{\tau}_q + \delta_{p+1,0} A_2(p,q)] \hat{\tau}_q \quad \tau_q = [0,1]_{N=3,4}$$

and

$$f_p(\sigma_q) = B_2(p,q) + B_1(p,q) t + B_0(p,q)$$

where $A_1, B_i \in \mathbb{R}$ are constant values for each combination of $(p, q)$. The number of sides is $N = |x/y|$ if $y \neq 0$ and $\delta_{p+1,0}$ is the Kronecker delta that equals one when $q$ coincides with the common side.

### IV. COUPLING INTEGRALS WITH LINEAR SUBSECTIONAL BASIS FUNCTIONS

Linear subsectional basis functions, like rooftops [20] and Rao–Wilton–Glisson functions [21] constitute a common choice for the expansion of surface currents formulated in (6). Each planar surface $D_q$ in the structure, as depicted in Fig. 1(b), is divided into triangular and/or rectangular subdomains that are used as support for these basis functions. Subsectional basis functions can be expressed as the sum of two “half-functions” with adjacent supports $D^\pm$ connected through a common side, denoted as $\partial D^C$. In mathematical terms, the basis function $b$ and its auxiliary function $a$, are decomposed into

$$b = g^+ - g^- \quad a = f^+ - f^- \quad (20)$$

where $g^\pm, f^\pm \in D^\pm$ and $D = D^+ \cup D^-$. In Fig. 2, $g^\pm$ and $f^\pm$ are represented on triangular and rectangular subdomains $D^\pm$. The vector function $g_p$, models a current flow diverging from the $p$th node on the triangular subdomain, or in the direction of the $p$th side if the subdomain is rectangular. The current varies linearly and is tangential to each side of $D^\pm$ except along $\partial D^C$, where it has a constant normal component $g \cdot \tau$ that guarantees the continuity of the current between adjacent subdomains in accordance with Kirchhoff’s law.

The variation of these functions along the subdomain contour, regardless of its shape, can be expressed in a general form. Let us define a parametric function that maps a normalized variable $t$ into the $q$th side of a subdomain as

$$\sigma_q : [0,1] \rightarrow D_q \subset \mathbb{R}^2$$

where $P_p, L_q \tau_q$ are vectors defined in Fig. 1. Therefore, the variation of any $p$th “half-function” along any $q$th side can be expressed as

$$g_p(\sigma_q) = [A_1(p,q) + A_0(p,q)\hat{\tau}_q + \delta_{p+1,0} A_2(p,q)] \hat{\tau}_q \quad \tau_q = [0,1]_{N=3,4}$$

and

$$f_p(\sigma_q) = B_2(p,q) + B_1(p,q) t + B_0(p,q)$$

where $A_1, B_i \in \mathbb{R}$ are constant values for each combination of $(p, q)$. The number of sides is $N = |x/y|$ if $y \neq 0$ and $\delta_{p+1,0}$ is the Kronecker delta that equals one when $q$ coincides with the common side.

### TABLE III

<table>
<thead>
<tr>
<th>$g_p$</th>
<th>$g_p \cdot \hat{\tau}_q$</th>
<th>$g_p \cdot \hat{\tau}_q = \sum_i A_i(p,q) t_i$</th>
<th>$f_p = \sum_i B_i(p,q) t_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{1}{2D} \rho_p$</td>
<td>$\frac{1}{2D} \left{ \begin{array}{l} L_q t_i, \quad q = [p+1]_N \ L_q t_i \tau_q, \quad q = [p]_N \ L_q(t-1), \quad q = [p-1]_N \end{array} \right.$</td>
<td>$\frac{1}{2D} \left{ \begin{array}{l} L_q^2 t_i^2, \quad q = [p]_N \ L_q^2 t_i, \quad q = [p-1]_N \end{array} \right.$</td>
<td>$\frac{1}{2D} \left{ \begin{array}{l} L_q^2 t_i^2, \quad q = [p]_N \ L_q^2 t_i, \quad q = [p-1]_N \end{array} \right.$</td>
</tr>
<tr>
<td>$\frac{1}{2} \tau_p$</td>
<td>$\frac{1}{2D} \left{ \begin{array}{l} t, \quad q = [p]_N \ 0, \quad q = [p+1]_N \ t-1, \quad q = [p-1]_N \end{array} \right.$</td>
<td>$\frac{1}{2D} \left{ \begin{array}{l} t^2, \quad q = [p]_N \ 1, \quad q = [p+1]_N \ 0, \quad q = [p-1]_N \end{array} \right.$</td>
<td>$\frac{1}{2D} \left{ \begin{array}{l} t^2, \quad q = [p]_N \ 1, \quad q = [p+1]_N \ 0, \quad q = [p-1]_N \end{array} \right.$</td>
</tr>
</tbody>
</table>

$p, q = 0, 1, \ldots N(=3,4)$ are 0-based indices and $D$ is the subdomain’s area.

### V. SOME LATERAL BOUNDARY CONDITIONS

The values of $A_i, B_i$ for triangular and rectangular contours can be found in Table III. We now turn to the evaluation of coupling integrals using these types of basis functions. The contour form of coupling integrals presented in Table II is now calculated as the sum of the line integrals along each side of the complete domain, i.e.,

$$\int \cdots d\ell = \int \cdots d\ell' = \sum_{q=1}^{N} \int_{D_q} \left( \begin{array}{l} 1 \\ 0 \end{array} \right) d\ell$$

where each integral applies over a half basis function, as can be readily deduced from (20). Four types of line integrals can arise in (23) for a $q$th side. Using (22), these can be written as

$$\int \chi g_p \cdot \hat{\tau}_q d\ell = I_q(0) [\delta_{[p+1]N,q}$$

$$\int \chi f_p \cdot \hat{\tau}_q d\ell = I_q(\infty)$$

$$\int \frac{\partial \chi}{\partial \ell} d\ell = I_q'(0)$$

$$\int \frac{\partial \chi}{\partial \ell} d\ell = I_q'(\infty)$$

where

$$I_q(n) \equiv \int_0^1 \chi(\sigma_q(t)) dt$$

$$I_q'(n) \equiv \int_0^1 \chi(\sigma_q(t)) \cdot \hat{\tau}_q dt$$

for $n = 0, 1, 2$. Note that the transition between the coupling integrals over any of the basis functions considered here is seamless and that it is reduced to the proper choice of the constants $\{A_i, B_i\}$ in the formulation. In addition, the generality of the transverse boundary condition is still preserved in (23).

### V. SOME LATERAL BOUNDARY CONDITIONS

The solution of the coupling integrals presented so far is subject to the election of appropriate boundary conditions, or equiv-
ally, to the substitution of pertinent scalar potential functions in (25). In this section, we will obtain the solution to these integrals, and therefore to any coupling integrals using subsectional basis functions, in three practical boundary conditions, namely boundaries with rectangular and circular perfect electric conductor and a 2-D periodic boundary condition. In the following developments, the scale factor $\xi_i = \left[ \int_{\Omega} \chi_i \chi_i^* dS \right]^{-1/2}$ is used as normalization of each $i$th mode.

### A. Rectangular Perfect Electric Conductor

Substituting the expressions for the $i$th rectangular mode [16] into (25) and after some simple manipulations we obtain

\[
I_{i,q}(n) = \frac{\xi_i}{2} \left[ \int_0^1 t^n \cos \Delta q dt \pm \int_0^1 t^n \cos \Sigma_q dt \right] \tag{26a}
\]

\[
I'_{i,q}(n) = -\frac{\xi_i}{2} \left[ (\mathbf{k} \cdot \hat{n}_q) \int_0^1 t^n \sin \Delta q dt \pm \int_0^1 t^n \sin \Sigma_q dt \right] \tag{26b}
\]

where $n = 0, 1$ and $\Sigma_q, \Delta_q$ are

\[
\Sigma = k_m x + k_n y = \mathbf{k} \cdot \mathbf{r}
\]

\[
\Delta = k_m x - k_n y = \mathbf{k} \cdot \mathbf{r}
\]

evaluated on the $q$th side according to (21) (i.e., with $\mathbf{r} = \mathbf{P}_q + \mathbf{L}_q t$).

### B. Circular Perfect Electric Conductor

The integrals (25) are transformed using the circular mode expressions in [16] in conjunction with the cylindrical to cartesian transformation presented in [23] that approximates

\[
\chi_i \propto J_m(\kappa r) \exp(jm\phi) \approx \frac{j^n}{N} \sum_{l=0}^{N-1} \exp \left( j \frac{2\pi n l}{N} \right) \cdot \exp(-j\kappa l \mathbf{T}_l \cdot \mathbf{r}) \tag{27}
\]

where

\[
\mathbf{T}_l \cdot \mathbf{r} = x \cos \frac{2\pi l}{N} + y \sin \frac{2\pi l}{N}
\]

and $N - 1 > \kappa l + N_0$ with $N_0$ being a small integer. The final expressions for (25) are

\[
I_{i,q}(n) = \frac{j^n \xi_i}{N} \sum_{l=0}^{N-1} \exp \left[ j \left( \frac{2\pi n l}{N} - \kappa \mathbf{T}_l \cdot \mathbf{P}_q \right) \right]
\]

\[
\times \left\{ \begin{array}{ll}
\int_0^1 t^n \exp(-j\kappa t \mathbf{T}_l \cdot \mathbf{L}_q) dt & \text{for } l \neq 0 \\
\int_0^1 t^n \exp(-j\kappa t \mathbf{T}_l \cdot \mathbf{L}_q) dt & \text{for } l = 0
\end{array} \right. \tag{28}
\]

for $n = 0, 1$.

### C. General Periodic Lattice

Let us consider a periodic structure with translation vectors in the direct and reciprocal lattices [24] given by

\[
\mathbf{\rho}_{mn} = m \mathbf{a}_1 + n \mathbf{a}_2
\]

and

\[
\mathbf{k}_{mn} = m \mathbf{k}_1 + n \mathbf{k}_2
\]

\[
= \frac{2 m \pi}{a_1} \hat{x} + \left( \frac{2 n \pi}{a_2 \sin \alpha} - \frac{2 m \pi}{a_1 \tan \alpha} \right) \hat{y}
\]

respectively. The structure is illuminated with an arbitrary polarized plane wave impinging with angles $(\theta, \phi)$ and

\[
\mathbf{k} = k \sin \theta \cos \phi \hat{x} + k \sin \theta \sin \phi \hat{y}
\]

where $k = \sqrt{\mu \varepsilon}$ is the propagation constant. Equation (25) for the $i$th Floquet mode [17] can be expressed as

\[
I_{i,q}(n) = \xi_i \exp(j\mathbf{k}_i \cdot \mathbf{P}_q) \int_0^1 t^n \exp(j\mathbf{k}_i \cdot \mathbf{L}_q) dt \tag{29a}
\]

\[
I'_{i,q}(n) = j\mathbf{k}_i \cdot \hat{n}_q I_{i,q}(n) \tag{29b}
\]

where $\mathbf{k}_i \equiv \mathbf{k}_{mn} = \mathbf{k}_{mn} - \mathbf{k}$ and $n = 0, 1, 2$.

The remaining integrals in (26), (28), and (29) have trivial analytic solution.

### VI. Numerical Examples

In the first two examples, represented in Fig. 3, we consider a planar strip conductor surrounded by two different transverse boundary conditions, namely a rectangular perfect electric conductor and periodic boundary condition. The first structure, in Fig. 3(a), is excited with the mode $TE_{01}$ of the rectangular waveguide. The return and insertion losses at $z = 0$ are computed using different methods and the results are compared in Fig. 4. Two simulations have been performed with the methods presented using different mesh schemes in each case.

The same structure has been also simulated with a different integral equation-based method described in [25] and an approach based on the mode matching/generalized transverse resonance technique [26]. The agreement between the two integral equation approaches is excellent while the differences arising...
as compared to the mode matching/generalized transverse resonance method are associated to the zero-thickness nature of the structure. The same planar strip is used as a unit cell in 2-D periodic structures embedded in multilayered media, are brought under the same frame. Once properly implemented, the technique does not introduce any computational overhead when compared with other standard integral equation–MoM approaches, while widely broadening the scope of solvable problems. Finally, the method has been validated with several numerical examples and the results compared against alternative approaches. This work also opens the door for obvious extensions, like the treatment of more general boundaries with planar or curved contours. This generalization should be easily integrated into the present framework and work towards this goal is under progress.

VII. CONCLUSIONS

We have presented a new integral equation–MoM formulation, based on modal expansion, for the EM modeling of laterally bounded planar structures in multilayered media. Essential to this method is the strategy used for the resolution of coupling integrals combining divergence conforming basis functions, with locally zero-curl and constant-charge, and modal functions derived from the transverse boundary problem. The coupling integrals have been first reduced to contour integrals in a general fashion. Then, these were specialized to linear subsectional basis functions over triangular or rectangular domains with a seamless transition between the two. An example of application showed solutions for three different boundary conditions. This technique avoids having a specific formulation for each type of problem. Instead, it offers a unified and versatile approach that, on the one hand eliminates redundancy in the formulation and on the other hand reduces each particular problem to the proper choice of constant coefficients or the evaluation of a few basic line integrals. In particular, seemingly different problems like discontinuities in circular waveguides and 2-D periodic structures embedded in multilayered media, are brought under the same frame. Once properly implemented, the technique does not introduce any computational overhead when compared with other standard integral equation–MoM approaches, while widely broadening the scope of solvable problems. Finally, the method has been validated with several numerical examples and the results compared against alternative approaches. This work also opens the door for obvious extensions, like the treatment of more general boundaries with planar or curved contours. This generalization should be easily integrated into the present framework and work towards this goal is under progress.
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