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## 1 Introduction

This paper is concerned with a classical problem in real-time scheduling. We are given $n$ tasks $\left(c_{1}, p_{1}\right), \ldots,\left(c_{n}, p_{n}\right)$, where each task is determined by a running time $c_{i}$ and a period $p_{i} \geq c_{i}$. Each task generates a job of length $c_{i}$ at each integer multiple of $p_{i}$ (starting at time 0 ), which has to be finished before the next job is released; the jobs have implicit deadlines, i.e., the deadlines are given by the periods themselves. A preemptive, static-priority schedule consists of a priority assignment to all tasks, such that jobs of higher priority always preempt jobs of lower priority.

Liu and Layland [LL73] have shown that the rate-monotonic schedule is optimal. Meaning that if there is any feasible priority assignment, then all jobs will meet their deadline if task $i$ has priority $1 / p_{i}$. This means that the computation of an optimal schedule is tractable. Still an important problem remains: Is there a polynomial algorithm which decides whether a task in this schedule is feasible, i.e., whether each job of a task finishes before its implicit deadline?

The response time of a task is the maximum amount of time that may elapse between the arrival of a job of this task and its completion. It was already shown in [LL73] that the time required by the first job of each task defines its response time. If $r_{j}$ denotes the response time of the task $\left(c_{j}, p_{j}\right)$, then the system is feasible, if and only if $r_{j} \leq p_{j}$ holds for each $j$. What is this number $r_{j}$ and how can it be computed?

Assume that the periods are ordered, i.e., $p_{1} \leq$ $p_{2} \leq \ldots \leq p_{n}$. The first job of task $\left(c_{j}, p_{j}\right)$ needs time $r_{j}$. While it is running, the $i$-th task, $i<j$,

[^0]interrupts this job $\left\lceil r_{j} / p_{i}\right\rceil$ many times and requires time $c_{i}$ at each interruption. Therefore, $r_{j}$ is the smallest non-negative value such that
\[

$$
\begin{equation*}
r_{j}=c+\sum_{i<j}\left\lceil\frac{r_{j}}{p_{i}}\right\rceil c_{i} \tag{1}
\end{equation*}
$$

\]

holds, see [JP86, LSD89]. Thus to test feasibility, it suffices to compute all response times and to check, whether $r_{i} \leq p_{i}$ holds for $i=1, \ldots, n$.

Now the question is, whether the smallest $r_{j}$ satisfying (1) can be found efficiently. Several authors write that "equations of this form do not lend themselves easily to analytical solution" [JP86, $\mathrm{ABD}^{+95]}$ which raises the suspicion that response-time calculation is difficult.

Our main result is a proof that this is indeed difficult. There does not exist a polynomial algorithm for computing the response time of a task in a given task-system, unless $\mathbf{P}=\mathbf{N P}$. If $\mathbf{P} \neq \mathbf{N P}$, there cannot even exist a constant approximation algorithm for response time computation. This also implies that there cannot be an efficient test for the feasibility of one task in a task system unless $\mathbf{P}=\mathbf{N P}$. If such a test would exist, we could apply it, together with binary search, to find the response time efficiently.

This result complements a recent result of Fisher and Baruah [FB05], who can guarantee feasibility of a task, or its infeasibility if the processor has speed $1+\varepsilon$ for any constant $\varepsilon>0$ in polynomial time. Our result shows that their algorithm is best possible in the sense that resource augmentation is indeed necessary for an efficient feasibility test which is based on response-time calculation.

## Proof method

The insight which leads to our hardness result is the fact that response-time calculation is related to simultaneous diophantine approximation, a classical problem from the geometry of numbers, see, e.g. [NZM91]. Here one is given $n$ rational numbers $\alpha_{1}, \ldots, \alpha_{n}$, a natural number $N \in \mathbb{N}$ and a rational error bound $\varepsilon>0$. The task is to find a natural number $1 \leq Q \leq N$ such that the distance of each $Q \cdot \alpha_{i}$ to its nearest integer is bounded by $\varepsilon$. In other words, we are searching for a natural number $Q$ such that

$$
\forall i:\left|Q \cdot \alpha_{i}-\left\lfloor Q \cdot \alpha_{i}\right\rceil\right| \leq \varepsilon
$$

where $\lfloor x\rceil$ denotes the nearest integer to $x$. Lagarias [Lag85] has shown that simultaneous diophantine approximation is NP-hard. Equation (1) reminds of diophantine approximation. However there are two main difficulties which prevent the immediate application of the result of Lagarias, apart from several minor adjustments.
i) Due to the rounding up in equation (1), we want to consider a variant of diophantine approximation in which we measure the distance of $Q \cdot \alpha_{i}$ to the nearest integer which is larger that $Q \cdot \alpha_{i}$, i.e., $\left\lceil Q \cdot \alpha_{i}\right\rceil$.
ii) The error in the classical simultaneous approximation has to be small for each individual $Q \cdot \alpha_{i}$, whereas equation (1) seems to accumulate the errors.

The following variant of simultaneous diophantine approximation, which we call directed simultaneous diophantine approximation incorporates these difficulties. This variant, plays also an important role in integer programming and combinatorial optimization, see, e.g. [HW97, HW02].

## DIRECTED DIOPHANTINE APPROXIMATION (DDA) <br> Given rational numbers $\alpha_{1}, \ldots \alpha_{n} \in \mathbb{Q}_{+}$and a rational number $\varepsilon>0$, find the smallest $k \in \mathbb{N}$ such that there exists a $Q \in\{1, \ldots, k\}$ with

$$
\sum_{i=1}^{n}\left(\left\lceil Q \cdot \alpha_{i}\right\rceil-Q \cdot \alpha_{i}\right) \leq k \cdot \varepsilon
$$

Here $Q$ denotes the solution of the problem, while $k$ gives its value. In the first part of this paper, we show that response-time computation can be reduced to DDA with an approximation preserving reduction with factor 2 . To explain this, we first formally describe the response-time problem.

Response Time Computation (RTC)
Given tasks $\left(c_{i}, p_{i}\right) \in \mathbb{Q}_{+}^{2}$ for $i=1, \ldots, n$, find the smallest $r \in \mathbb{Q}_{+}$, such that

$$
c+\sum_{i=1}^{n}\left\lceil\frac{r}{p_{i}}\right\rceil c_{i} \leq r
$$

Denote the optimum solutions of DDA and RTC by $O P T_{\mathrm{DDA}}$ and $O P T_{\mathrm{RTC}}$ respectively. We show that RTC $\leq_{2}$ DDA holds. More general a reduction $A \leq_{\gamma} B$ for optimization problems $A, B$ and a constant $\gamma \geq 1$ means, that the existence of a $\beta$-approximation algorithm for $B$ implies the existence of a $\gamma \cdot \beta$-approximation for any fixed $\beta \in \mathbb{N}$. Thus a chain of reductions $A_{1} \leq_{\gamma_{1}} \ldots \leq_{\gamma_{m-1}} A_{m}$ implies that if finding $O(1)$-approximations to $A_{m}$ is NP-hard, then the same holds for $A_{1}$.

The second part of this paper deals with a proof that there does not exist a polynomial algorithm which computes a solution to DDA of value $k^{*}$ with $k^{*} \leq \gamma \cdot O P T$ for any constant $\gamma \geq 1$. This establishes the main result of this paper, namely the fact that response time calculation is NP-hard and also that there does not exist a constant approximation algorithm for response-time calculation unless $\mathbf{P}=\mathbf{N P}$.

Apart from yielding a contribution to the theory of real-time scheduling, we think that the proof of inapproximability of DDA is of interest on its own.

## 2 DDA $\leq_{2}$ RTC

In this section we show the following result, which is the promised link of response time computation to directed diophantine approximation.

Theorem 1 (DDA $\leq_{2}$ RTC). If there exists a $\beta$ approximation algorithm for RTC for some $\beta \in \mathbb{N}$, then there exists a $2 \cdot \beta$-approximation algorithm for DDA.

The proof is a small sequence of reductions. The first problem that we introduce in this sequence is earliest idle time.

## Earliest Idle Time (Idle)

Given $n$ pairs of rational numbers $\left(c_{i}, p_{i}\right) \in$ $\mathbb{Q}_{+}^{2}, i=1, \ldots, n$ compute the minimum $r>0$ with

$$
\sum_{i=1}^{n}\left\lceil\frac{r}{p_{i}}\right\rceil c_{i} \leq r
$$

This $r$ can be understood as the first time at which the processor is idle.

Lemma 2 (IDLE $\leq_{1}$ RTC). For each $\beta \in \mathbb{N}$, if there exists a $\beta$-approximation algorithm for RTC, then there exists a $\beta$-approximation algorithm for IDLE.

Proof. Consider an instance of IDLE given by $\left(c_{i}, p_{i}\right), i=1, \ldots, n$. Clearly, we can scale all numbers by the least common multiple $D$ of all denominators to obtain integers. Since $r$ is a solution to the scaled instance if and only if $r / D$ is a solution of the original IDLE-instance, we can assume that $\left(c_{i}, p_{i}\right) \in \mathbb{N}^{2}$ for $i=1, \ldots, n$. Now define $P=\prod_{i=1}^{n} p_{i}$. Either there is no IDLE solution, then there is nothing to do, or $O P T_{\text {Idle }} \leq P$. Assume the latter one.

Consider the RTC-instance

$$
\min r \quad: \quad \delta+\sum_{i=1}^{n}\left\lceil\frac{r}{p_{i}}\right\rceil\left(c_{i}-\delta\right) \leq r
$$

where $\delta=1 /(2 \cdot n \cdot P)$. If $r$ is a solution to IDLE, then $r$ is clearly a solution to RTC.

On the other hand, let $r \leq P$ be a solution to RTC. We have

$$
\begin{aligned}
\sum_{i=1}^{n}\left\lceil\frac{r}{p_{i}}\right\rceil c_{i} & \leq r+\delta \cdot\left(\sum_{i=1}^{n}\left\lceil\frac{r}{p_{i}}\right\rceil-1\right) \\
& \leq r+1 / 2
\end{aligned}
$$

which shows that $\lceil r\rceil$ is a solution to IDLE and that $O P T_{\text {IdLE }}=\left\lceil O P T_{\text {RTC }}\right\rceil$ holds. Let $r^{*}$ be a solution to RTC with $r^{*} \leq \beta \cdot O P T_{\mathrm{RTC}}$. One has $\left\lceil r^{*}\right\rceil \leq$ $\left\lceil\beta \cdot O P T_{\mathrm{RTC}}\right\rceil \leq \beta \cdot O P T_{\text {IDLE }}$ since $\beta \in \mathbb{N}$ is an integer.

The next problem that we consider is a weighted version of directed diophantine approximation.

## Weighted Diophantine Approximation $\left(\mathrm{DDA}^{w}\right)$ <br> Given rational numbers $\alpha_{1}, \ldots, \alpha_{n} \in \mathbb{Q}_{+}$, weights $w_{1}, \ldots, w_{n} \in \mathbb{Q}_{+}$and a value of $\varepsilon>0$. Find the smallest $Q \in \mathbb{Q}+$ with <br> $$
\sum_{i=1}^{n} w_{i}\left(\left\lceil Q \alpha_{i}\right\rceil-Q \alpha_{i}\right) \leq \varepsilon \cdot Q
$$

Lemma 3. One has $\mathrm{DDA}^{w} \leq_{1}$ IDLE.
Proof. Consider an instance $\alpha_{1}, \ldots, \alpha_{n}, w_{1}, \ldots, w_{n}$ and $\varepsilon$ of DDA $^{w}$. We construct an instance of IDLE such that any $r \in \mathbb{Q}_{+}$is a solution to this instance of IDLE if and only if $r$ is a solution to the $\mathrm{DDA}^{w}$ instance.

To this end, choose periods $p_{i}:=\frac{1}{\alpha_{i}}$ and consider an $r \in \mathbb{Q}_{+}$which is a solution of $\mathrm{DDA}^{w}$, i.e., an $r$ satisfying

$$
\sum_{i=1}^{n} w_{i}\left(\left\lceil\frac{r}{p_{i}}\right\rceil-\frac{r}{p_{i}}\right) \leq \varepsilon r
$$

Rewriting this equation one obtains

$$
\sum_{i=1}^{n} w_{i}\left\lceil\frac{r}{p_{i}}\right\rceil \leq \underbrace{\left(\varepsilon+\sum_{i=1}^{n} \frac{w_{i}}{p_{i}}\right)}_{=: \delta}
$$

If we choose $c_{i}:=w_{i} / \delta$, then the expression is just

$$
\sum_{i=1}^{n}\left\lceil\frac{r}{p_{i}}\right\rceil c_{i} \leq r
$$

which shows that an $r$ is a feasible solution to $\mathrm{DDA}^{w}$ if and only if this $r$ is a feasible solution IDLE.

To complete the proof of Theorem 1 it remains to show the next lemma.

Lemma 4. One has $\mathrm{DDA} \leq_{2} \mathrm{DDA}^{w}$.
Proof. Suppose that there is a $\beta$-approximation algorithm for $\mathrm{DDA}^{w}$ and let $\alpha_{1}, \ldots, \alpha_{n}, \varepsilon$ define an instance of DDA. Consider now the instance of $\mathrm{DDA}^{w}$ with some $\varepsilon^{\prime}>0$, where we have additionally to the $\alpha_{i}$ above, an extra $\alpha_{0}=1$ and weights $w_{0}, \ldots, w_{n}$ with $w_{0}=M$ and $w_{i}=1$ for $i=1, \ldots, n$. Here $M$ is a large number which enforces any $\beta$-optimum solution to be an integer. This shows that there is a $\beta$-approximation algorithm for the problem

$$
\begin{equation*}
\min Q \in \mathbb{N}: \sum_{i=1}^{n}\left(\left\lceil Q \alpha_{i}\right\rceil-Q \alpha_{i}\right) \leq Q \cdot \varepsilon^{\prime} \tag{2}
\end{equation*}
$$

Consider now the following problem, which looks very similar to DDA

$$
\begin{equation*}
\min Q \in \mathbb{N}: \sum_{i=1}^{n}\left(\left\lceil Q \alpha_{i}\right\rceil-Q \alpha_{i}\right) \leq \varepsilon^{\prime \prime} \tag{3}
\end{equation*}
$$

for some $\varepsilon^{\prime \prime}>0$. Let $Q^{*}$ be an optimal solution of (3). We now show that we can use the $\beta$ approximation algorithm for (2) to find a $\widetilde{Q} \leq \beta \cdot Q^{*}$ which satisfies

$$
\sum_{i=1}^{n}\left(\left\lceil\widetilde{Q} \alpha_{i}\right\rceil-\widetilde{Q} \alpha_{i}\right) \leq 2 \cdot \beta \cdot \varepsilon^{\prime \prime}
$$

By trying out a polynomial number of candidates, we can assume to know a natural number $N \in \mathbb{N}$ with $N \geq Q^{*} \geq N / 2$. Let $\varepsilon^{\prime}=\varepsilon^{\prime \prime} /(N / 2)$, then

$$
\sum_{i=1}^{n}\left(\left\lceil Q^{*} \alpha_{i}\right\rceil-Q^{*} \alpha_{i}\right) \leq \varepsilon^{\prime \prime} \leq Q^{*} \cdot \varepsilon^{\prime}
$$

which shows that $Q^{*}$ is a solution of inequality (2). Now we compute a $\beta$-approximation $\widetilde{Q}$ of (2). Clearly $\widetilde{Q} \leq \beta \cdot Q^{*} \leq \beta \cdot N$ and thus

$$
\begin{equation*}
\sum_{i=1}^{n}\left(\left\lceil\widetilde{Q} \alpha_{i}\right\rceil-\widetilde{Q} \alpha_{i}\right) \leq \widetilde{Q} \cdot \varepsilon^{\prime} \leq 2 \cdot \beta \cdot \varepsilon^{\prime \prime} \tag{4}
\end{equation*}
$$

which is what we need.
Remember that we aim at a $2 \cdot \beta$-approximation algorithm for DDA which is
$\min k \in \mathbb{N}: \exists Q \in\{1, \ldots, k\}: \sum_{i=1}^{n}\left(\left\lceil Q \alpha_{i}\right\rceil-Q \alpha_{i}\right) \leq k \cdot \varepsilon$.
Let $\widetilde{Q}_{k}$ be the integer returned by the above described algorithm for approximating (3), where $\varepsilon^{\prime \prime}:=k \cdot \varepsilon$ and denote the optimum solution of (3) by $Q_{\underline{k}}^{*}$. With binary search, we can find a $k$ such that $\widetilde{Q}_{k}>\beta \cdot k$ and $\widetilde{Q}_{k+1} \leq \beta(k+1)$. Since $Q_{k}^{*}>k$, there does not exist a $Q \in\{1, \ldots, k\}$ such that

$$
\sum_{i=1}^{n}\left(\left\lceil Q \alpha_{i}\right\rceil-Q \alpha_{i}\right) \leq k \cdot \varepsilon
$$

holds. On the other hand, we have

$$
\sum_{i=1}^{n}\left(\left\lceil\widetilde{Q}_{k+1} \alpha_{i}\right\rceil-\widetilde{Q}_{k+1} \alpha_{i}\right) \leq 2 \cdot \beta \cdot(k+1) \cdot \varepsilon
$$

and $\widetilde{Q}_{k+1} \leq \beta \cdot(k+1)$ which shows that $\widetilde{Q}_{k+1}$ is a $2 \cdot \beta$-approximate solution of DDA.

Summarizing, we have already shown the reductions in Figure 1, implying that if computing an $O(1)$-approximation to DDA is NP-hard to obtain, then the same holds for response time computation. What now follows is the proof, that DDA is indeed hard to solve.

## 3 PIR $\leq_{2}$ DDA

In this section we show that DDA can be used to find the shortest, non-negative, integer vector in a hyperplane through the origin. More formally, we consider the following problem.

Directed Diophantine Approximation (DDA)
Given: $\alpha_{1}, \ldots \alpha_{n} \in \mathbb{Q}_{+}, \varepsilon>0$
Find: $\min k \in \mathbb{N}: \exists Q \in\{1, \ldots, k\}$ :
 $\left(\mathrm{DDA}^{w}\right)$
Given: $\alpha_{1}, \ldots, \alpha_{n}, w_{1}, \ldots, w_{n} \in \mathbb{Q}_{+}, \varepsilon>0$
Find: $\min Q \in \mathbb{Q}_{+}$:

$$
\sum_{i=1}^{n} w_{i}\left(\left\lceil Q \alpha_{i}\right\rceil-Q \alpha_{i}\right) \leq \varepsilon \cdot Q
$$

$$
\leq_{1}
$$

Earliest Idle Time (IdLE)
Given: $\left(c_{1}, p_{1}\right), \ldots,\left(c_{n}, p_{n}\right) \in \mathbb{Q}_{+}^{2}$
Find: $\min r>0$ :

$$
\sum_{i=1}^{n}\left\lceil\frac{r}{p_{i}}\right\rceil c_{i} \leq r
$$

Response Time Computation (RTC)
Given: $\left(c_{1}, p_{1}\right), \ldots,\left(c_{n}, p_{n}\right) \in \mathbb{Q}_{+}^{2}, c>0$
Find: $\min r \geq 0$ :

$$
c+\sum_{i=1}^{n}\left\lceil\frac{r}{p_{i}}\right\rceil c_{i} \leq r
$$

Figure 1: Overview over reductions, leading to DDA $\leq_{2}$ RTC

Positive Integer Relation (PIR)
Given a hyperplane $\sum_{i=1}^{n} a_{i} x_{i}=0$, find that vector $x \in \mathbb{Z}_{+}^{n} \backslash\{\mathbf{0}\}$ on the hyperplane, which minimizes $\|x\|_{1}=\sum_{i=1}^{n} x_{i}$.

The following proof is a modification of a proof of Lagarias [Lag85] used for giving a reduction from shortest integer relation w.r.t. $\ell_{\infty}$-norm to simultaneous diophantine approximation w.r.t. $\ell_{\infty^{-}}$ norm. Lagarias reduced shortest integer relation without the positiveness constraint to the classical diophantine approximation problem, where the rounding operation is the replacement with the nearest integer. Our problem PIR is an adaption of shortest integer relation which takes care of the fact that the rounding operation in DDA is the nearest larger integer. In fact we further adapt the proof of Lagarias such that it works for the accumulation of errors, i.e., for the $\ell_{1}$-norm. The proof of Lagarias was also used by [RS96] to show that simultaneous diophantine approximation is intractable w.r.t. approximations.

Let $[x]:=\lceil x\rceil-x$ be the distance of $x$ to the next larger integer. In case that $x \in \mathbb{Q}^{n}$ is a vector, we define $[x]:=\sum_{i=1}^{n}\left[x_{i}\right]$ to be the accumulated distance of the entries to the next larger integer.

Define $O P T_{\text {PIR }}$ to be the length $\left\|x^{*}\right\|_{1}$ of an optimal solution $x^{*}$ to PIR. For given $\varepsilon$ the number $O P T_{\mathrm{DDA}}$ denotes the smallest integer $k$ such that there is a $Q \in\{1, \ldots, k\}$ with $[Q \alpha] \leq k \varepsilon$. Using linear programming [Kha79] we can compute a fractional solution $x^{\prime} / D$ in the hyperplane $a^{T} x=0$ with $x^{\prime} \in \mathbb{Z}_{+}^{n}$ and $D \in \mathbb{N}$ (both of polynomial encoding size). Then $x^{\prime}$ is an (in general extremely bad) integer solution. However from now on, we need to consider only PIR solutions whose values are upperbounded by $\rho:=\left\|x^{\prime}\right\|$. The precise claim that we are going to show is as follows

Theorem 5. (PIR $\leq_{2}$ DDA). Given a PIR instance, there is a DDA instance such that a PIR solution of value $k \in \mathbb{N}$ implies the existence of a DDA solution of value at most $k \cdot N$, while a DDA solution of value $k N$ can be turned efficiently into a PIR solution of value $2 k$. Here, $N$ is a number, depending on the instance and $k \leq \rho$ with $\rho$ as defined above.

Clearly this theorem implies that $O P T_{\text {PIR }} \leq$ $O P T_{\mathrm{DDA}} / N \leq 2 \cdot O P T_{\text {PIR }}$ as well as that a $\beta$ approximation algorithm for DDA can be used to construct a $2 \beta$-approximation algorithm for PIR.

Denote $A:=\rho \sum\left|a_{j}\right|$. Choose different primes $p, q_{1}, \ldots, q_{n}$, such that $q_{1}, \ldots, q_{n}$ are sufficiently close to each other. More precisely we demand that

$$
\text { 1. } A<p^{R}<q_{1}^{T}<q_{2}^{T}<\ldots<q_{n}^{T}<2 \cdot q_{1}^{T}
$$

2. $p$ and all $q_{i}$ are co-prime to all $a_{j}$
3. $q_{1}^{T}>2 \rho n \cdot p^{R}$
for suitable choices of $R, T \in \mathbb{N}$.
It is shown in [Lag85, RS96] that such prime numbers (having even stronger properties) exist and can be computed in polynomial time. Furthermore the values of $R$ and $T$ are both bounded by a polynomial in the input size. For the sake of completeness the proof can be found in the appendix.

The following system of congruences appears already in [MA78] and is crucial for the reduction.

$$
\begin{array}{rll}
r_{j} & \equiv_{q_{i}^{T}} & 0 \forall i \neq j \\
r_{j} & \equiv_{p^{R}} & a_{j} \\
r_{j} & \not \equiv_{q_{j}} & 0 \tag{7}
\end{array}
$$

Since the moduli $q_{i}^{T}, p^{R}$ are co-prime there are solutions for $r_{j}$, by the Chinese Remainder Theorem, see e.g. [NZM91]. Choose the smallest possible solution for $r_{j}$.
There is also an efficient way to compute $r_{j}$. Define $B:=\prod_{j=1}^{n} q_{j}^{T}$, then the Chinese Remainder Theorem allows to compute some $r_{j}^{\prime} \leq p^{R} B / q_{j}^{T}$, which simultaneously solve (5) and (6). Then there are two possibilities: Either we have $r_{j}^{\prime} \not \equiv_{q_{j}} 0$, then $r_{j}:=r_{j}^{\prime}$ is a suitable choice. Otherwise we have $r_{j}:=r_{j}^{\prime}+p^{R} B / q_{j}^{T} \not \equiv_{q_{j}} 0$, while (5) and (6) still hold. In any case $r_{j} \leq 2 p^{R} B / q_{j}^{T}$.
We need the following observation
Lemma 6. The systems

$$
\begin{array}{ll}
\sum_{j=1}^{n} x_{j} a_{j}=0 & \sum_{j=1}^{n} x_{j} r_{j} \equiv_{p^{R} 0} 0 \\
x \in \mathbb{Z}_{+}^{n} & \text { and }
\end{array} \begin{array}{ll}
x \in \mathbb{Z}_{+}^{n} \\
\underbrace{1 \leq\|x\|_{1} \leq \rho}_{(I)}
\end{array} \quad \underbrace{1 \leq\|x\|_{1} \leq \rho}_{(I I)}, ~ l l
$$

have the same set of solutions.
Proof. Since $a_{j} \equiv_{p^{R}} r_{j}$, each solution $x$ for $(I)$ is a solution for (II). Vice versa, let $x$ be a solution for ( $I I$ ), thus $\sum_{j=1}^{n} x_{j} r_{j} \equiv_{p^{R}} 0$. Due to $a_{j} \equiv_{p^{R}} r_{j}$ congruence $\sum_{j=1}^{n} x_{j} a_{j} \equiv_{p^{R}} 0$ holds. But we have

$$
\left|\sum_{j=1}^{n} x_{j} a_{j}\right| \leq \underbrace{\underbrace{\|x\|_{1}}_{\leq \rho} \cdot \sum_{j=1}^{n}\left|a_{j}\right|}_{\leq A}<p^{R}
$$

thus $\sum_{j=1}^{n} x_{j} a_{j}=0$. We conclude that $x$ solves (I).

Basically this lemma allows us, to replace each $a_{j}$ by a value $r_{j}$, having additional properties. This procedure will pay off later.

By $r_{j}^{*} \in \mathbb{Z}_{q_{j}^{T}}$ we denote the unique value s.t. $r_{j}$. $r_{j}^{*} \equiv{ }_{q_{j}^{T}}-1$ (this must exist since $r_{j} \not \equiv_{q_{j}} 0$ implies that $\operatorname{gcd}\left(r_{j}, q_{j}^{T}\right)=1$ ). Define $N:=\sum_{j=1}^{n} r_{j}$, then the DDA-instance for the reduction is

$$
\begin{aligned}
\alpha_{0} & :=\frac{1}{p^{R}} \\
\alpha_{j} & :=\frac{r_{j}^{*}}{q_{j}^{T}} \forall j=1, \ldots, n \\
\varepsilon & :=\frac{1}{N q_{1}^{T}} .
\end{aligned}
$$

To give some intuition behind this system: Since all $q_{j}^{T}$ are co-prime, there is a one-to-one correspondence between solutions $x$ and good diophantine approximations $Q$. We will see that $x$ lies on the hyperplane $a^{T} x=0$ if and only if the correspond$\operatorname{ing} Q$ is a multiple of $p^{R}$. Moreover the distance of $Q \alpha_{j}$ to the next larger integer will be proportional to $x_{j}$.

Theorem 7. If there exists an $x \in \mathbb{Z}_{+}^{n} \backslash\{0\}$ with $a^{T} x=0$ and $\|x\|_{1}=k$, then one has $O P T_{\mathrm{DDA}} \leq$ $k \cdot N$.

Proof. Let $x \in \mathbb{Z}_{+}^{n} \backslash\{\mathbf{0}\}$ be that PIR solution with $k:=\|x\|_{1}=O P T_{\text {PIR }}$. It suffices to prove the existence of a $Q \in\{1, \ldots, k \cdot N\}$ with $[Q \alpha] \leq k / q_{1}^{T}=$ $k N \cdot \varepsilon$. We choose $Q:=\sum_{j=1}^{n} \underbrace{x_{j}}_{\geq 0} \underbrace{r_{j}}_{>0}>0$. Clearly one has

$$
Q=\sum_{j=1}^{n} x_{j} \cdot r_{j} \leq\|x\|_{1} \cdot N=k \cdot N
$$

thus $Q$ is within the feasible bounds. It remains to show that $Q \alpha$ gives a good approximation. Note that

$$
\left[Q \alpha_{0}\right]=\left[\frac{\sum_{j=1}^{n} x_{j} r_{j}}{p^{R}}\right]=0
$$

due to the reason that $a^{T} x=0$ and therefore $\sum_{j=1}^{n} r_{j} x_{j} \equiv_{p^{R}} 0$ (see Lemma 6). Furthermore we derive that

$$
\begin{aligned}
{[Q \alpha] } & =\underbrace{\left[Q \alpha_{0}\right]}_{=0}+\sum_{i=1}^{n}\left[Q \alpha_{i}\right]=\sum_{i=1}^{n}\left[r_{i}^{*} \frac{\sum_{j=1}^{n} x_{j} \cdot r_{j}}{q_{i}^{T}}\right] \\
& =\sum_{i=1}^{n}\left[\frac{x_{i} r_{i} r_{i}^{*}}{q_{i}^{T}}\right] \stackrel{0 \leq x_{i} \ll q_{i}^{T}}{=} \sum_{i=1}^{n} \frac{x_{i}}{q_{i}^{T}} \leq \frac{k}{q_{1}^{T}}
\end{aligned}
$$

using that $r_{j} \equiv_{q_{i}^{T}} 0$ for $i \neq j$ and $r_{i} \cdot r_{i}^{*} \equiv_{q_{i}^{T}}-1$. The claim then follows.

Next, we show the reverse direction.
Theorem 8. Given a DDA solution $Q$ of value $k N$ for $k \in \mathbb{N}$, one can efficiently derive a PIR solution of cost at most $2 k$.

Proof. Suppose there is a number $Q \in\{1, \ldots, k N\}$ with $[Q \alpha] \leq \varepsilon k N=\frac{k}{q_{1}^{T}}$, then we have to show the existence of an integer vector $x \geq 0$ with $a^{T} x=0$ and $1 \leq\|x\|_{1} \leq 2 k$. Since we already know a PIR solution of cost $\rho$, we may suppose that $k \leq \rho / 2$. Assume for contradiction, that $Q$ is not a multiple of $p^{R}$, then

$$
[Q \alpha] \geq\left[Q \alpha_{0}\right]=\left[\frac{Q}{p^{R}}\right] \geq \frac{1}{p^{R}} \stackrel{q_{1}^{T}>\rho \cdot p^{R} \geq k p^{R}}{>} \frac{k}{q_{1}^{T}}
$$

Thus it follows that $Q \equiv_{p^{R}} 0$.
Compute $\hat{x}_{j}:=Q \cdot\left(-r_{j}^{*}\right) \bmod q_{j}^{T}$ (such that $0 \leq$ $\hat{x}_{j}<q_{j}^{T}$ ). We will show that since $Q$ yields a good approximation to $\alpha$, the vector $\hat{x}$ is a short vector on the hyperplane $a^{T} x=0$. Using $q_{i}^{T}<2 q_{1}^{T}$ for $i=1, \ldots, n$ we obtain

$$
\begin{aligned}
\frac{\|\hat{x}\|_{1}}{q_{1}^{T}} & \leq 2 \sum_{j=1}^{n} \frac{\hat{x}_{j}}{q_{j}^{T}} \\
& =2 \sum_{j=1}^{n}\left[\frac{-\hat{x}_{j}}{q_{j}^{T}}\right] \\
& =2 \sum_{j=1}^{n}\left[\frac{Q \cdot r_{j}^{*}}{q_{j}^{T}}\right] \\
& =2[Q \alpha] \\
& \leq \frac{2 k}{q_{1}^{T}}
\end{aligned}
$$

thus in fact the candidate solution $\hat{x}$ is short: $\|\hat{x}\|_{1} \leq 2 k$.

It remains to show, that $\hat{x}$ lies on the hyperplane $a^{T} x=0$. Multiplying equation $Q \cdot\left(-r_{j}^{*}\right) \equiv_{q_{j}^{T}} \hat{x}_{j}$ with $r_{j}$ yields

$$
Q \equiv \equiv_{q_{j}^{T}} Q\left(-r_{j}^{*}\right) r_{j} \equiv_{q_{j}^{T}} \hat{x}_{j} r_{j}
$$

Recall that $B=\prod_{j=1}^{n} q_{j}^{T}$. See the following implication

$$
\left[\begin{array}{llll}
Q & \equiv_{q_{j}^{T}} & \hat{x}_{j} r_{j} & \forall j \\
0 & \equiv_{q_{i}^{T}} & \hat{x}_{j} r_{j} & \forall i \neq j
\end{array}\right] \Rightarrow\left[Q \equiv_{B} \sum_{j=1}^{n} \hat{x}_{j} r_{j}\right]
$$

Next, we need to compare $Q$ and $B$. Plugging in the bound on $r_{j}$ we derive

$$
N=\sum_{j=1}^{n} r_{j} \leq \sum_{j=1}^{n} \frac{2 p^{R} B}{q_{j}^{T}} \leq \frac{2 n p^{R} B}{q_{1}^{T}}<\frac{B}{\rho} \leq \frac{B}{k}
$$

thus $Q \leq k \cdot N<B$. Furthermore

$$
\sum_{j=1}^{n} \hat{x}_{j} r_{j} \leq \underbrace{\max _{j=1, \ldots, n} \hat{x}_{j}}_{\leq k} \cdot \underbrace{\sum_{j=1}^{n} r_{j}}_{=N}<B
$$

But then $Q=\sum_{j=1}^{n} \hat{x}_{j} r_{j}$ holds (not only $\equiv_{B}$ ). Clearly

$$
0 \equiv_{p^{R}} Q \equiv_{p^{R}} \sum_{j=1}^{n} \hat{x}_{j} r_{j}
$$

thus $\hat{x}$ is a solution of $(I I)$ (recall that $\|\hat{x}\|_{1} \leq k \leq$ $\rho$ ) and due to Lemma 6 also for $(I)$. To see that $\hat{x} \neq \mathbf{0}$, note that otherwise $Q=\sum_{j=1}^{n} 0 \cdot r_{j}=0$, contradicting $Q>0$.

## 4 -Set Cover $\leq_{2}$ PIR

Recall that $k$-SET COVER is the well-known SET COVER problem with the additional constraint, that the cardinality of all sets is bounded by a constant $k$.

$$
\begin{aligned}
& k \text {-SET COVER } \\
& \text { Given sets } S_{1}, \ldots, S_{n} \text { with cardinality }\left|S_{i}\right| \leq k \\
& \text { for } i=1, \ldots, n \text { over a ground set } U=\bigcup_{i=1}^{n} S_{i}, \\
& \text { find } \min \left\{|I| \mid \bigcup_{i \in I} S_{i}=U\right\}
\end{aligned}
$$

In this section we convey the known inapproximability results for $k$-SET COVER to PIR. Trevisan [Tre01] observed that

Unless NP $=\mathbf{P}$, there is a universal constant $c$, such that each fixed $k$, $k$-SET COVER cannot be approximated within a factor of $\ln k-c \ln \ln k$. This is an implicit result of the proof in [Fei98].

Theorem 9. For any fixed $k \in \mathbb{N}$ one has $k$-SET COVER $\leq_{2}$ PIR.

Proof. Kannan [Kan83] showed that given a subspace $A x=0$, one can easily find a vector $a \in \mathbb{Z}^{n}$ whose encoding size is polynomial (in $\log \mu$ and the encoding size of the matrix $A$ ), such that
$B_{\mu} \cap\left\{x \in \mathbb{Z}^{n} \mid A x=\mathbf{0}\right\}=B_{\mu} \cap\left\{x \in \mathbb{Z}^{n} \mid a^{T} x=0\right\}$
(here $B_{\mu}$ denotes the ball of radius $\mu$ around the origin). Thus we may assume to have some $\beta$ approximation algorithm for finding short nonnegative integer vectors in a subspace (which is not a hyperplane). In fact a choice of $\mu=\beta n$ suffices for our reduction from $k$-SET COVER. Given a constant $k$, a $k$-SET COVER instance consists of
sets $S_{1}, \ldots, S_{n} \subseteq U$ with $\bigcup_{i=1}^{n} S_{i}=U$ and $\left|S_{i}\right| \leq k$, $|U|=m$. We call a family of sets complete, if for sets $S_{i}$ all subsets $S \subseteq S_{i}$ are also contained in the instance. After adding at most $2^{k} n=O(n)$ sets we may assume that the instance is complete. Of course this does not change the minimal number $O P T_{S C}$ of sets, needed to cover $U$. Moreover any solution for the complete instance can be turned into a solution for the original instance which has at most of the same cost. This can be done by replacing each "artificial" set in the solution by the corresponding superset.

Consider the set of all solutions $(x, y) \in\left(\mathbb{Z}_{+}^{n} \times\right.$ $\left.\mathbb{Z}_{+}\right) \backslash\{\mathbf{0}\}$ in the subspace

$$
x_{1} \cdot \chi\left(S_{1}\right)+\ldots+x_{n} \cdot \chi\left(S_{n}\right)=y \cdot \mathbf{1}
$$

where $\chi\left(S_{i}\right)$ denotes the characteristic vector of $S_{i}$. We need to show two claims
(1) If there is a solution of cost $\alpha$ for $k$-SET COVER, then there is a solution of cost at most $2 \alpha$ for PIR.
(2) From a PIR solution of cost $\alpha$ one can efficiently derive a cheaper $k$-SET COVER solution.

We begin by showing (1). Let $I \subseteq\{1, \ldots, n\}$ be a $k$-SET COVER solution. Since the instance is complete, we may assume that each element in $U$ is covered exactly once in $\bigcup_{i \in I} S_{i}$. Denote $\alpha:=|I|$. Then

$$
x_{i}=\left\{\begin{array}{ll}
1 & \text { if } i \in I \\
0 & \text { otherwise }
\end{array} \quad \text { and } \quad y=1\right.
$$

is a feasible PIR solution of cost $\alpha+1 \leq 2 \alpha$.
For (2), let ( $x, y$ ) be any PIR instance of $\operatorname{cost} \alpha=$ $y+\sum_{i=1}^{n} x_{i}$. Since we have a nontrivial solution and all characteristic vectors are non-negative, we must have $y \geq 1$. Then $I:=\left\{i \mid x_{i} \geq 1\right\}$ is clearly a $k$-SET COVER solution of cost $|I| \leq \sum_{i=1}^{n} x_{i} \leq \alpha$. This shows the claim.

To keep polynomiality one can choose $k=\log n$, deriving that PIR cannot be approximated within a factor of $\log \log n-c \log \log \log n$.

Note that for all integer linear programs with only a constant number of equations an optimum solution can be found in pseudo-polynomial time, thus the same holds for PIR. In that sense the last result is remarkable, since such problems often admit an FPTAS.

The above proof yields the last building block for proving inapproximability of DDA, see Figure 2 for an overview.


Figure 2: Overview over 2nd part of reductions

Note that the related shortest integer relation cannot be approximated within a factor of $2^{\log ^{0.5-\gamma} n}$ in the $\ell_{\infty}$-norm for any $\gamma>0$, unless $\mathbf{N P} \subseteq \mathbf{D T I M E}\left(n^{\text {polylog(n)}}\right)$ [RS98]. On the other hand shortest integer relation can be approximated within a factor of $\sqrt{n} \cdot 2^{n / 2}$ using the famous LLLalgorithm [LLL82]. No such result is known for PIR, thus the following question arises.

Is there a $2^{p(n)}$-approximation algorithm for PIR for some polynomial $p$ ?

## 5 Conclusions and open question

We showed that response time computation for Rate-monotonic, preemptive scheduling is NPhard. However, what we did not show is that the feasibility test itself is NP-hard. The problem is that although it is NP-hard to decide, whether all jobs of a given task meet its deadlines, it might be the case for some of the constructed instances, that prior tasks are obviously infeasible. In fact, what one has to do is to design a suitable instance, for which all but the last task are clearly feasible.

Moreover the utilization of the instances designed in the reduction have utilizations, very close to one. The question arises, whether the response time can be computed in polynomial time, if the utilization is upper bounded by $1-\varepsilon$ for any constant $\varepsilon>0$.
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## Appendix

We still have to show that suitable prime numbers for the reduction PIR $\leq_{2}$ DDA exist and that they can be found in polynomial time. The proof follows closely [RS96].

Lemma 10. Let $m$ be the encoding size of the PIR instance and let $\rho$ be a value, whose encoding length is bounded by a polynomial in $m$. One can find different primes $p, q_{1}, \ldots, q_{n}$ as well as natural numbers $R$ and $T$ in polynomial time, such that

$$
\begin{aligned}
& \text { 1. } A:=\rho \sum\left|a_{j}\right|<p^{R}<q_{1}^{T}<q_{2}^{T}<\ldots<q_{n}^{T}< \\
& 2 \cdot q_{1}^{T}
\end{aligned}
$$

2. $p$ and all $q_{i}$ are co-prime to all $a_{j}$
3. $q_{1}^{T}>2 \rho n \cdot p^{R}$
4. $T, R, p, q_{1}, \ldots, q_{n}$ are bounded by a polynomial in $m$.

Proof. The number of different prime factors appearing in some $a_{j}$ is clearly bounded by $m$. Due to the prime number theorem, see, e.g. [NZM91], the first $m+1$ prime numbers can be computed in polynomial time by testing the first $O(m \log (m))$ natural numbers. Choose $p$ among these primes, s.t. $\operatorname{gcd}\left(p, a_{j}\right)=1$ for $i=1, \ldots, n$. Compute the smallest $R$ and $T$ (for example using binary search) such that $p^{R}>A$ as well as $2^{T}>2 \rho n \cdot p^{R}$ and $T \geq m$. Clearly both, $R$ and $T$ are polynomially bounded in $m$. It remains to find prime numbers $q_{1}, \ldots, q_{n}$, which are sufficiently close to each other. Fortunately, we may use a very deep result in number theory at this point.

Theorem 11. [HBI79, HB88] For each $\delta>\frac{11}{20}$ there exists a constant $c_{\delta}$ such that for all $z>c_{\delta}$ the interval $\left[z, z^{\delta}\right]$ contains a prime.

Consider an arbitrary $i \in\left\{0, \ldots, T^{2}-1\right\}$. Choose $\delta=\frac{3}{5}$ then for sufficiently large $m$, there is a prime between each $z:=T^{20}+i(2 T)^{12}$ and $z+z^{\delta}$ with

$$
z^{\delta} \leq\left(T^{20}+i(2 T)^{12}\right)^{3 / 5}<\left((2 T)^{20}\right)^{3 / 5}=(2 T)^{12}
$$

Thus there must be a prime in each interval $\left[T^{20}+\right.$ $i(2 T)^{12}, T^{20}+(i+1)(2 T)^{12}[$. Since $T$ is polynomially bounded, we can compute $m+n+1 \leq$ $T^{2}$ distinct primes from $\left[T^{20}, T^{20}+T^{2}(2 T)^{12}\right] \subseteq$ $\left[T^{20}, T^{20}+T^{15}\right]$. Select $n$ of these primes, which are co-prime to $p$ and all $a_{j}$ and denote them by $q_{1}, \ldots, q_{n}$. Using $1+x \leq e^{x}$ for $x \in \mathbb{R}$ we obtain

$$
\frac{q_{n}^{T}}{q_{1}^{T}} \leq\left(\frac{T^{20}+T^{15}}{T^{20}}\right)^{T} \leq\left(1+\frac{1}{T^{5}}\right)^{T} \leq e^{T / T^{5}}<2
$$

The claim then follows.
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