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Introduction 
The threat of intolerable divertor damage in ITER and future tokamak reactors caused by edge 
localized modes (ELMs) has lately made their transport in the scrape-off layer (SOL) the 
subject of considerable research activity [1]. This contribution describes work which builds on 
the recent first successful attempts at modelling the inter-ELM phase of TCV Type III 
ELMing ohmic H-modes using the coupled fluid-Monte Carlo SOLPS5 code [2]. These 
simulations have now been extended to include a time dependent model, allowing ELMs to be 
described. Compared with the larger Type I ELMs commonly studied elsewhere, the Type III 
ELM that will be discussed here is a small event in terms of stored energy loss (∆WELM/W ~ 
2%) and absolute energy (∆WELM ~ few 100 J). It is therefore perhaps more appropriate to the 
necessarily fluid approximation required for a description with SOLPS5 code. Here the 
emphasis will be on matching upstream Thomson Scattering (TS) measurements of the Te and 
ne profile evolution during the ELM cycle and comparing with particle fluxes at the outer 
divertor target from Langmuir probe (LP) measurements on the ELM timescale. 
  
Experiment  
Typical single null lower (SNL) ohmic Type III ELMing H-mode discharges at TCV have 
plasma current in the range Ip = 350 - 430 kA, en ~ 5 x 1019 m-3 (n/nGW ~ 0.3) and ~1s steady-
state ELMing phases with fELM which can vary from 100-200 Hz, and where each ELM 
exhausts typically ~0.5 kJ of plasma stored energy (Wdia ~ 20 kJ for these plasmas). More 
details can be found in [2]. Unfortunately since not all required diagnostics are available at the 
required time resolution in any given shot, signals from discharges have been combined for 
comparisons with the simulations. The target discharge #26730 has been used to simulate the 
inter-ELM pedestal and SOL plasma (see [2]) using coherently averaged upstream core and 
edge Thomson Scattering (TS) data. In this paper, TS data from the very similar discharge 
#26393 is used to benefit from the  fast consecutive pulsing of the TS lasers which allows two 
pedestal profiles to be measured in quick succession (~ 1 ms) during the same ELM (see [3] 
and Fig. 1 a) below).    
 
Time-dependent simulation of the ELM  
There is currently no convincing ELM model describing how energy released from the edge 
pedestal is transferred to the divertor targets. It is likely, though not yet proven, that the 
mechanism involves a magnetic reconnection process by which hot pedestal plasma on closed 
field lines can reach the targets via parallel transport. In SOLPS5, the only method currently 
available to simulate this process is to increase the diffusive heat and particle transport 



coefficients used to simulate the pre-ELM state for the ELM duration, tELM, such that the total 
energy expelled during this time is compatible with that measured experimentally. Assuming 
no velocity pinch term, this may be expressed  approximately as  

 
 

with AELM the separatrix area over which the ELM is released. Here a Gaussian poloidal 
distribution centred on the outside midplane has been applied and different multiplying 
factors of the pre-ELM transport coefficients D⊥, χ⊥ chosen such that EELM approximately 
matches the measured ∆WELM for a typical ELM in the discharge. In addition to the 
magnitude increase, the shape of the D⊥ and χe,i profiles must also be modified compared with 
the pre-ELM values to account for the collapse of the edge transport barrier (ETB) and 
provide the best match to TS and target LP data. Time-dependent ELM simulations require 
the Monte-Carlo neutral code (EIRENE) to be run with time steps, dt equivalent to those of 
the fluid code (B2.5) to avoid artificial compression of the neutral timescale [4]. Here, dt = 
10-6 s has been chosen, providing 100 points during the ELM. Thus far only a single ELM 
cycle has been simulated, covering a total time of 400 µs, with 100 µs before and 200 µs 
after. All charge states of carbon are included in these simulations and no drift terms are 
activated. Heat flux limiters are set at 10 for ions and 0.3 for electrons, unchanged through the 
ELM cycle. 

Results and comparison with experiment 
 
Fig. 1 a) compares pedestal and target profiles from experiment and simulation in the pre-
ELM phase and after the ELM crash when the pedestal has relaxed. From experiment, a 
coherent average of the stored energy derived from a diamagnetic loop over 40 ELMs during 
the stationary phase of the discharge yields ∆WELM ~ 600 J (2.5% of total plasma stored 
energy). For the ELM duration, a value of tELM ~ 100 µs is estimated from the phase of 
turbulent activity on Mirnov coils located on the outboard midplane wall. Assuming AELM ~ 
1.5 m2, D⊥ and χe,i are increased across the whole radial profile from pedestal top to edge of 
the simulation grid in the SOL such that the expelled energy in the simulation is 620 J, close 
to the experimental value. Of this 620 J SOLPS5 finds 55% of it at the divertor targets. 
Upstream, the experimental profiles show a larger drop in ne than Te at the pedestal top (a 
feature which is even more pronounced in the coherently averaged TS profiles shown in [3]), 
indicating that this ELM is more convective than conductive (i.e. that <Te,ped>∆ne,ped exceeds 
<ne,ped>∆Te,ped in the contribution to ∆WELM).  For this reason D⊥ has been increased more 
during the ELM than χe,i in the simulation. In fact, D⊥ is increased everywhere by 100 times, 
with χe,i being increased mostly in the pedestal region (by a factor 10) and only by ~factor 2 in 
the SOL. 
At the outer target SOLPS5 ELM and pre-ELM profiles are compared in Fig. 1 b) with 
coherently averaged data (40 ELMs between t = 0.6 and 0.8 s) for the ion particle fluxes (the 
ion saturation fluxes to tile embedded LPs). Measurements of Te at the target are not possible 
on the ELM timescale and so only SOLPS5 results are shown in this case. Similarly, although 
fast surface power fluxes are now becoming available on TCV [5], there are no measurements 
for the particular discharge type described here. The SOLPS5 power flux profile in Fig. 1 b) 
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has been computed assuming a sheath heat transmission factor of γ = 7.5. Agreement with 
experimental particle fluxes is fair in magnitude (~ factor 2) and good in profile shape. The 
peak target electron temperatures in Fig. 1b are high, similar to the pedestal values and 
considerably higher (~ factor 3) than the very approximate estimates made in [6] on the basis 
of coherent averaging and combination of LP signals. Only when IR data become available 
will it be possible to further benchmark these SOLPS5 results involving particle energy and 
not simply flux. 
Fig.2 describes the simulated time dependence of the upstream and downstream separatrix Ti, 
Te and the strike point perpendicular power flux density. As mentioned above, there is very 
little drop in Te along the ~18 m of parallel connection length from upstream to target. 
However, Ti decreases about 4.5 times from midplane to the target, indicating strong ion 
cooling. The time evolution of Te, Ti and power flux at the target is quite similar to that 
reported from 1D kinetic particle-in-cell (PIC) simulations of ELM parallel heat propagation 
[7,8]. In common with the PIC simulations, the target power flux rises on the ion and not the 
electron timescale.  Beyond tELM, there is an abrupt decrease in Te on the 1 µs timescale (the 
approximate electron thermal transit time from upstream to pedestal). Some 10 µs later, Ti 
begins to fall. This is significantly faster than expected on the basis of ion sonic transit time 
(~L||/cs ~ 150 µs).  Strong e-i collisional coupling and the possibility of Monte-Carlo noise in 
the neutral simulations maybe responsible for some of this discrepancy. Studies are underway 
to investigate this.  It is notable however that Ti at the target rises on a much slower timescale 
than its increase at the ELM onset. 

Conclusion 

Time dependent simulations of TCV ELMs have begun with SOLPS5.  Preliminary results 
are encouraging in terms of absolute agreement with experimental upstream and target 
measurements, but more work is required to understand discrepancies in the time evolution of 
target electron and ion temperatures. The ELM is inherently a kinetic event and simulations 
with the BIT1 code [7] are planned for these TCV ELMs in order to provide comparison with 
the fluid simulations.  
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Fig.1: a) Upstream ne, Te profiles from SOLPS and TS (#26393) measured  before and after ELM (TS 

data extracted from [4]) and transport coefficients D, χe,i used in SOLPS for pre-ELM and ELM. The inset 

shows the TCV equilibrium reconstruction appropriate to the shot described here.  b) Pre-ELM and ELM 

outer  target profiles of jsat from SOLPS compared with jsat  from LPs (#26730) and Te and Γperp  from 

SOLPS 

 

 Fig.2: Time evolution of the upstream and 

outer target separatrix SOLPS Te, Ti and 

outer strike point perpendicular power flux 

density through the simulated ELM cycle. 


