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Molecular dynamics (MD) simulations have increasingly contributed to the understanding of biomolecular processes, allowing for predictions of thermodynamic and structural properties. Unfortunately, the holy grail of protein structure prediction was soon found to be severely hampered by the very rugged free energy surface of proteins, with small relative free energies separating native, folded protein conformations from unfolded states. These multiple minima frequently trap present-day protein MD simulations permanently. In order to allow the simulation to escape minima and explore wider portions of conformational space, enhanced sampling techniques were developed. One of the most popular ones, replica exchange molecular dynamics (REMD), is based on multiple parallel MD simulations that are performed with replicas of a system at increasing temperatures $T_1, T_2, \text{etc.}$ Periodic Monte Carlo exchange moves are attempted, aiming to allow conformations to exchange temperature ensembles with a probability that depends on their potential energy and temperature difference. Thus, conformations are simulated at all temperatures and escape local minima with the kinetic energy provided at higher temperatures, while Boltzmann distributions are generated at all temperatures.

REMD has been successful in ab initio folding of a variety of small peptides and proteins (up to 20-30 residues). However, with larger proteins, the overlap of potential energy distributions diminishes, since the potential energy and its fluctuation scale with $f k_B T$, respectively with $\sqrt{f k_B T}$, where $f$ is the number of degrees of freedom of the system, $k_B$ Boltzmann’s constant and $T$ the temperature. Consequently, the related Monte Carlo exchange probability and number of exchanges in a simulation are also diminished. This is generally compensated by choosing smaller temperature intervals between replicas and thereby increasing the number of necessary replicas (as well as the computational cost of the simulation) to cover a given temperature range. An additional problem relates to explicit solvent simulations, in which solvent to solvent interactions account for the largest part of the total potential energy. Consequently, explicit solvent REMD simulations almost exclusively sample solvent degrees of freedom. These two limitations have lead to the development of REMD protocols for large explicit solvent systems that are based on exchange probabilities computed with subsystem (e.g. protein only) potential energy functions, allowing for a targeted sampling of protein degrees of freedom and a reduction of the computational effort. In this thesis, this approximation is tested by implementing its simplest variation that entirely neglects solvent-solvent interaction as a new REMD protocol termed REMDpe (Chapter 2). Possible REMD limitations for large explicit solvent systems are tested (Chapter 3) with REMDpe, which is further applied to perform a thorough and comparative investigation of prion (Chapter 4) and doppel (Chapter 5) protein misfolding.
In Chapter 2, the practical validity of the REMDpe approximation is assessed with simulations of the prion protein, a system that is too large (i.e. 103 residues) to allow for efficient simulations using traditional REMD over the necessary temperature range. A first validation consists in testing whether protein and total potential energy distributions are consistent with their analogs from straightforward reference MD simulations. Second, the overlap pattern of the total potential energy distributions are characterized at different temperatures and show that the exchanges in the REMDpe simulations are performed according to a Boltzmann weight. Native structures are found to have the lowest protein and total potential energies, as compared to higher energies found for various unfolded structures. Although no obvious bias is detected in the three validations, the conformational landscapes of the REMDpe simulation at low temperatures progressively shift to non-native regions of the free energy surface. In Chapter 3, this phenomenon is quantified, and its origin identified in insufficient low temperature residence times required for refolding native-like structures. REMD is based on the assumption that systems have to be decorrelated between exchange attempts. Increasing inter-exchange times accordingly would allow for decorrelation and sufficient low temperature residence times but is practically impossible to achieve for large protein simulations, highlighting a major limitation and possible source of bias for present-day REMD simulations.

We have chosen the prion as a test case because of its link to transmissible spongiform encephalopathies. Diseases of this category are believed to be caused by a rare prion protein (PrP) misfold leading from the cellular, monomeric, soluble, α-helical PrP\(^C\) isoform to a pathogenic, aggregated, insoluble, β-rich PrP\(^Sc\) isoform of unknown structure. Gaining experimental knowledge of the PrP\(^Sc\) structure has remained elusive, and aroused interest in predictions supplied by computer simulations. REMD provides a powerful tool allowing to explore a diversity of misfolds and select stable ones that accumulate at lower temperatures. In Chapter 4, we describe a PrP REMDpe simulation in which rare new β-strands are formed and arrange into a multitude of different β-sheets, reproducing the α-helix → β-sheet conversion observed with circular dichroism spectra. The α-helical and β-sheet propensities along the sequence can thus be computed. We develop and apply the β contact map clustering (bcmc) protocol to identify the most frequent β-sheet pattern defining β-rich folds. 10 new β-rich folds are found and compared to recent experimental data characterizing PrP\(^Sc\), providing atomistically detailed models for putative monomeric precursors of PrP\(^Sc\) or β-oligomeric conformations.

In Chapter 5, an analogous simulation is performed with doppel, a structural homolog of prion (with an identical three α-helix, two β-strand fold) originating from the same gene family, but characterized by a different sequence (only 25% sequence homology), expression pattern and physiological function. Unrelated to amyloid neurodegenerative diseases, doppel supplies the perfect test system to investigate the misfolding of a non-amyloidogenic protein. Prion and doppel misfolding are compared in their monomeric form in the quest to identify prion-specific features that might reveal the mechanism of conversion to PrP\(^Sc\). In agreement with experiments, we find a lower thermal stability for doppel. Surprisingly, we also observe β-rich forms for doppel. However, the β-rich
folds of the two proteins are very different. Moreover, a major difference is found in the free energy barriers leading from the native structure to such conformations as well as to non-native conformations in general: These barriers are low for prion and can already be crossed at 300K, while for doppel they are at least 3 times higher. This difference suggests an intrinsic misfolding and $\beta$-enrichment propensity for the monomeric form of prion as compared to doppel.

**Keywords:** Replica-exchange molecular dynamics (REMD), solute energy based REMD, protein potential energy, Boltzmann distribution, non-native structure, conformational landscape, free energy surface, structural clustering, prion, $\beta$-rich folds, scrapie, $\beta$-oligomer, doppel, transmissible spongiform encephalopathies.
Résumé

Les simulations de dynamique moléculaire (MD) ont contribué de façon croissante à comprendre les processus biomoléculaires, permettant de prédire des propriétés thermodynamiques et structurales. Malheureusement, la frustration des surfaces d'énergie libre des protéines, avec de faibles différences d'énergie libre séparant les conformations natives repliées des conformations dénaturées, a vite déçu les espoirs suscités par cette technique dans le domaine de la prévision de structures de protéines. La multitude de minima énergétiques de ces surfaces emprisonnent fréquemment les simulations MD contemporaines de protéines. Afin de permettre aux simulations d'échapper à ces minima et explorer des portions plus larges du paysage conformationnel, des techniques d'échantillonnage accéléré ont été développées. L'une des plus courantes, *replica exchange molecular dynamics* (REMD), est basée sur plusieurs simulations MD parallèles effectuées avec des copies (replicas) à des températures croissantes $T_1, T_2, \text{etc.}$ A une fréquence régulière, des échanges de conformations sont tentés selon la méthode de Monte Carlo, avec un probabilité qui dépend de leur différences d'énergie potentielle et de température. Ainsi, les conformations sont simulées à toutes les températures et peuvent échapper des minima locaux grâce à l'énergie cinétique fournie à haute température, alors que des distributions canoniques sont générées à toutes les températures.

La méthode REMD a pu être utilisée pour prédire des structures tri-dimensionnelles à partir de la séquence de peptides et petites protéines (jusqu'à 20-30 aa). Toutefois, pour des protéines plus grandes, les recoupement des distributions d'énergie potentielle diminuent: Pour un système à $f$ degrés de liberté, l'énergie potentielle est proportionnelle $f k_B T$ alors que ses fluctuations sont proportionnelles à $\sqrt{f k_B T}$, où $k_B$ est la constante de Boltzmann et $T$ la température. Par conséquent, la probabilité d'échange de Monte Carlo et le nombre d'échanges dans une simulation diminuent également. Ceci est généralement compensé par un choix de températures moins espacées entre les copies du système, ce qui accroît le nombre de copies requises (et la puissance de calcul nécessaire) pour couvrir un intervalle de températures donné. Un problème additionnel survient avec les simulations faites en solvent explicite, dans lesquelles les interactions solvent-solvent constituent de loin la contribution la plus importante à l'énergie potentielle totale. Cette contribution majoritaire fait que les simulations REMD effectuées en solvent explicite échantillonnent avant tout les degrés de liberté du solvent. Ces deux limitations ont conduit au développement de protocoles REMD pour simulations de grands systèmes en solvent explicite. Ces protocoles sont basés sur des probabilités d'échange qui sont calculés avec l'énergie potentielle d'un sous-système (par exemple, la protéine seule), permettant de concentrer l'échantillonnage sur les degrés de liberté de la protéine et de réduire la puissance de calcul requise. Dans
la présente thèse, cette approximation est étudiée dans sa variante la plus simple, qui néglige entièrement les interactions solvent-solvent. Cette variante est implémentée dans un nouveau protocole REMD, dénommé REMDpe (Chapitre 2). Les améliorations et limitations apportées par la méthode REMD à l'étude de grands systèmes en solvent explicite sont évaluées avec le protocole REMDpe (Chapitre 3). Ce protocole est ensuite utilisé pour effectuer une analyse comparative de la dénaturation de deux protéines structurellement homologues, prion (Chapitre 4) et doppel (Chapitre 5).

La validité pratique de l'approximation REMDpe est évaluée au Chapitre 2 avec une simulation de la protéine prion, un système qui est trop gros (103 résidus) pour être simulé de manière efficace avec la méthode REMD traditionnelle (sans approximation) sur le même intervalle de températures. Une première validation consiste à tester si les distributions d'énergies de protéine et totales sont équivalentes à leurs analogues de simulations MD de référence. Deuxièmement, les chevauchements d'énergie potentielle totale sont caractérisés pour différentes températures et montrent que les échanges sont effectués selon une pondération canonique. Les énergies potentielles de protéine et totales les plus faibles sont trouvées pour les structures natives, par rapport à des énergies plus élevées trouvées pour diverses structures dénaturées. Bien qu'aucun artéfact évident ne soit identifié pour l'approximation REMDpe par ces trois validations, le paysage conformationnel des basses températures converge progressivement vers des régions non-natives de la surface d'énergie libre. Au Chapitre 3, ce phénomène est quantifié, et son origine trouvée dans un temps de résidence à basse température qui s'avère insuffisant pour replier les structures dénaturées en une conformation native. La méthode REMD est fondée sur l'hypothèse que les structures sont décorrélées entre des tentatives d'échange de température. Un accroissement du temps de simulation entre ces échanges permettrait cette décorréléation, ainsi que des temps de résidence suffisants à basse température, mais est pratiquement impossible à réaliser pour des simulations de grandes protéines, mettant en évidence un bias majeur des simulations REMD courantes.

Nous avons choisi le prion comme système d'essai à cause de son lien avec les encéphalites spongiformes transmissibles. Les causes de ces maladies demeurent mal comprises, et l'hypothèse la plus courante met en scène une conversion rare du prion (PrP), menant à de la forme cellulaire normale PrPC monomérique, soluble et riche en hélices α à une forme pathogène PrPSc, oligomérique, insoluble, riche en feuillets β et de structure inconnue. Les tentatives de résolution structurales de PrPSc sont restées infructueuses à ce jour, reportant les espoirs dans les prévisions structurales informatiques. La méthode REMD fournit un puissant outil permettant d'explorer diverses formes dénaturées et de sélectionner celles qui sont stables et qui s'accumulent à basse température. Au Chapitre 4, nous décrivons une simulation REMDpe de prion dans laquelle de rares nouveaux feuillets β sont formés et s'agencent en une multitude d'arrangements, reproduisant la conversion hélice α → feuillet β observée dans les expériences de dichroïsme circulaire. Ainsi, nous pouvons calculer les propensions de formation d'hélices α et de feuillets β en fonction de la séquence. Nous développons et appliquons le protocole β contact map clustering (bcmc), permettant d'identifier les feuillets β les plus fréquents, utilisés pour définir des repliements β (définis ici comme un ensemble de structures riches en feuillets β contenant
le même agencement tri-dimensionnel de feuilllets). 10 nouveaux repliements \( \beta \) sont ainsi trouvés et comparés à de récentes données expérimentales caractérisant \( \text{PrP}^{\text{Sc}} \), fournissant des modèles de résolution atomique pour d’hypothétiques précurseurs monomériques de \( \text{PrP}^{\text{Sc}} \) ou de \( \beta \)-oligomères.

Au Chapitre 5, une simulation analogue est effectuée avec doppel, un homologue structural du prion (avec un repliement identique, caractérisé par 3 hélices \( \alpha \) et 2 feuilllets \( \beta \) provenant de la même famille de gènes mais différant par la séquence (seulement homologue à 25%), le profile d’expression génétique et la fonction physiologique. Sans lien aux maladies neurodégénératives amyloïdes, doppel fournit le parfait système d’essai pour simuler une dénaturation non amyloïde. Les dénaturations simulées de prion et de doppel sont comparées dans la quête de caractéristiques propres au prion susceptibles de révéler le mécanisme de conversion de \( \text{PrP}^C \) à \( \text{PrP}^{\text{Sc}} \). En accord avec les expériences, la stabilité thermique de doppel est plus faible que celle du prion. Étonnamment, des structures enrichies en feuilllets \( \beta \) sont aussi trouvées pour doppel. Toutefois, une différence majeure est trouvée dans les barrières d’énergie libre menant à ces conformations ainsi qu’à des conformations non-natives: Ces barrières sont basses pour le prion et peuvent déjà être franchies dans des simulations standard à 300K, alors qu’elles sont au moins 3 fois plus élevées pour doppel. Cette différence suggère que la forme monomérique du prion possède, contrairement à doppel, une propension naturelle à la dénaturation et aux conversions menant à des structures riches en feuilllets \( \beta \).

Mots-clé: Replica-exchange molecular dynamics (REMD), REMD basé sur l’énergie du soluté, énergie potentielle de protéine, distribution canonique, structure non-native, paysage conformationnel, surface d’énergie libre, regroupement structural, prion, repliements riches en feuilllets \( \beta \), scrapie, \( \beta \)-oligomères, doppel, encéphalite spongiforme transmissible.
Chapter 1

Molecular dynamics and replica-exchange molecular dynamics
1.1 Molecular dynamics

The behavior and energetics of molecules are fundamentally quantum mechanical. However, quantum mechanical models are computationally demanding and severely limit the system size and time scale of the simulation. Approximating atomic and molecular interactions with classical mechanics, based on the classical motion of nuclei (treated as point charges in a framework that totally neglects electrons), allows to increase simulation size and time scale limits, while preserving accuracy for the description of a number of properties that do not depend on the electronic distribution in a molecule. Molecular dynamics (MD) simulations are becoming an increasingly powerful tool for the prediction of molecular properties, including protein structure and dynamics [1, 2, 3]. MD algorithms iteratively compute the solution of the classical equations of motion for a group of atoms. Positions of individual atoms are updated after every iteration, or MD step $\Delta t$, and the ensemble of MD steps describes a trajectory for all the atoms, as well as for the system they form. Typically, $\Delta t$ is determined by the fastest motions in the system, which are bond vibrations. One has to use a smaller $\Delta t$ to ensure the accuracy of the numerical integration. Typical choices are $\Delta t \sim 1-2$ fs for methods based on empirical force fields. The force $f_i$ acting on atom $i$ with position $r_i$ and mass $m_i$ is given by Newton’s law:

$$ f_i(t) = -\frac{\partial}{\partial r_i} E(r(t)) = m_i \frac{d^2 r_i}{dt^2} \quad (1.1) $$

where $E$ is the potential energy and $r = (r_1, r_2, ..., r_n)$ is the collective array of all particle $i$ positions. The force $f_i$ results from the sum of interactions with all the other atoms of the system according to $E$. The associated equations of motion are solved with a numerical integration scheme, yielding new atomic positions at each time step. One of the most stable and common algorithms is the velocity-Verlet algorithm, which makes use of a Taylor expansion truncated beyond the quadratic terms for the coordinates [4].

$$ r_i(t + \Delta t) = r_i(t) + v_i(t) \Delta t + \frac{f_i(t)}{2m_i} \Delta t^2 \quad (1.2) $$

The update of the velocity $v_i$ of particle $i$ is given by:

$$ v_i(t + \Delta t) = v_i(t) + \frac{f_i(t) + f_i(t + \Delta t)}{2m} \Delta t \quad (1.3) $$

MD trajectories are generated and analyzed in order to study stable conformations of a system, as well as transitions between these conformations. Using a thermostat and/or barostat, a canonical or isobaric-isothermal ensemble can be sampled by MD simulations. The ergodic hypothesis states that a system of particles sampling a given portion of phase space for a sufficiently long time will access every single available microstate. This allows to relate properties derived from the ensemble of microscopic states to observable macroscopic properties $A_{obs}$. If the ensemble is large enough (i.e. as obtained with a sufficiently long MD trajectory $\Gamma(t)$), the latter is equal to the former:
A_{obs} = \langle A \rangle_{ens} = \lim_{T \to \infty} \frac{1}{T} \int_{0}^{T} A[\Gamma(t)] \, dt \quad (1.4)

1.1.1 Empirical force fields

Different models and levels of theory can be applied to an MD scheme in order to describe \( E \) and compute the corresponding forces in (1.1). Chemistry deals with the formation and destruction of chemical bonds, which depend on the interactions of electrons. Such phenomena can only be described with quantum mechanical models that allow for very accurate descriptions of a system. However, the explicit treatment of electrons requires an intense computational effort that sets limits to the system sizes and time scales that can be modelled. Molecular mechanics (MM) methods renounce to an explicit treatment of electrons, and model the potential energy and derived forces of the system as a function of the nuclear coordinates only, with predefined atomic charges located on the nuclei in predefined molecular topologies (describing covalent bonds, which will never change during the simulation). With this approximation, system sizes and time scales can be significantly increased, allowing to model many of the conformational changes that underly biochemical processes. The typical force field, or atomistic potential energy function \( E(r) \) used in most biomolecular simulations is of the form:

\[
E(r) = \sum_{\text{bonds}} K_r (r - r_{eq})^2 + \sum_{\text{angles}} K_\theta (\theta - \theta_{eq})^2 + \sum_{\text{dihedrals}} K_\phi [1 + \cos(n_\phi - \gamma)] + \sum_i \sum_{j < i \ j \notin \text{excl}(i)} \left[ \frac{C^{(12)}_{ij}}{r_{ij}^{12}} - \frac{C^{(6)}_{ij}}{r_{ij}^{6}} + \frac{1}{4\pi \varepsilon r \varepsilon_0} q_i q_j \right] \quad (1.5)
\]

Bond lengths \( r \) and angles \( \theta \) are treated harmonically with reference points \( r_{eq} \) and \( \theta_{eq} \) and harmonic constants \( K_r \) and \( K_\theta \), respectively. Dihedral angles are restrained with a periodic term bearing \( n \) minima, and scaled by the constant \( K_\phi \). Van der Waals interactions are modelled by a Lennard-Jones (LJ) 12-6 function with atom-pair specific parameters \( C^{(6)} \) and \( C^{(12)} \). The last term of (1.5) represents the electrostatic interaction between two atoms \( i \) and \( j \) with charges \( q_i \) and \( q_j \), separated by a distance \( r_{ij} \). The relative dielectric permittivity, \( \varepsilon_r \) is typically set to 1 in explicit solvent simulations.

The concept of force field refers to the set of values obtained for the parameters of (1.5) (atom and bond specific \( r_{eq}, \theta_{eq}, K_r, K_\theta, C^{(12)}_{ij}, C^{(6)}_{ij} \), charges, etc.), derived from quantum mechanical calculations of small molecules (i.e. AMBER [5]), experiments (i.e. free enthalpies of solvation measured with small organic molecules for GROMOS [6]) or a mix of the two (i.e. OPLS [7], for which covalent bonded force-field contributions are taken from AMBER). Thus, force fields generally all adopt a form that is similar to (1.5) but differ in the parameters. Although most force-fields are not directly parameterized
for the description of experimental protein structures, many perform this task surprisingly well.

Lennard-Jones and Coulomb interactions between atoms that are directly bonded to each other via one or two bonded atoms are mainly driven by quantum effects that cannot be approximated as in the rightmost term of (1.5). The corresponding atom pair interactions are therefore excluded from this term and accounted for in the corresponding bond, angle and dihedral terms.

The number of long range or nonbonded pairwise interactions in (1.5) increases as $N^2$, where $N$ is the number of interaction sites of the system. These interactions represent the major part of the computational burden. Therefore, their computation for a given atom are generally reduced to the interactions with atoms that are within a given cutoff distance. To further reduce the computational effort, a twin range cutoff scheme can be applied, in which interactions within a short range cutoff are computed every time step, while the remaining interactions up to a long range cutoff are only updated every few steps. In order to account for the non negligible effect of electrostatic interactions beyond the long range cutoff, the most popular approaches are the Particle Mesh Ewald [8] and the Generalized Reaction Field [9] methods. The first approach makes use of the exact periodicity of the system and includes all electrostatic interactions using lattice sum techniques based on the Ewald summation. The second approach uses a reaction field correction which accounts for the mean polarization effect outside the cutoff region.

### 1.2 Replica-Exchange Molecular Dynamics

Unfortunately, when applied to the protein folding problem, classical molecular dynamics simulations encounter three major limitations: (i) MD simulation times that can be performed on today’s computers correspond to a physical time that is in the order of a few hundreds of nanoseconds only [10, 1]. This is far from sufficient to describe folding processes taking place on time scales that have been experimentally determined to be of the order of microseconds to milliseconds. (ii) The free energy difference between folded and misfolded, denatured or random-coil conformations is often very small and might be beyond the accuracy of a force field. (iii) Sampling of phase space by MD is often insufficient to probe the immense conformational space of proteins. This conformational freedom implies a very rugged free energy surface, with many local minima in which MD simulations can get trapped.

To alleviate this problem, different enhanced sampling techniques have been developed [11, 12, 13, 14, 15, 16]. Their common goal is to enhance barrier crossing rates, enabling the simulation to explore a broader portion of phase space and to escape local minima. This is equivalent to increasing the physical time scale of the simulation, thus accessing time scales that are otherwise prohibitively expensive in terms of computer time. Some of these techniques aim at the enhanced sampling of a specific portion of the total system.
1.2. Replica-Exchange Molecular Dynamics

(e.g. Canonical Adiabatic Free Energy Sampling (CAFES) [11]), while others aim towards the enhanced sampling of the entire system along one or more reaction coordinates (e.g. metadynamics [12]). More general approaches include simulated annealing [13], stochastic tunneling [14, 17], conformational flooding [15] and generalized ensemble methods [18, 16]. The latter were devised to extend sampling by performing Monte Carlo moves into other thermodynamic states (differing by temperature or other parameters) by performing a random walk in potential energy space that allows to escape energetic minima. A number of powerful simulation algorithms have been developed from this basic idea, such as multi canonical simulation, simulated tempering and replica exchange (reviews can be found in ref. [18, 16]).

In replica exchange, multiple simulations are performed in different thermodynamic states, defining an extended system as generalized ensemble. Monte Carlo exchange moves consist in exchanging two systems $a$ and $b$ (replicas), simulated at thermodynamic conditions $A$ and $B$. Accepted moves result in a new extended system in which system $a$ and $b$ are now at thermodynamic conditions $B$ and $A$. This algorithm was first applied to spin glass simulations [19]. Independent systems or replicas were simulated with Monte Carlo moves for regular time intervals. Between each of these intervals, exchange Monte Carlo moves, involving the exchange of the two systems’ respective thermodynamic conditions, were attempted. Sugita and Okamoto have derived a molecular dynamics version of this algorithm [20]. The fundamental idea of their replica exchange molecular dynamics (REMD) scheme is presented in this section, along with the final development that leads to the Monte Carlo probability function which determines whether exchange attempts will be accepted.

Given a system $x$ in state $i$, this state can be described by $x^i = (p^i, q^i)$, where $q^i$ stands for the entire set of atomic coordinates and $p^i$ for the atomic momenta. The Hamiltonian $H(q, p)$ of the system is the sum of the kinetic energy $K(p)$ and the potential energy $E(q)$. In a canonical ensemble, the Boltzmann factor (or probability to find the system $i$ in given state) is given by:

$$W(x^i) = \frac{1}{Z} \exp \left\{ -\beta H(p^i, q^i) \right\} \quad (1.6)$$

where $Z$ is the partition function, $Z = tr \left( e^{-\beta H} \right)$.

In replica exchange, a generalized ensemble $X(..., x^i_m, ..., x^j_n, ...)$ is constructed with $M$ copies, or replicas, of the system $x$, at different states $i, j$, etc. and temperatures $m, n$, etc. With non-interacting replicas, the Boltzmann factor of this REMD generalized ensemble is given by the product of the Boltzmann factors of each replica:

$$W_{REMD}(X) = \frac{1}{Z'} \exp \left\{ -\sum_{m=1}^{M} \beta_m H(q^{i(m)}, p^{i(m)}) \right\} \quad (1.7)$$

where $i(m)$ stands for a given state of the system at temperature $m$ and $Z'$ is the partition function for the generalized ensemble. Now consider exchanging a pair of replicas...
in the generalized ensemble. An exchange of replicas $i$ and $j$ which are at temperatures $T_m$ and $T_n$ can be written as:

$$X(..., x^i_m, ..., x^j_n, ...) \rightarrow X'(..., x^j_m, ..., x^i_n, ...)$$ (1.8)

The kinetic energy of a replica is determined by the momenta $p$ of its $N$ atoms $k$:

$$K(p) = \sum_{k=1}^{N} \frac{p^2_k}{2m_k} = \frac{3}{2} N k_N T$$ (1.9)

By exchanging replicas, we assign them to new temperatures. The most natural way to do this is to rescale velocities uniformly by the square root of the ratio of the two temperatures, so that the kinetic energy (1.9) is rescaled according to the ratio of the two temperatures:

$$p^i' = \sqrt{\frac{T_n}{T_m}} p^i \quad p^j' = \sqrt{\frac{T_m}{T_n}} p^j$$ (1.10)

$$E(p^i'j) = \frac{T_n}{T_m} E(p^i_j) \quad E(p^j'i) = \frac{T_m}{T_n} E(p^j_i)$$ (1.11)

Imposing the detailed balance condition on the transition probability $w(X \rightarrow X')$ will force the exchange process to converge to an equilibrium distribution:

$$\frac{W_{REMD}(X)}{W_{REMD}(X')} = w(X \rightarrow X') \quad \frac{w(X' \rightarrow X)}{w(X \rightarrow X')} = \frac{W_{REMD}(X')}{W_{REMD}(X)}$$ (1.12)

Replacing the numerator $W_{REMD}(X')$ and denominator $W_{REMD}(X)$ by their expression according to (1.7), the terms involving all the replicas cancel out, with the exception of those that are to be exchanged:

$$\frac{W_{REMD}(X')}{W_{REMD}(X)} = \exp \left\{ -\beta_m \left[ K(p^i') + E(q^i) \right] - \beta_n \left[ K(p^j') + E(q^j) \right] + \beta_m K(p^i) + \beta_n K(p^j) \right\}$$ (1.13)

$$\exp \left\{ -\beta_m \frac{T_n}{T_m} K(p^i') - \beta_n \frac{T_m}{T_n} K(p^j') + \beta_m K(p^i) + \beta_n K(p^j) - \beta_m \left[ E(q^i) - E(q^j) \right] - \beta_n \left[ E(q^j) - E(q^i) \right] \right\}$$ (1.14)

$$= \exp \left\{ [\beta_n - \beta_m] \left[ E(q^i) - E(q^j) \right] \right\} = \exp(-\Delta)$$ (1.15)
where (1.13) is rewritten with the velocity rescaling from (1.11), resulting in (1.14), which is further simplified by

\[
\beta_m \frac{T_m}{T_n} = \frac{1}{k_B} \frac{T_m}{T_n} = \beta_n \quad \text{and} \quad \beta_n \frac{T_n}{T_m} = \frac{1}{k_B} \frac{T_n}{T_m} = \beta_m
\]

(1.16)

removing the momenta from the final ratio and obtaining the same result (1.15) as for the original algorithm [19], in which the sampling between exchanges was performed by Monte Carlo moves (devoid of momenta).

Although the probability \( w(X \rightarrow X') \) remains unknown, we can set it to any value satisfying the detailed balance condition (1.12). For example, with the choice of Metropolis et al. [21], we set:

\[
w(X \rightarrow X') = \frac{W_{REMD}(X')}{W_{REMD}(X)} = \exp(-\Delta)
\]

(1.17)

\[
P_{ex} = \begin{cases} 
1, & \text{for } \Delta \leq 0, \\
\exp(-\Delta), & \text{for } \Delta > 0 
\end{cases}
\]

(1.18)

For each exchange attempt, the exchange probability \( P_{ex} \) is computed according to (1.18). The potential energy difference in the second term of (1.15) shows that high exchange probabilities require the potential energy of a replica at \( T_{n+1} \) to be low enough to be part of the overlap of potential energy distributions of \( T_n \) and \( T_{n+1} \). The exchange is then automatically accepted if the energy of the replica at \( T_{n+1} \) is lower than the one at \( T_n \) (\( \Delta \leq 0 \) and \( P_{ex} = 1 \)) and accepted with a probability \( P_{ex} \) otherwise. In this case, \( P_{ex} \) is compared to a random number, and if the former is greater than the latter, the exchange is accepted. The momenta of the atoms of two exchanged replicas are rescaled according to (1.10). In the exchange, the replica at \( T_{n+1} \) becomes a member of the \( T_n \) canonical distribution (and the one at \( T_n \), a member of the \( T_{n+1} \) canonical distribution). Thus, the major advantage of REMD is that it builds canonical distributions at all temperatures, and excludes unlikely high energy structures from low temperature ensembles.

In multi temperature REMD, \( N \) replicas, or copies of a given molecular system, undergo parallel MD simulations at different temperatures. These temperatures \( T_1, T_2, \ldots, T_{n-1}, T_n \) cover a given range, in which the lowest temperature \( T_1 \) is representative of a “ground state” (i.e. the temperature at which the force field was parameterized) and the higher temperatures allow to escape any energetic minima the simulation encounters. At given times, all the MD simulations are stopped and exchanges are attempted among adjacent pairs of replicas that are simulated at neighboring temperatures \( T_n \) and \( T_{n+1} \). Once exchanges have been attempted on all replica pairs and the respective temperature reassignments performed where relevant, the parallel MD simulations are restarted. An REMD simulation consists in an iteration of parallel MD simulations and exchange attempts. In the latter step, the replicas can move in “temperature space” and thus escape
energy minima. This scheme only holds if replicas are fully decorrelated between exchange attempts, i.e. if the MD time between two exchange attempts allows for the full decorrelation of a replica exchanged in an exchange attempt and the same replica before the next attempt.

Different exchange schemes are possible. The most common consist in alternating exchange schemes $E_1$ and $E_2$ at the end of an MD interval, with $E_1$ attempting to exchange all $n / n + 1$ pairs, and $E_2$, all $2n / 2n + 1$ pairs. Exchange strategies are not restricted to adjacent temperature intervals, but in practice, exchange attempts performed on pairs of replicas with larger temperature differences result in very low exchange probabilities and are never accepted.
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Chapter 2

Testing the validity of solute energy based replica-exchange molecular dynamics
2.1 Abstract

A well known limitation of REMD simulations for large explicit solvent systems are the low exchange probabilities. Ad hoc protocols have been devised to circumvent this problem. A frequent approach consists in computing a reduced potential energy function used for the computation of increased exchange probabilities, while the standard total potential energy $E_{tp}$ is used do drive MD between exchanges. This reduced potential energy function is usually obtained by adding all solute terms and an approximation of the solvation energy. In order to assess the validity of this approximation, we test its simplest implementation: We construct a reduced potential energy function $E_{pp}$ in which we retain all solute energy terms and half of the solute-solvent interaction energy terms, discarding all solvent-solvent interaction energy terms. This approximation is tested by running a REMD simulation of the 103-residue prion protein. The practical validity of this REMD partial energy ($REMD_{pe}$) simulation is evaluated by (i) comparing potential energy distributions ($E_{tp}$ and $E_{pp}$) to the ones we obtain from reference MD simulations, (ii) with the energy distribution overlaps, used to verify that $REMD_{pe}$ exchanges are being performed according to a Boltzmann weight and (iii) by comparing $E_{pp}$ and $E_{tp}$ averages obtained for different structural clusters (i.e. native, collapsed and non-native structures), in order to check whether the relative energy ordering of the different groups are reproduced with both potential energy functions.

2.2 Introduction

Classical molecular dynamics simulations are becoming a more and more powerful tool for the prediction of molecular properties, including protein structure and dynamics [1, 2, 3]. Unfortunately, when applied to the study of systems that are subject to extensive conformational changes (e.g. protein folding), current MD simulations correspond to physical times in the order of a few hundreds of nano seconds [4, 1], which is far from sufficient to describe folding processes of the order of microseconds to milliseconds [5]. This is in part due to the high number of degrees of freedom involved in protein folding, implying a very rugged free energy surface with many local minima in which MD simulations can get trapped.

To alleviate this problem, different enhanced sampling techniques have been developed [6, 7, 8, 9, 10, 11], among which replica-exchange molecular dynamics (REMD) [12] is one of the most popular. In REMD, N independent replicas of a given molecular system undergo parallel MD simulations at different temperatures. These temperatures $T_1$, $T_2$, ..., $T_{n-1}$, $T_n$ cover a given range, in which the lowest temperature $T_1$ is representative of a “ground state” (e.g. the temperature at which the force field was parameterized) and the higher temperatures allow for fast barrier crossing rates ensuring the escape from local energetic minima. At given times, all MD simulations are stopped and exchanges are attempted among pairs of replicas that are simulated at neighboring temperatures $T_n$ and $T_{n+1}$. In an exchange, the conformation that was so far simulated at $T_n$ is assigned
to the new temperature \( T_{n+1} \), and the one at \( T_{n+1} \) to \( T_n \). Exchanges are accepted or refused according to a Monte-Carlo exchange probability \( P_{ex} \) that is constructed so that exchanges generate Boltzmann distributions. The joint probability distribution of an extended system composed of multiple copies of an original system can be written under the assumption that each temperature samples a Boltzmann distribution. The exchange probability \( P_{ex} \) can be obtained by solving the equations describing this joint probability [12]:

\[
P_{ex} = \min \left( 1, \exp \left\{ \frac{1}{k_B T_n} - \frac{1}{k_B T_{n+1}} \right\} \left[ E(x_i T_n) - E(x_j T_{n+1}) \right] \right)
\]  

(2.1)

where \( k_B \) is Boltzmann’s constant, \( T_n \) and \( T_{n+1} \) two adjacent temperatures of the input temperature range, and \( E(x_i T_{n+1}) \) and \( E(x_i T_n) \) the potential energies of replicas \( i \) and \( j \), with the corresponding sets of coordinates \( x_i T_{n+1} \) and \( x_i T_n \). The potential energy difference in the second term shows that high exchange probabilities require the potential energy of a replica at \( T_{n+1} \) to be low enough to be part of the overlap of potential energy distributions of \( T_n \) and \( T_{n+1} \). The exchange is then automatically accepted if the energy of the replica at \( T_{n+1} \) is lower than the one at \( T_n \) and accepted with a probability \( P_{ex} \) otherwise. In this case, \( P_{ex} \) is compared to a random number, and if the former is greater than the latter, the exchange is accepted. Once exchanges have been attempted on all replica pairs and the respective temperature re-assignments performed where relevant, the parallel MD simulations are restarted. This scheme only holds if replicas are fully decorrelated between exchange attempts, i.e. if the MD time between two exchange attempts allows for the full decorrelation of the replicas between exchanges.

Ideally, a replica should cross the full temperature range several times during an REMD simulation. Every exchange allows to change temperature, and potentially escape a local minimum and sample new conformations. When large systems (i.e. proteins solvated in an explicit solvent) are simulated, a small temperature difference has to be chosen for adjacent replicas in order to obtain a reasonable overlap of their respective potential energy distributions. The number of replicas required to cover a given REMD temperature range efficiently (i.e. sufficient exchange probabilities and motion in temperature space) actually scales with \( \sqrt{f \ln \left[ \frac{T_{max}}{T_{min}} \right]} \), where \( f \) is the number of degrees of freedom of the system, \( T_{min} \) the lowest REMD temperature and \( T_{max} \) the highest [13]. For large, biomolecular systems, \( f \) and the required number of replicas (and CPUs) tend to get very high [14, 15]. This problem mainly appears in explicit solvent simulations, where the large number of water molecules required to solvate a system of interest increases \( f \) dramatically.

One way to circumvent this problem are Hamiltonian REMD strategies. A generalized formulation of REMD allows for parallel trajectories to be performed on other variables than temperature. Hamiltonian REMD schemes based on atomic position overlaps [13], hydrophobicity parameters [13], force field parameters [16] and scaled potential energies [17] generally reduce the number of required replicas. While any transformation of the Hamiltonian can be applied to the ”sampling” simulations, a “target” simulation is performed with the correct Hamiltonian and can only be accessed by physically acceptable
configurations, as ensured by the exchange criterion. The "replica exchange with solute tempering" (REST) Hamiltonian REMD scheme was specifically designed to reduce the number of replicas in explicit solvent REMD simulation based on multi-temperature simulations [18]. This approach is promising for small systems [18] but can fail for larger ones [19].

On the other hand, several ad hoc methods for explicit solvent REMD have been developed based on the concept to use the potential energy of a subsystem for the evaluation of the exchange probabilities to decrease the number of replicas needed to cover a given temperature range [20, 21, 22]. Potential energies of a subsystem can be chosen to be more representative of the protein conformational space and the simulation will not mainly sample "environment" (i.e. solvent) degrees of freedom. Moreover, subsystem potential energies have a larger overlap leading to increased exchange probabilities. The time spent on sampling mere solvent rearrangements was demonstrated with a heptapeptide explicit solvent REMD simulation in which specific exchanges were primarily dominated by fluctuations of the solvent-solvent interactions [23]. One such "partial REMD" (PREMD) scheme uses 2 thermostats for each replica, the first controlling the temperature of the subsystem (with different temperatures for each replica providing for the enhanced sampling of the subsystem) and the second, the one of the environment (same temperature for all replicas) [20]. Thus, the subsystem potential energy is the total potential energy of a system for which only the subsystem is at a different (higher) temperature.

A related strategy consists in using a single target temperature total potential energy \( E_{tp} \) to drive MD, with a reduced potential energy function computed specifically at every exchange trial, where it is used to determine the exchange probability. This reduced potential energy includes all potential energy terms of the subsystem (usually, the solute, e.g. the solvated protein) and uses an approximation to compute the potential energy of solvent-solvent and solvent-solute interactions. In the so called hybrid REMD, one can choose to include the first layers of water molecules solvating the solute of interest into the subsystem, while a generalized Born energy term gives an estimate of the subsystem to solvent and solvent to solvent interactions in the reduced potential energy function [21]. In practice, technical complications arise in the choice of the number of explicit solvent molecules and in the migration of waters and ions from the first subsystem solvation shells to outer “bulk” water. Such migrations can lead to artificial discontinuities in the solute potential energy. REMD hybrid Poisson-Boltzmann exploits the same idea, except that no explicit solvent molecules are considered and the solvation energy is approximated by the Poisson-Boltzmann equation [22]. These techniques are very recent and have not yet been extensively tested. Although these methods are appealing, they are not based on a rigorous physical justification and do not guarantee that Boltzmann distributions are maintained.

In this work, we opted for one of the simplest possible implementation that neglects solvent-solvent contributions entirely and test the validity of this first order approximation for large protein simulations. Thus, the reduced potential energy function includes the total potential energy of the protein and half of the protein-solvent interaction energy. In this
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way, we renounce to introduce any approximation of the solvent-solvent interaction energy. This approach is based on the assumption that solvent to solvent interactions play a minor role in conformational changes of the solute. Thus, this method is termed REMD partial energy, or REMDpe, illustrating the fact that the reduced (or partial) potential energy function ($E_{pp}$) is obtained by discarding less important terms of the total potential energy:

$$E_{pp} = E_{solute}^{bonded} + E_{solute}^{non-bonded} + \frac{1}{2}E_{solute−solvent}^{non-bonded}$$  (2.2)

$E_{solute−solvent}^{non-bonded}$ is scaled down by a factor of $\frac{1}{2}$ in order to give more weight to protein energy terms.

We have chosen to test this approximation with the 103-residue prion protein (PrP). A misfolded, $\beta$-rich conformer, PrP$_{Sc}$, is involved in various forms of spongiform encephalopathies [24, 25, 26, 27, 28]. Experiments [29, 30, 31, 32, 33, 34, 35, 36] and simulations [37, 38, 39] have shown that this protein possesses a very rich folding landscape, providing an interesting test case for an enhanced sampling method.

A NVT REMDpe run is performed in order to test the practical validity of the method and detect possible introduced artefacts. The averages of the 32*88.4 ns long REMDpe simulations are first exploited to supply a quantitative decomposition of the total potential energy ($E_{tp}$) in terms of protein and solvent contributions. The validity of the approximate exchange protocol based on $E_{pp}$ only is then assessed by following three tests: (i) A comparison of the potential energy distributions ($E_{tp}$ and $E_{pp}$) to the ones computed from reference MD simulations, representing the “true” canonical distributions at a given temperature, (ii) The potential energy histogram overlaps, that can be used to verify that REMDpe exchanges are being performed according to a Boltzmann weight and (iii) a comparison of $E_{pp}$ and $E_{tp}$ averages obtained for different structural clusters (i.e. native, collapsed and non-native structures), in order to investigate whether the relative preferences are retained. To anticipate our results, the three validations suggest that REMDpe approach does not seem to introduce any visible artifacts and can thus be used to study large proteins in an explicit solvent.

2.3 Methods

All molecular dynamics (MD) simulations were performed with the GROMACS-3.3.0 package [40], the GROMOS96 force field [41], the SPC water model [42] and an MD timestep of 1.5 fs with constraints on covalent bonds involving hydrogen atoms (tolerance of $10^{-4}$ kJ/(mol nm)$^{-1}$) applied via the SHAKE algorithm [43]. The starting configuration was based on the mouse PrP NMR structure (res 124-226, PDB code 1AG2 [44]). The protonation states of ionizable side chains were predicted by finite-difference Poisson-Boltzmann calculations [45, 46] in order to mimic a pH 4 environment favoring possible conformational changes [47]. The DELPHI program [48] supplied with the WHATIF package [49]
was used to solve the Poisson-Boltzmann equation. The protonation states of HIS, ASP and GLU side chains were consequently set as follows: HIS17; p, ASP21; d, GLU23; d, ASP24; d, GLU29; p, ASP44; p, HIS54; p, ASP55; d, HIS64; p, GLU73; d, GLU77; p, ASP79; d, GLU84; p, GLU88; p and GLU98; p (where p stands for protonated and d for deprotonated). A rhombic dodecahedral box with 14076 water molecules was constructed around the protein. 8 Cl$^-\text{ions}$ were added to neutralize protein charges.

All simulations, including the equilibration of the NMR structure, as well as the REMDpe equilibration and production runs, were performed with 2 Nosé-Hoover thermostats (one for the protein and one for solvent and counter ions, with respective time-coupling constants of 0.4 and 1.6 ps) [50, 51]. Coulombic interactions were treated using a twin-range cutoff, in which interactions within 1.0 nm and between 1.0 and 1.4 nm were computed every MD step, respectively every 5 MD steps. Electrostatic interactions beyond 1.4 nm were approximated with a generalized reaction field [52] generated by a dielectric continuum with dielectric constant of 66.

The NMR structure was first minimized by 500 steps of steepest descent. The equilibration was performed in the NPT ensemble (Berendsen barostat [53] with a time coupling constant of 1 ps). First, the solvent was equilibrated for 225 ps at 300K with protein atom position restraints of $25*10^3 \text{kJmol}^{-1}\text{nm}^{-2}$. Second, the system was gradually heated to 300K with 6 successive 50 ps MD runs, for which the increasing temperatures were 50, 100, 150, 200, 250 and 300K and the decreasing protein atom position restraints were $25*10^3$, $5*10^3$, $3.75*10^3$, $2.5*10^3$ and $1*10^3 \text{kJmol}^{-1}\text{nm}^{-2}$. In the final stage, 3 ns of 300K MD with no position restraints supplied the starting configuration of the REMDpe simulations.

The REMDpe protocol was implemented in GROMACS-3.3.0. We have modified the source code so that we can sum up the following potential energy terms: solute bonded ($E_{\text{solute bonded}}$), solute non-bonded ($E_{\text{solute non-bonded}}$) and half of the solute to solvent non-bonded ($\frac{1}{2}E_{\text{solute--solvent}}$), into the partial potential energy function $E_{\text{pp}}$ (equation 2.2). The REMD routine of GROMACS was then adapted accordingly in order to compute exchange probabilities with this reduced potential energy function.

Trial REMDpe simulations were performed with different temperature distributions for the replicas, in order to ensure similar exchange probabilities at all temperatures. The following temperature distribution was selected for the 32 replicas and used for the production run, performed in the NVT ensemble: 300.0, 306.0, 312.1, 318.2, 324.3, 330.4, 336.6, 342.8, 349.1, 355.3, 361.6, 368.0, 374.3, 380.7, 387.1, 393.6, 400.1, 406.6, 413.1, 419.7, 426.3, 432.9, 439.6, 446.3, 453.0, 459.8, 466.5, 473.3, 480.2, 487.1, 494.0 and 500.9K. With this distribution, we obtained roughly uniform REMEp exchange frequencies of $\sim30\%$.

The equilibration of the REMDpe replicas consisted in 32 parallel MD runs linearly heating (linear increase of the thermostat target temperature) 32 copies of the equilibrated initial configuration described above to the different REMDpe temperatures within 300 ps. MD was continued for another 200ps at these temperatures, generating the REMDpe starting replicas. The REMDpe production run was carried out for 88.4 ns (total aggre-
gate time of 2.8 $\mu$s), with exchange attempts performed every 60 ps on adjacent temperature replicas $x$ and $x+1$ for odd exchange trial numbers, and $2x$ and $2x+1$ for even ones. Structures, energies and temperatures were saved every 1.5 ps.

## 2.4 Results and Discussion

### 2.4.1 Protein contributions to the total potential energy

In Table 2.1, a list of all contributions to the potential energy, computed as time average over the entire 88.4 ns $REMDpe$ at 300K, is given. The largest contribution (97%) to $E_{tp}$ originates from solvent-solvent non-bonded interactions. Although a certain number of solvent to solvent interactions in the direct vicinity of the protein might contribute to the folding process, we have chosen to test the approximation consisting in excluding solvent-solvent contributions entirely from $E_{pp}$ used to calculate the $REMDpe$ exchange probabilities. The total protein energy arises from the sum of stabilizing and destabilizing interactions, reflected in the negative and positive signs of the potential energy contributions, respectively. -68%, 95.6% and 72.5% of the $E_{pp}$ originate from, respectively, protein bonded interactions, protein non-bonded interactions and half of the protein-solvent non-bonded interaction.

### 2.4.2 Potential energy distributions

We performed two reference MD simulations at NVT, one at 300K (328.4 ns) and one at 500K (36.2 ns). The validation of the $REMDpe$ run consisted in verifying whether the $E_{tp}$ and $E_{pp}$ distributions at 300K and 500K resulting from the $REMDpe$ simulations are identical to those of the reference simulations (Figure 2.1). The superposition shows consistent distributions for the four cases, with no obvious shifts between $REMDpe$ and reference MD distributions.

### 2.4.3 Energy histogram overlaps

Energy histogram overlaps allow to assess whether $REMDpe$ exchanges are being performed according to a Boltzmann weight. Equation 2.3 gives the probabilities $P_i(E)$ and $P_{i+1}(E)$ to find a conformation of energy $E$ at two neighboring NVT REMD temperatures $T_i$ and $T_{i+1}$. $\beta_i$ is the reciprocal temperature, defined as $\frac{1}{k_BT_i}$, where $k_B$ is the Boltzmann constant and $Z_i$ is the partition function at temperature $T_i$.

\[
P_i(E) = \frac{1}{Z_i} e^{-\beta_i E} \quad \text{and} \quad P_{i+1}(E) = \frac{1}{Z_{i+1}} e^{-\beta_{i+1} E}
\]

This equation only holds if both REMD temperatures exchange structures according to a Boltzmann weight. The ratio $\frac{P_{i+1}(E)}{P_i(E)}$ can be computed in the overlap of the $E_{tp}$ distributions obtained with two REMD temperatures.
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Table 2.1: Potential energy contributions from solvent and solute atoms. The numbers given are the averages obtained from 88.4 ns NVT REMDpe at 300K. $E_{\text{solute}}^{\text{bonded}}$, $E_{\text{solute}}^{\text{non-bonded}}$ and $E_{\text{solute-solvent}}^{\text{non-bonded}}$ are defined in Equation 2.2, $E_{\text{solvent-solvent}}^{\text{non-bonded}}$: potential energy contribution due to solvent-solvent non-bonded interactions, Coul: Coulombic electrostatic interaction, SR: “short range” interaction energy between atom A and B within the primary cutoff of 1.0 nm (twin-cutoff scheme), LR: “Long range” interaction energy between atom A and B located between the primary and the secondary cutoff (of 1.4 nm), LJ: Lennard-Jones interaction, 14: Special interactions between bonded atoms n and n+3, $E_p$: potential energy contribution, $E_{tp}$: total potential energy and $E_{pp}$: partial potential energy used to compute exchange probabilities.

<table>
<thead>
<tr>
<th>Interaction group</th>
<th>Interaction</th>
<th>$E_p$</th>
<th>% of $E_{tp}$</th>
<th>% of $E_{pp}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bonds</td>
<td>1151.595</td>
<td>-0.2</td>
<td>-18.0</td>
</tr>
<tr>
<td></td>
<td>Angles</td>
<td>1820.453</td>
<td>-0.3</td>
<td>-28.5</td>
</tr>
<tr>
<td></td>
<td>Proper Dihedrals</td>
<td>768.159</td>
<td>-0.1</td>
<td>-12.0</td>
</tr>
<tr>
<td></td>
<td>Improper Dihedrals</td>
<td>613.970</td>
<td>-0.1</td>
<td>-9.6</td>
</tr>
<tr>
<td></td>
<td>$E_{\text{non-bonded soute}}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Coul-SR$^1$</td>
<td>-25210.687</td>
<td>4.2</td>
<td>181.6</td>
</tr>
<tr>
<td></td>
<td>LJ-SR</td>
<td>-3772.628</td>
<td>0.6</td>
<td>59.0</td>
</tr>
<tr>
<td></td>
<td>Coul-LR</td>
<td>-44.652</td>
<td>0.0</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>Coul-14</td>
<td>9129.828</td>
<td>-1.5</td>
<td>-142.7</td>
</tr>
<tr>
<td></td>
<td>LJ-14</td>
<td>190.174</td>
<td>0.0</td>
<td>-3.0</td>
</tr>
<tr>
<td></td>
<td>$E_{\text{non-bonded soute-solute}}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Coul-SR$^2$</td>
<td>-8382.983</td>
<td>1.4</td>
<td>65.5</td>
</tr>
<tr>
<td></td>
<td>LJ-SR$^2$</td>
<td>-917.753</td>
<td>0.2</td>
<td>7.2</td>
</tr>
<tr>
<td></td>
<td>Coul-LR$^2$</td>
<td>22.487</td>
<td>0.0</td>
<td>-0.2</td>
</tr>
<tr>
<td></td>
<td>$E_{\text{non-bonded solute-solute}}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Coul-SR</td>
<td>-67659.668</td>
<td>113.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LJ-SR</td>
<td>100073.388</td>
<td>-16.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Coul-LR</td>
<td>-2740.947</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>$E_{pp}$</td>
<td>-6397.729</td>
<td>1.1</td>
</tr>
<tr>
<td></td>
<td>$E_{tp}$</td>
<td>-597461.534</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

[1] RF-excl (GROMACS reaction field correction for excluded atom pairs) is included in Coul-SR of $E_{tp}$, but not included in $E_{pp}$.

[2] $E_{\text{solute-solvent}}^{\text{non-bonded}}$ terms of $E_{pp}$ are weighted by one half (details in text).

\[
\frac{P_{i+1}(E)}{P_i(E)} = \frac{Z_i}{Z_{i+1}} \times e^{-\beta_{i+1}E + \beta_i E}
\]

\[
\ln \left( \frac{P_{i+1}(E)}{P_i(E)} \right) = (\beta_i - \beta_{i+1})E + C \quad \text{where} \quad C = \ln \left( \frac{Z_i}{Z_{i+1}} \right) \quad \text{is a constant.} \quad (2.4)
\]

Equation 2.4 describes a line $y = a x + b$. Plotting $y = \ln \left( \frac{P_{i+1}(E)}{P_i(E)} \right)$ as a function of $E$, one should therefore obtain a line of slope $\beta_i - \beta_{i+1}$. This method has been used to verify that REMD exchanges were being performed according to a Boltzmann weight [54, 55].
2.4. Results and Discussion

We computed \( \ln \left( \frac{P_{i+1}(E)}{P_i(E)} \right) \) values and plotted them as a function of energy for all replicas, along with linear fits yielding an \( r^2 \) of at least 0.96 (worst fit, obtained for temperatures 324/330K)(Figure 2.2). Furthermore, the slopes of the fitted lines were in agreement with the theoretical value of \( \beta_i - \beta_{i+1} \) (panel 6), indicating that the REMDpe exchanges are indeed being performed according to a Boltzmann weight.

## 2.4.4 Relative average energies of conformational clusters

In this test, we want to probe if REMDpe introduces any artificial biases in the sampling of closely related and more distant structural groups. In the context of the prion test case, an obvious choice of structural groups constitutes in folded, native states as opposed to non-native ones. We used three separate geometrical properties to define three closely related native groups: Native - RMSD (structures with an RMSD value \( \leq 0.44 \) nm to the NMR reference structure), native - fraction of native contacts (structures with a fraction of native contacts \( \geq 0.64 \), using the same reference) and native - secondary structure (structures with at least 38 \( \alpha \)-helical and 4 \( \beta \)-sheet residues). Structures were permitted to belong to one, two or three different native groups. Two distant structural groups were defined for the non-native state (structures that did not belong to any of the three groups above): The collapsed group, arbitrarily defined by non-native structures with a radius of
Figure 2.2: Energy histogram overlaps. $E_{tp}$ distribution overlaps of temperatures 300/306K (blue and red, lowest temperature pair, panel 1) and 494/501K (blue and red, highest temperature pair, panel 2). Gaussian functions (green) fit the distributions well ($r^2 > 0.99$). $P_i(E)$ and $P_{i+1}(E)$ points of the overlaps (delimited by black vertical lines) between distributions of temperature pairs $T_i$ and $T_{i+1}$ are used to compute the values of $\ln[P_{i+1}(E)/P_i(E)]$ shown in panels 3 (temperatures 300/306K), 4 (temperatures 494/501K) and 5 (all temperature pairs). Overlaps and $\ln[P_{i+1}(E)/P_i(E)]$ were computed twice, once starting from the raw distributions (red crosses in panels 3 to 5) and once starting from points of the Gaussian functions that were fitted to the raw distributions (blue circles in panels 3 to 5). $\ln[P_{i+1}(E)/P_i(E)]$ points should form a line of slope $\beta_i - \beta_{i+1}$, according to equation 2.4. This was tested by fitting lines to the $\ln[P_{i+1}(E)/P_i(E)]$ points that were computed from the raw distributions (red lines) and to the $\ln[P_{i+1}(E)/P_i(E)]$ points that were computed from the fitted Gaussians (blue lines) in panels 3 to 5. Panel 6 shows the slopes of these fitted lines for all replica pairs: Red indicates the slopes computed from the raw distribution, blue the ones computed from the fitted Gaussians and green the theoretical slopes $\beta_i - \beta_{i+1}$ one should obtain.

In summary, we defined three native structure groups (native - RMSD, native - fraction of native contacts and native - secondary structure) and two non-native structure groups (collapsed and other). Typical examples of these structural groups are shown in Figure 2.3.
tural groups, at all temperatures, and for 22.1 ns consecutive portions of the simulation (Figure 2.4). The average energy differences between the groups is very small, especially when compared to the overlap of the distributions (error bars). This is consistent with the marginal energetic stability of proteins, characterized by folding free energies of -20 to -60 kJ/mol [56] and much larger thermal fluctuations (\( \sim 300 \) kJ/mol [57]). In order to identify the minimal potential energy structural group, relative potential energies \( E_{xp} \) (with \( x = t \) for total or \( p \) for protein) were defined as the difference between the average \( E_{xp} \) of a given structural group and the average \( E_{xp} \) of the native group (fraction of native contacts definition). The native group was chosen as reference because it is supposed to occupy the potential energy global minimum. In other words, if the \( E_{xp} \) of a given structural group is positive, that structural group has a higher average potential energy than the one of the native group.

The \( E_{xp} \) were computed for 22.1 ns consecutive portions of the simulation as a function of structural group and temperature (Figure 2.5). One can thus rank the structural groups according to their energetic stability for every temperature, obtaining temperature dependent structure-energy profiles. Our third validation consists in checking how well the trends (qualitative agreement) of the \( \bar{E}_{pp} \) and \( \bar{E}_{tp} \) profiles match to test if any bias is introduced by the REMDpe approximation that would favor different structural groups. Despite the large overlap of error bars, a similar profile emerges for both \( E_{tp} \) and \( E_{pp} \), with the following ranking of groups as a function of decreasing stability: The three native groups (in varying order), followed by the two non-native ones. A difference appears in the ranking of these two non-native groups: While the \( E_{tp} \) seems to favor other over collapsed, the opposite ranking is found for the \( E_{pp} \), suggesting that the \( E_{pp} \) might over stabilize collapsed states for non native structures. However, the temperature dependent structure-energy profiles are globally not very different, and show that the native structure occupies the minimum of both \( E_{tp} \) and \( E_{tp} \). Therefore, no obvious bias is introduced by our approximation, suggesting that normal REMD (with exchange probabilities based on \( E_{tp} \)) would favor the same structural groups, that would eventually accumulate at lower temperatures. Finally, the profiles do not significantly differ from one 22.1 ns simulation interval to another.

**2.5 Conclusions**

In order to test the validity of REMD performed with a reduced potential energy function, we evaluate the practical validity of the most simple implementation of this strategy; an REMD method in which exchange probabilities are computed based on a partial potential energy (\( E_{pp} \)) term that completely discards solvent to solvent interactions. A number of tests are used to validate the performance of this REMDpe approach: (i) For 300K and 500K, we obtain the same \( E_{tp} \) and \( E_{pp} \) distributions as with reference MD simulations at the same temperature; (ii) Energy histogram overlaps show that REMDpe exchanges are being performed according to Boltzmann weights, and (iii) Similar relative stabilities are predicted for native and non-native structural groups using \( E_{pp} \) and \( E_{tp} \), with the native
Figure 2.3: Examples of different structural groups that were identified in the simulation and for which potential energy averages were computed. Panels 1 and 2 illustrate native structures: Panel 1; the NMR structure and panel 2; a partially unfolded structure with a fraction of native contacts ∼ 64% placing it close to the limit of our native - fraction of native contacts group. Panels 3 and 4 show non-native structures: Panel 3; a collapsed structure (radius of gyration ≤ 1.3 nm, non native) and panel 4; a structure that does not belong to any of these groups (group other). Helices are colored in purple, β-sheets in yellow.

Figure 2.4: $E_{pp}$ distributions obtained in the first 22.1 ns (first fourth) of the simulation. The distributions are shown with averages (colored lines) and errorbars (+/- one standard deviation) for different structural groups at the first (left panel) and last (right panel) eleven temperatures. The structural groups were defined as follows: (i) Native - RMSD, structures that have an RMSD of ≤ 0.44 nm of the NMR structure (dark blue) (ii) Native - fraction of native contacts, structures that have ≥ 64% of the contacts found in the NMR structure (cyan), (iii) Native - high secondary structure content, structures that have at least 38 α-helical and 4 β-sheet residues (black) (iv) Collapsed, structures that have a radius of gyration ≤ 1.3 nm and that do not belong to any of the native groups (red) (v) Other, structures that do not belong to any of the first four groups (green).

structure corresponding to the energy minimum in both cases. Explicit solvent REMD simulations are problematic for large systems. Therefore, alternative REMD protocols are likely to become a necessity for larger, biomolecular simulations. In the present work, we show that solute energy based exchange probabilities do not introduce any obvious errors or biases for all the tested properties, and that this result is already achieved with a zero
Figure 2.5: $E_{xp}^r$ (with $x = p$ or $t$, for protein or total, and $p = $ potential energy), defined as the difference between the average $E_{xp}$ of a given structural group and the average $E_{xp}$ of the native group (fraction of native contacts definition). The colors of the lines refer to the different structural groups as in Figure 2.4. Panels 1, 4 and 7 present averages over the entire simulation (88.4 ns), while panels 2, 5 and 8 present averages for the first fourth (first 22.1 ns), and panels 3, 6 and 9 averages of the last fourth (last 22.1 ns). Panels 7, 8 and 9 show the population sizes of the different structural groups in the different simulation intervals. The $E_{pp}$ shown in Panel 2 is related to Figure 2.4.
order approximation that totally neglects solvent-solvent interactions.
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Chapter 3

Exploring protein conformational space with replica exchange molecular dynamics: possibilities & limitations
Abstract

Replica-exchange molecular dynamics (REMD) has become a very powerful tool to perform enhanced sampling of protein conformational space. However, applications to larger proteins (> 30 aa) remain rare, because the intrinsically low exchange probabilities prevent efficient diffusion of replicas in temperature space. In the present work, we apply a variant REMD technique to the study of the 103-residue prion protein to test the possibilities and limitations of this method for the extensive sampling of systems with complex conformational landscapes. As expected, the sampled conformational space is substantially increased. However, comparison with straightforward reference simulations at 300, 400 and 500K shows that the free energy landscape in the REMD simulations is severely distorted. Although native-like structures have the lowest potential energy, new non-native conformations, obtained at high temperature, frequently exchange to low temperatures. Thus, the low temperature population is progressively shifted towards non-native portions of the free energy surface. The origins of this effect can be traced back to a slow regeneration of native structures at low temperatures, which cannot compete with the fast high temperature unfolding dynamics. This bias is induced by the use of typical inter-exchange times of 1-10 ps that turn out to be much shorter than the intrinsic characteristic structural decorrelation times of the system that are of the order of 100 ns. Therefore, unbiased REMD studies for large systems are likely to require unfeasibly long inter-exchange times.

3.1 Introduction

Replica-exchange molecular dynamics (REMD) has become a very powerful method in the mechanistic study of peptide and small protein folding. In fact, in a number of cases, REMD techniques have allowed to identify the native fold as the lowest free energy minimum [1, 2, 3, 4]. This result is also remarkable because the free energy difference between folded and misfolded, denatured or random-coil structures is often very small and can possibly lie beyond the accuracy of a force field.

In REMD, N replicas, or copies of a given molecular system, undergo parallel MD simulations at different temperatures. These temperatures $T_1, T_2, ..., T_{n-1}, T_n$ cover a given range, in which the lowest temperature is representative of a “ground state” (e.g. the temperature at which the force field was parameterized) and the higher temperatures allow to escape from energetic minima. At given times, all the MD simulations are stopped and exchanges are attempted among adjacent pairs of replicas that are simulated at neighboring temperatures $T_n$ and $T_{n+1}$. Exchange attempts consist in calculating a Monte-Carlo exchange probability. This probability is compared to a random number, and if the former is greater than the latter the exchange is accepted. When an exchange is made, the conformation that is at $T_n$ is assigned to the new temperature $T_{n+1}$, and the one at $T_{n+1}$ to $T_n$. Once exchanges have been attempted on all replica pairs and the respective temperature reassignments have been performed, where relevant, the parallel MD simulations are restarted.
For canonical ensembles (NVT), the exchange probability is constructed so that exchanges generate Boltzmann distributions. The joint probability distribution of an extended system composed of multiple copies of an original system can be written under the assumption that each replica samples a Boltzmann distribution at its given temperature. The exchange probability $P_{ex}$ is obtained by solving the equations describing this joint probability [5]:

$$P_{ex} = \min \left(1, \exp\left\{ \frac{1}{k_B T_n} - \frac{1}{k_B T_{n+1}} \left[ E(x_{T_n}^i) - E(x_{T_{n+1}}^j) \right]\right\} \right)$$

(3.1)

where $k_B$ is Boltzmann’s constant, $T_n$ and $T_{n+1}$ two adjacent temperatures of the input temperature range, $E(x_{T_{n+1}}^i)$ and $E(x_{T_n}^j)$ the potential energies of replicas $i$ and $j$, with the corresponding sets of coordinates $x_{T_{n+1}}^i$ and $x_{T_n}^j$. The potential energy difference in the second term shows that high exchange probabilities require the potential energy of a replica at $T_{n+1}$ to be low enough to be part of the overlap of potential energy distributions at $T_n$ and $T_{n+1}$. The exchange is then accepted, and the replica exchanged to $T_n$, where it becomes a member of the canonical distribution at $T_n$. Thus, this probability function builds up a canonical distribution at each temperature, and in particular at the minimal temperature. This scheme only holds if replicas fully decorrelate between exchange attempts (Markov chain), i.e. if the MD time between two exchange attempts allows for the full decorrelation of an exchanged replica.

Ideally, a replica should cross the full temperature range several times during an REMD simulation. Every exchange allows to change temperature, and potentially escape a local minimum and sample new conformations. When large systems (i.e. proteins solvated in an explicit solvent) are simulated, the number of degrees of freedom is very high, and adjacent temperatures have to be very close in order to ensure a sufficient overlap of potential energy distributions. Many replicas and an increased computational power are thus required, making the method unpractical. Recently, alternative, approximative methods have been developed to decrease the number of replicas needed to cover a given temperature range [6, 7, 8, 9, 10, 11, 12]. Although these variant protocols are very promising in extrapolating the benefits of REMD to larger proteins, such studies have remained rare. Indeed, most of the studies have aimed towards the validation of these variant protocols on smaller systems.

In the present study, we probe the efficiency of REMD for larger proteins using the REMDpe variant protocol (Chapter 2). In REMDpe, exchange probabilities are computed with a partial potential energy function $E_{pp}$, that only retains potential energy terms due to protein-protein and protein-solvent interactions:

$$E_{pp} = E_{solute}^{bonded} + E_{solute}^{non-bonded} + \frac{1}{2} E_{solute-solvent}^{non-bonded}$$

(3.2)

where $E_{solute-solvent}^{non-bonded}$ is multiplied by $\frac{1}{2}$ in order to give more weight to protein energy terms. This partial potential energy function focuses on the conformation of the solute, discarding solvent degrees of freedom (that often occupy the largest part of the sampling
time), while the total potential energy $E_{tp}$ continues driving the MD part.

In Chapter 2, we have validated the REMDpe protocol for a prion protein (PrP) simulation showing that (i) exchanges were being performed according to a Boltzmann weight, (ii) REMDpe 300K and 500K trajectories yielded the same potential energy distributions (for $E_{tp}$ as well as for $E_{pp}$) as reference MD simulations at the same temperatures and (iii) different protein structural groups (native, non-native, collapsed and other structures) were ranked in the same way according to their decreasing average $E_{pp}$ and $E_{tp}$, showing that the native structure is the minimum for both $E_{pp}$ and $E_{tp}$. These three tests thus suggested that REMD exchange probabilities computed with $E_{tp}$ should give comparable results to the ones of REMDpe computed with the $E_{pp}$ and no obvious bias is introduced by the approximate protocol.

Here, we use a 88.4 ns, 32 replica (total aggregate time of 2.8 µs) REMDpe simulation of the prion protein to test the efficiency of the method in characterizing possible misfolded conformations. Compared to a 315 ns long 300K MD reference trajectory, the sampling is clearly enhanced in the 300K REMDpe ensemble. However, we also show that, although the simulation was started with equilibrated native structures for all replicas, the native fold is progressively lost even at the lowest temperature simulations. The main competitive misfold is identified in collapsed structures, which are formed at high temperature and progressively flood the low temperature ensembles. Comparing different population histograms computed as a function of the fraction of native contacts and the radius of gyration, we can show that a quasi-barrierless diffusion traps all the high temperature trajectories into a deep, non-native minimum. When structures of this minimum exchange back to low temperatures, the regeneration of native contacts is in principle possible, but depends on the crossing of energetic barriers that would require much longer low temperature residence times than the typical applied inter-exchange intervals of the order of a few ps. The global picture that emerges from this study is that the sampling is clearly enhanced, but that inter-exchange times that are inferior to the characteristic structural decorrelation times of the system progressively bias the conformational landscape towards high temperature like non-native populations, eventually decreasing the native population of the 300K ensemble to essentially zero.

### 3.2 Methods

All molecular dynamics (MD) simulations were performed with the GROMACS-3.3.0 package [13], the GROMOS96 force-field [14], the SPC water model [15] and an MD time step of 1.5 fs with constraints on covalent bonds involving hydrogen atoms applied via the SHAKE algorithm [16] with a tolerance of $10^{-4}$ kJ mol$^{-1}$ nm$^{-1}$. Temperature was controlled with two Nosé-Hoover thermostats (one for the protein and one for solvent and counter ions, with respective time-coupling constants of 0.4 and 1.6 ps) [17, 18]). Coulombic interactions were treated using a twin-range cutoff, in which interactions within 1.0 nm and between 1.0 and 1.4 nm were computed every MD step, respectively every 5 MD steps.
3.2. Methods

Electrostatic interactions beyond 1.4 nm were approximated with a generalized reaction field \([19]\) generated by a dielectric continuum with dielectric constant of 66. The starting conformation was the mouse PrP NMR structure (res 124-226, PDB code 1AG2 \([20]\)). The protonation states of ionizable side chains were predicted by finite-difference Poisson-Boltzmann calculations \([21, 22]\) in order to mimic a pH 4 environment that is known to favor conformational changes \([23]\). The DELPHI program \([24]\) supplied with the WHATIF package \([25]\) was used to solve the Poisson-Boltzmann equation. The protonation states of HIS, ASP and GLU side chains were consequently set as follows: HIS17; p, ASP21; d, GLU23; d, ASP24; d, GLU29; p, ASP44; p, HIS54; p, ASP55; d, HIS64; p, GLU73; d, GLU77; p, ASP79; d, GLU84; p, GLU88; p and GLU98; p (where p stands for protonated and d for deprotonated). A rhombic dodecahedron box with 14076 water molecules was constructed around the protein. 8 Cl\(^-\) ions were added to neutralize protein charges.

The equilibration of the NMR structure and of the REMDpe replicas was performed as described in Chapter 2. The REMDpe production run was performed in the NVT ensemble with the following temperature distribution: 300.0, 306.0, 312.1, 318.2, 324.3, 330.4, 336.6, 342.8, 349.1, 355.3, 361.6, 368.0, 374.3, 380.7, 387.1, 393.6, 400.1, 406.6, 413.1, 419.7, 426.3, 432.9, 439.6, 446.3, 453.0, 459.8, 466.5, 473.3, 480.2, 487.1, 494.0 and 500.9K. With this distribution, we obtained roughly homogenous REMDpe exchange frequencies of ~30%. The REMDpe production run was carried out for 88.4 ns (total aggregate time of 2.8 \(\mu\)s), with exchange attempts performed every 60 ps on adjacent temperature replicas \(n\) and \(n+1\) for odd exchange trial numbers, and \(2n\) and \(2n+1\) for even ones. Structures, energies and temperatures were saved every 1.5 ps. Three MD reference simulations were performed at 300, 400 and 500K with respective simulation times of 314.8, 346.5 and 64 ns. For the two high temperature simulations (400 and 500K), the temperature was first raised to the target temperature with 300 ps of temperature rescaling.

Secondary structure elements were computed with the DSSP \([26]\) algorithm in the GROMACS-3.3.0 interface. An in-house program was used to compute contact maps and fractions of native contacts \((Q_{fr})\). Two residues were considered in contact if the shortest distance between two atoms of these residues was inferior to 0.45 nm, and the fraction of native contacts of a given conformation was defined as the percentage of contacts of the NMR structure that were still present. All the other analysis were performed with GROMACS-3.3.0 \([13]\) routines.

Free energies \(G'\) (with respect to an arbitrarily chosen zero of energy) were computed from probability distributions projected on the fraction of native contacts \((Q_{fr})\) and the radius of gyration \((R_g)\):

\[
G'_{Q_{fr},R_g} = -k_B T \ln \left( \frac{N(Q_{fr},R_g)}{M} \right)
\]

where \(N(Q_{fr},R_g)\) is the number of conformations in the interval \([Q_{fr}-\delta Q_{fr},Q_{fr}+\delta Q_{fr}]\) and \([R_g-\delta R_g,R_g+\delta R_g]\) and \(M\) is the total number of structures.
In order to assess structural decorrelation times, autocorrelation functions $C(t)$ were computed for chosen properties $x(t)$ along the reference trajectories:

$$
C(t) = \frac{\sum_{k} (x(t_k) - \langle x \rangle)(x(t_k + t) - \langle x \rangle)}{\sum_{k} (x(t_k) - \langle x \rangle)^2}
$$

(3.4)

where $M$ is the total number of frames in the trajectory, $t_k$ is the time at frame $k$ and $\langle x \rangle$ is the average of the property $x$ over the entire trajectory.

### 3.3 Results and Discussion

#### 3.3.1 Extent of conformational sampling in the reference MD simulation

A 315 ns MD simulation was performed at 300K starting from the equilibrated NMR structure to provide a reference for the conformational space sampled in a straightforward MD run. In order to investigate the diffusion time of the system in the conformational space we computed the time series of the fraction of native contacts ($Q_{fr}$) and radius of gyration ($R_g$)(Figure 3.1, Panel 1). During the first 90 ns of dynamics, the protein remains very close to the starting configuration (equilibrated NMR structure, with $Q_{fr} \sim 0.8$ and $R_g \sim 1.4$). This behavior is consistent with the picture of the system in thermal fluctuation around its (global) free energy minimum. However, around 90 ns, $Q_{fr}$ starts to decrease, in parallel to an increase in $R_g$ (Figure 3.1, Panel 1). This concerted trend carries on for 30 ns, leading to a new structural ensemble characterized by a $Q_{fr}$ of $\sim 65\%$ and a $R_g$ of $\sim 1.47$ nm (Figure 3.6, Panels 2 and 3), in which the simulation stays for the remaining 195 ns.

Analysing the trajectory reveals that the increase in $R_g$ was caused by the unfolding of the second helix (H2) (Figure 3.1, Panel 4). A principle component analysis (PCA) of the trajectory shows that the lowest-frequency mode is indeed related to the unfolding of H2 (Figure 3.1, Panels 2 and 3), which is known to be the least stable of the three helices both from experimental [27, 28, 29, 30] and theoretical [31, 32] studies. Surprisingly, residues of the unfolded H2 form new $\beta$-sheets (Figure 3.1, Panel 4). Obtaining native-like structure with alternative secondary structure is a rather unusual outcome for a straightforward low temperature (300K) MD simulation at first sight, and might raise possible concerns about the validity of the underlying force field. However, we would like to stress that no such event was obtained for a 315 ns control simulation performed under the same conditions with doppel protein, a structural homolog of prion with only 25% amino-acid sequence homology, but an identical fold, with three helices and two short $\beta$-sheets [33]. This suggests that this change in native structure is most probably due to an intrinsic property of the system. This is also supported by the fact that alternative prion
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β-rich folds have indeed been observed at physiological conditions in complete absence of denaturing agents [34, 35, 36]. In view of the fact that this structure is still very close to the native one ($Q_{fr} \sim 65\%$), we will include this second minimum in the native population pool, and set a $Q_{fr}$ threshold of 64% to separate native from non-native structures.

Figure 3.1: The 300K MD reference simulation. Time series of the radius of gyration ($R_g$, blue line in panels 1 and 2), of the fraction of native contacts (red, panel 1) and of the first (red) and second (green) principal components (PC, panel 2). In panel 1, the horizontal green dashed line shows our choice of minimal fraction of native contacts defining native structure. The minimum and maximum first PC trajectory frames are highlighted with a black circle in panel 2, and the corresponding structures are respectively shown in the left and right halves of panel 3 (color coding as in Figure 3.4). Panel 4: Secondary structure (DSSP) of all residues as a function of time. Color coding for the secondary structure: Red; β-sheet and blue; α-helix. Native (NMR) secondary structure elements are delimited by dashed and dotted green horizontal lines: Dotted; β-sheets (in sequence order: S1 and S2), dashed; α-helices (in sequence order: H1, H2 and H3). Yellow dashed horizontal lines: Cys forming the disulfide bridge. Residues were numbered starting from the first residue of the NMR PDB file.
3.3.2 Extent of conformational sampling in the REMDpe simulation

The maximal extent of the sampled conformational spaces (projections on $Q_{fr}$ and $R_g$) of the reference MD 300K and the REMDpe 300K simulations are superimposed in Figure 3.6 Panel 2. The native minimum (equilibrated NMR structure) is the common starting point of the two simulations ($Q_{fr} \sim 0.8$), which both evolve to lower $Q_{fr}$ regions of conformational space. REMD clearly enhances the sampling of conformational space, although it cannot access the second minimum of the 300K MD reference simulation described above. However, the REMDpe 300K free energy surface (FES) reveals the presence of very similar conformations, characterized by a practically unfolded H2 (Figure 3.4, Panels 2 and 3). Small differences exist mainly in the loop formed by H2 residues, which refolds into tight loops and $\beta$-sheets in REMDpe and extends into the solvent in the reference MD, explaining the higher $R_g$ values. The same trend is observed for other residues (i.e. the H3 C-terminus) which do not form secondary structure: their packing to the protein core is tighter in REMDpe, resulting in a lower $R_g$. Obtaining a very similar quasi non-native intermediate with the 300K reference MD and REMDpe further validates the latter method and highlights prion’s intrinsic ability to adopt multiple conformations at room temperature.

The REMDpe simulation was initiated with the equilibrated NMR structure at all temperatures (initial native population of 100%). A low temperature interval was arbitrarily defined within the 300 to 336K range (first 7 temperatures). We monitored a decreasing fraction of native structures in this low temperature interval along the entire simulation (Figure 3.2, left panel). From 0 to 28.5 ns of simulation (38 averaging windows of 750 ps and 500 structures each, ending at the first green vertical dashed line in Figure 3.2), the native population decreased from 100% to 50%, and remained around this plateau value of 50% for another 47.25 ns (ending at window 101, second green vertical dashed line in Figure 3.2) before sharply decreasing to a quasi vanishing fraction within the last 12 ns. Thus, the simulation appears to have undergone three different phases: a decrease of native population, a plateau phase characterized by an equilibrium of native and misfolded structures and a terminal phase, characterized by the further decrease and quasi entire depletion of the native population.

This lead us to seek for the predominant competitive misfold, which could be identified as a group of collapsed structures. A “collapsed structure” group was therefore arbitrarily defined by structures with a $R_g \leq 1.3$ nm ($R_g$ native state $\sim 1.41$ nm) and a $Q_{fr} < 64\%$. Following the time series of the fraction of the total population belonging to this “collapsed structure” group indeed revealed that it increased along time at low temperatures, competitively replacing the native structures (Figure 3.2, right panel). The trend of this increase follows the decrease of the fraction of native structures described above, although the end of the initial sharp increase, as well as the end of the plateau phase occurred a bit earlier (respectively around 17.25 ns and 68.25 ns). In the plateau phase of the simulation, the collapsed structures roughly accounted for 25% of the total configurations and the native structure group, for 50%. In the terminal phase of the simulation, these numbers are
reversed. One can thus deduce that the collapsed structure accounted for 50% and 75% of the non-native population (fraction of native contacts of the NMR structure < 64%) in, respectively, the plateau phase and the terminal phase.

![Graphs showing evolution of native and collapsed structures](image)

**Figure 3.2:** Evolution of the fraction of native structures (left panel) and of the fraction of collapsed structures (right panel) along the 88.4 ns of the simulation. Structures with ≥ 64% of the contacts found in the NMR structure were defined as native, while the remaining non-native structures with a radius of gyration ≤ 1.3 nm were defined as collapsed. Averages were computed for windows of 500 frames (750 ps, structures saved every 1.5 ps) at each temperature, and the plotted fractions were obtained by averaging the averages of windows with the same time index on the following temperature intervals: 300 to 336K (low temperature); dark blue line, 300 to 500K (all temperatures); red line. Dark dashed line; 50% of structures. The green vertical dashed lines delimit a plateau in the evolution of the fraction of native structures at low temperature.

Thus, the main structural transformations are well described by a correlated decrease of both $R_g$ and $Q_{fr}$. The conformational landscapes clearly show this correlation (Figure 4.6). At 300K, structures starting from the native basin ($Q_{fr} \sim 0.8$) misfold and collapse, or visit a very rare extended, misfolded conformation ($R_g \sim 1.5$ and $Q_{fr} \sim 0.44$). Conformations belonging to the different high probability regions in the plane spanned by $R_g$ and $Q_{fr}$ are illustrated in Figure 3.4. This misfolding and simultaneous collapse to compact structure is in agreement with the experimental results of Kuwata et al., where high pressure unfolding of prion (monitored by NMR) is concomitant to protein collapse around molecular voids the authors identify within H2 and H3 [27]. Since the REMDpe simulations were performed in the NVT ensemble, higher pressures build up at elevated temperatures. For both REMDpe and reference MD runs, the pressure was $\sim 1 \pm 200$, $1650 \pm 350$ and $3635 \pm 400$ bar at respectively 300, 400 and 500K.
Population histograms computed as a projection on the fraction of native contacts and the radius of gyration. Panel 1: REMDpe at 300K (with numbers highlighting high probability regions of which structures are presented in Figure 3.4) and Panel 2; REMDpe at 500K. Two solid contour lines are added to Panels 1 and 2: an outer one to encompass the maximal extent of non zero probability regions (≥ 1 count) and an inner one at half of the maximum count observed in order to highlight high probability regions.

3.3.3 High temperature non-native collapsed structures

Population histograms as a function of $R_g$ are plotted for all temperatures in the right panel of Figure 3.5, highlighting different $R_g$ intervals that delimit high probability regions. These histograms clearly show that structures collapse at higher temperature and are exchanged to the lower ones, replacing native conformations. Correlating the time series of temperatures visited by a replica with its times series of $R_g$ indeed shows that most replicas, independent of their starting temperature, eventually collapse at high temperature and rarely revert to higher $R_g$ values, whichever temperature they visit thereafter (data not shown).

In order to understand the mechanism of collapse taking place at high temperature, we investigated the evolution of $R_g$ along two high temperature reference MD simulations, one at 400K and one at 500K. In both simulations, $R_g$ clearly decreases as a function of time (Figure 3.5, left panel) and this decrease is much faster at 500K: the 400K reference MD had to be extended beyond 300 ns in order to obtain the same collapse. The 500K simulation shows that $R_g$ values as low as 1.27 nm can already be obtained in the first 5 ns, which proves that a replica can indeed ”collapse” very quickly, after spending some time in the 400-500K temperature range. These results suggest that a ”collapsed” state is a natural outcome for high temperature MD performed with the prion protein and the GROMOS force field in the NVT ensemble.

Thus, obtaining collapsed structures around temperatures from ≥ 400K on is an intrinsic feature and not a possible artifact of the REMDpe protocol. High temperature MD
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Figure 3.4: Conformations populating the high probability regions of the 300K REMDpe population histogram shown in Figure 4.6 (left panel), where numbers indicating the regions refer to the numbers of the panels showing the corresponding conformations in this figure. Helices are colored in purple, $\beta$-sheets in yellow. In order to highlight the sequence-positions of structural re-arrangements, sequence portions spanning NMR secondary structure elements are highlighted with CPK sphere representations of the C-alpha atoms of the residues delimiting $\beta$-strands $S_1$ (yellow), $S_2$ (green) and helices $H_1$ (blue), $H_2$ (red) and $H_3$ (orange).

Reference trajectories actually show a transition from a narrow native conformational basin to a broader non-native basin characterized by structural collapse (Figure 3.5 left Panel and Figure 3.6 Panel 3). High temperature REMDpe ensembles progressively converge to the same non-native basin (Figure 3.3, right Panel, Figure 3.6 Panels 1 and 4, Figure 3.7 Panel 4) and can only revert to the native one via structure exchanges, the frequency of such reversions diminishing with simulation time. This process resembles a barrierless diffusion, as suggested by Figure 3.6 Panel 4: Replicas moving to higher temperatures eventually end up in the non-native basin.

3.3.4 Too short inter-exchange times cause strong sampling biases

On average, collapsed structures have a higher potential energy than native structures, but the difference between the average values of the corresponding potential energy distributions is very small and the overlap of the fluctuations at all temperatures large (Chapter 2). This enables non-native structures sampled at high temperature to exchange with na-
Figure 3.5: High temperatures lead to collapsed structures. Left panel; Radius of gyration ($R_g$) time series for the three reference MD simulations. For each simulation, the first line shows the total data and the second one, the running average computed on windows of 500 structures: Grey and black; 300K, cyan and dark blue; 400K, magenta and orange; 500K. Right panel; REMDpe Population histograms as a function of $R_g$ for all temperatures, with colors coding for the number of structures (according to the colorbar).

tive structures at lower temperatures. While a correct application of the REMD protocol with sufficiently long decorrelation times between exchanges will guarantee a Boltzmann sampling at all temperatures, commonly used short inter-exchange times of $\sim 1\text{-}10$ ps (60 ps in the present study) can lead to a strongly biased sampling at low temperature. In particular, because of the short inter-exchange time ($\ll$ relaxation time at low temperature), structures from the high temperature ($\sim 450$K) pool characterized by a $R_g$ of $\sim 1.28$ nm in Figure 3.5 remain trapped in regions of the phase space characterized by small values of $R_g$ even at low temperatures. The populations around $R_g$ of 1.25, 1.3 and 1.35 nm obtained at 300K are obtained by a fast succession of exchanges from high temperature and cannot diffuse back to the basin of the native fold ($\sim 1.4$ nm) because of the high free energy barriers. Therefore, these populations are clearly overweighted.

Monitoring the time series of the fraction of native contacts per replica shows that recovery of native contacts from non-native states is rare at all temperatures (data not shown). The FES sampled at high temperature shows a smooth, barrierless character leading to a deep non-native minimum that promotes an irreversible fast trapping of all trajectories (unfolding rate $k_u$). Consequently, the process of unfolding/misfolding is particularly favored both thermally and kinetically at high temperature. For the replicas that reach the low temperature range, the FES appears too rugged, and the barriers too high to allow for refolding to the native structure with a much smaller rate (i.e. $k_f << k_u$). With a 60 ps interval between exchanges, the average MD time at the lowest temperature is far from sufficient to allow for such refolding. Consequently, our low temperature ensemble slowly shifts towards low $Q_{fr}/low \ R_g$ value regions. FES locations of the initial, intermediate and final population of REMDpe 300K (Figure 3.7 Panels 1 to 3) reveal this transition. In any 2.5 ns time interval of the last 14.8 ns of the simulation, the 300K ensemble explores
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the entire final low $Q_{fr}$/low $R_g$ conformational landscape presented in Panel 3, suggesting that the simulation has converged to this conformational landscape. This conclusion goes beyond our particular application to the prion protein and is very likely to apply to any high temperature non-native minimum and REMD setup of a relatively large protein with inter-exchange MD intervals that are much shorter than characteristic decorrelation times.

In order to compare the rugged nature of our low temperature FES to the smoother ones at high temperatures, we have also computed the diffusion coefficient for both 300K and 500K reference MD simulations (which do not suffer from the bias of structure exchanges). The diffusive harmonic model has been applied to characterize funnel-like FES obtained from protein simulations [37]. From the times series of $Q_{fr}$, we obtained the autocorrelation time $\tau_{corr}$ computed from an exponential fit (the autocorrelation time decays exponentially at long times) of the autocorrelation function (Methods, equation 3.4) and the mean square instantaneous fluctuation $\sigma^2$. The model gives us $D(T) = \sigma(T)^2/\tau_{corr}(T)$ for a given temperature $T$. With $D(300K) \sim 1.8 \times 10^{-4} Q_{fr}^2/\text{ns}$ and $D(500K) \sim 1.5 \times 10^{-3} Q_{fr}^2/\text{ns}$, the 300K FES indeed shows a more rugged nature that compromises fast refolding to native conformations.

Autocorrelation times provide a good measure of structural decorrelation times and were computed for other properties of the same reference MD 300 and 500K trajectories. (Table 3.1). The two structural properties analyzed ($R_g$ and $Q_{fr}$) show long decorrelation times of 50-100 ns at 300K, which are reduced to $\sim$ 12 ns at 500K, but still way beyond our 60 ps exchange attempt frequency. For comparison, structural decorrelation times of $\sim$ 5 ns were already found for pentapeptides in an implicit solvent [38], corroborating the long decorrelation times we find for the 103-residue prion protein in explicit solvent. This is also demonstrated by the partial potential energy ($E_{pp}$) that contains all protein-protein and protein-solvent interaction terms. Consistently, its decorrelation time is also long (18 and 4.8 ns at respectively 300 and 500K), reflecting structural decorrelation. At contrast, the total potential energy mainly reflects solvent-solvent interactions, and its decorrelation time is much shorter (maximum of 20 ps at 300K). In practice, one should therefore choose exchange with trial frequencies which are much longer than the 60 ps used in this work (as suggested by Rhee et al., who experimented trial frequencies of 1 ns [39]), but this is not feasible with the present computational resources. To our knowledge, a majority of the REMD studies published so far report exchange-trial frequencies of $\sim$ 1-5 ps and might suffer from the bias reported in the present work.
Figure 3.6: Free energy surfaces (FES) computed as a projection on the fraction of native contacts ($Q_{fr}$) and the radius of gyration ($R_g$). The maximal extent (outer contour lines) and minima (inner contour lines drawn at half of the FES minimum) of the following FES are superposed in panels 1, 2 and 3: Panel 1; REMDpe 300K (blue), 400K (yellow) and 500K (red), Panel 2; REMDpe 300K (blue) and reference MD 300K (grey) and Panel 3; reference MD 300K (grey), 400K (cyan) and 500K (magenta). FES computed as a projection on the sole $Q_{fr}$ for all REMDpe temperatures are shown in Panel 4, with bold lines highlighting those at 300K (blue) and 500K (red). The corresponding FES of the reference MD simulations are shown with a bold black line: Solid line; 300K (with an arrow locating the NMR structure), dashed line; final minimum of the 500K simulation (48.549 ns to final 64.044 ns).
Table 3.1: 300K and 500K reference MD trajectory decorrelation times (ns) found for the radius of gyration ($R_g$), the fraction of native contacts ($Q_{fr}$), and the total ($E_{tp}$) and partial ($E_{pp}$) potential energies. For each property, the autocorrelation function was computed (Methods, equation 3.4), and decorrelation times approximated with the characteristic time of the slowest exponential component of the fit to the autocorrelation function.

<table>
<thead>
<tr>
<th>T(K)</th>
<th>$R_g$</th>
<th>$Q_{fr}$</th>
<th>$E_{tp}$</th>
<th>$E_{pp}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>50</td>
<td>97.5</td>
<td>&lt;0.01</td>
<td>18</td>
</tr>
<tr>
<td>500</td>
<td>12.5</td>
<td>11.5</td>
<td>&lt;0.01</td>
<td>4.8</td>
</tr>
</tbody>
</table>

One of the largest explicit solvent systems for which "ab initio" folding was achieved with an REMD simulation starting from an extended structure is the Trp-cage, a synthetic, fast folding, 20 amino-acid (aa) miniprotein [4]. Explicit solvent REMD simulations performed with larger proteins are less common, and only provide a detailed description of unfolding or, at best, of partial regeneration of native structure achieved starting from non-native high temperature configurations that still possess native contacts. Recent studies include the Zinc finger artificial construct, 28 aa [40], protein A, 46 aa [41] and another PrP study [32]. None of these simulations exceeded 30 ns per replica, so that it is hard to assess whether they suffer from the bias we describe with longer time scales, and whether this bias also prevents extensive refolding to the native structure.

3.4 Conclusions

In the present work, we have assessed benefits and limitations of REMD applications to relatively large explicit solvent protein systems. Such studies are only possible with variant protocols, such as REMDpe, that has been validated in Chapter 2. We show that REMDpe clearly enhances the sampled conformational space. However, despite the lower potential energy of the native structure, we have observed its extensive unfolding in the low temperature REMDpe ensemble, revealing a strong limitation that is related to the slow regeneration of native contacts at low temperature, which cannot compete with fast and irreversible high temperature unfolding. The origin of this effect are the inter-exchange times that are much shorter than the structural relaxation times. The REMDpe simulation eventually leads to the complete unfolding of the entire native structure pool: (i) High temperature ensembles converge to a non-native basin, with unfolding as fatal issue for replicas introduced by exchange, (ii) Exchanges leading to lower temperatures can only select structures from a non-native pool at high temperature that (iii) explore new low temperature non-native minima, progressively shifting the original low temperature native conformational population to non-native portions of the FES. In this last stage, low temperature native contact regeneration is inhibited: At low temperatures, a replica is eventually exchanged to higher temperatures (where unfolding dominates) by a new, non-native, low energy structure before substantial reformation of native contacts can even
Figure 3.7: Conformational landscape (projected on the fraction of native contacts $Q_{fr}$ and the radius of gyration $R_g$) sampled during different intervals of time. Location of REMDpe 300K populations of the first, third and last sixth (three 14.8 ns intervals) are respectively shown in Panels 1, 2 and 3. Solid contour lines are added, representing these time-dependant conformational landscapes (blue lines) and the total conformational landscape sampled in the 88.4 ns of the simulation (red lines). In both cases, outer and inner contour lines respectively delimit the maximal extent of the conformational landscape and the high probability regions sampled. Panel 4: Location of different populations on the FES computed as a projection on the sole $Q_{fr}$: REMDpe 300K first (blue) and last (green) sixth, REMDpe 500K last sixth (red), reference MD 300K full trajectory (black solid line, with an arrow locating the NMR structure) and reference MD 500K last sixth (black dashed line).

Refolding to the native structure would require longer low temperature MD times between two subsequent exchanges, of the order of the typical decorrelation times of $\sim 100$ ns we found for the prion protein. Indeed, the unbiased character of the Markov chain implied by an REMD process requires this time scale for inter-exchange times. This is much longer than the 60 ps inter-exchange time we use, which is itself already $\sim 10$ longer than the most frequent choices used in the literature. This effect is intrinsic to REMD, and is presented as a limitation to be taken into consideration when setting up REMD.
simulations of large systems. Nevertheless, REMD remains a very powerful tool, allowing to access new portions of the FES, but the relative weight of non-native minima of the FES may be strongly biased by the choice of short inter-exchange times.

3.5 Appendix

In this section, some additional results, supporting the findings of Chapter 3, are presented.

3.5.1 Average protein and total potential energy per structural group monitored in 30 successive trajectory windows

The average $E_{xp}$ and the $E_{xp}^r$ (where $r$ = relative, $x$ = total or $p$ for protein and $p$ = potential) were computed for 30 successive trajectory windows of 2.94 ns each, at all temperatures and for the 5 structural groups defined in Chapter 2. The $E_{xp}^r$ is defined as the difference between the average $E_{xp}$ of a given structural group and the average $E_{xp}$ of the native structural group (fraction of native contacts definition). This measure shows which of the structural groups has a lower potential energy for a given window. The results are presented in Figure 3.8 and show that the minimal energy structural group changes from one window to another, with no clear trend. Nevertheless, the results confirm that, at all temperatures, the native structure group occupies the minimum of both $E_{pp}$ and $E_{tp}$ for at least half or more of the trajectory windows.

3.5.2 Average protein and total potential energy in function of the location on the conformational landscape

Computing average $E_{pp}$ and $E_{tp}$ for regular $Q_{fr}$ and $R_g$ intervals allows to map potential energy surface minima and maxima ($E_{pp}$ and $E_{tp}$) on the conformational landscape as projected on the $Q_{fr}$ and $R_g$ reaction coordinates. If REMDpe is a valid approximation, the mapped $E_{pp}$ and $E_{tp}$ minima and maxima should coincide. The results are presented for 300, 400 and 500K, using averages obtained from the entire trajectory (Figure 3.9) or from 4 successive 22.1 ns trajectory windows at 300K (Figure 3.10), 400K (Figure 3.11) and 500K (Figure 3.12) in order to analyse the dynamics in the different stages of the non-converged simulation. The mapped $E_{tp}$ generally appears flat (with diffuse minima and maxima), contrarily to the mapped $E_{pp}$. In most cases, there is a qualitative agreement between the mapped $E_{tp}$ and $E_{pp}$. The mapped $E_{pp}$ confirms that non-native collapsed structures (group Collapsed) are more stable (lower average $E_{pp}$) than extended non-native structures (group Other), and that this difference is more pronounced than it is in the mapped $E_{tp}$. Similarly, native structures appear to be more stable in the mapped $E_{pp}$ than in the mapped $E_{tp}$, suggesting that the $E_{pp}$ might actually be more efficient at preserving native structures from exchanging to higher temperatures. Free energy minima (as revealed by the conformational landscape maxima in the figures) frequently coincide to mapped $E_{pp}$ minima at 300K, while this is almost never the case at 400 and 500K.
Thus, entropy dominates at high temperature.

3.5.3 Exchange attempt statistics as a function of structural groups involved

In order to ensure that exchange attempts leading non-native collapsed or non-native extended structures to lower temperatures are on average not more successful than the inverse exchanges, the following three exchange attempts were monitored. They are identified with the following syntax: \( C; \) Collapsed, \( N; \) Native; \( O; \) Other (structural groups, as defined in Chapter 2) and \( vs; \) versus, comparing an exchange type (referred to as “considered exchange”, at the left of the double arrow) with the inverse exchange (at the right of the double arrow), in order to assess which of the two is more successful on average.

1) \([\{(T_n+1, C), (T_n, N)\}] \leftrightarrow [(T_n+1, N), (T_n, C)] \leftrightarrow [(T_n+1, C), (T_n, N)] vs [(T_n+1, N), (T_n, C)] \leftrightarrow [(T_n+1, C), (T_n, N)]\)

The inverse exchange shows a slightly (although not significantly) higher fraction of successful exchanges than the considered exchange (Figure 3.13).

2) \([\{(T_n+1, O), (T_n, N)\}] \leftrightarrow [(T_n+1, N), (T_n, O)] \leftrightarrow [(T_n+1, O), (T_n, N)]\)

The inverse exchange shows a slightly (although not significantly) higher fraction of successful exchanges than the considered exchange (Figure 3.14).

3) \([\{(T_n+1, C), (T_n, O)\}] \leftrightarrow [(T_n+1, O), (T_n, C)] \leftrightarrow [(T_n+1, C), (T_n, O)]\)

The considered exchange shows a slightly (although not significantly) higher fraction of successful exchanges than the inverse exchange (Figure 3.15).

Thus, exchange attempts leading non-native structures to lower temperatures are not more successful on average. Moreover, similar results were obtained when performing the same analysis on the first and second halves of the simulation. Finally, these results are in agreement with the relative stabilities per structural group as assessed with protein and total potential energy averages.

3.5.4 Correlation of protein energy and radius of gyration or fraction of native contacts

In order to check if non-native and collapsed structures correspond to lower potential energies, correlations of potential energy with i) the protein radius of gyration \( R_g \) and ii) the protein fraction of native contacts \( Q_{fr} \) were computed at 300K and 500K. Different potential energy functions were tested in this correlation. Neither the total nor the protein potential energy functions were correlated to any of the two reaction coordinates. However, the Protein-Protein Lennard Jones (LJ) contributions correlate positively with \( R_g \) and \( Q_{fr} \) (a decrease of which leads to a decrease of the LJ interaction energy), while all the non-bonded protein-solvent interactions correlate negatively with \( R_g \) and \( Q_{fr} \).
3.5.5 Doppel protein $REMDpe$ simulation: Comparable results

Chapter 5 describes an $REMDpe$ simulation performed with doppel, a structural homologue of prion. The relative stabilities per structural group as assessed by protein and total potential energy averages provided similar results (on the entire trajectory, on four 22.1 ns intervals and on 30 2.94 ns intervals), as well as the statistics on exchange attempts.
Figure 3.8: $E_{xp}$ and $E_{rxp}$ computed for different structural groups in 30 successive trajectory windows of 2.94 ns each. The $E_{rxp}$ (where $r =$ relative, $x =$ p for protein or t for total, and $p =$ potential) is defined as the difference between the average $E_{xp}$ of a given structural group and the average $E_{xp}$ of the native structural group (fraction of native contacts definition). Panels 1, 2, 4 and 5 compare the collapsed (red) and native (fraction of native contacts definition) (blue) structural groups, at 300K (panels 1 and 4) and at 393K (panels 2 and 5). Panels 1 and 2: Average $E_{pp}$ per trajectory window (errorbars: one standard deviation). Panels 4 and 5: Population size per structural group and trajectory window. Average $E_{pp}$ were only computed for a given structural group for windows containing at least 30 (horizontal black dashed line) structures of that structural group and at least 30 structures of the native group. Panel 7: $E_{rxp}$ of the collapsed structure group, per 300K trajectory window. Panel 8: $E_{rxp}$ of the collapsed structure group, per trajectory window, at 300 (blue, data from Panel 7), 318 (cyan), 342 (green), 368 (yellow) and 393K. Panel 3: Fraction of windows for which the $E_{rxp}$ is below zero for the structural group considered (identified with the same color coding as in Figure 2.4). Panel 6: As Panel 5, for the $E_{tp}$. An $E_{rxp}$ that is lower than zero reveals that, for a particular window, the average $E_{xp}$ of the native structure group (fraction of native contacts definition) is lower than the one of the structural group considered. Panel 9: Number of windows from which the fractions of Panels 3 and 5 were deduced (same color coding). Black horizontal dashed line: 1 window.
Figure 3.9: Scaled average $E_{xp}$ (or $E_{xp}^s$, with $x = p$ for protein or $t$ for total and $s = \text{scaled}$) in function of the location on the conformational landscape (as projected on $Q_f r$ and $R_g$). Panels 1, 4 and 7: Conformational landscapes (colorbar: number of structures). Panels 2, 5 and 8: $E_{pp}^s$, Panels 3, 6 and 9: $E_{tp}^s$. In Panels 2, 5, 8, 3, 6 and 9, the $E_{xp}^s$ values are given in the colorbar, while 50 white circles highlight the 50 lowest $E_{xp}$ structures (lowest $E_{xp}$ structure: black circle). Averages and conformational landscapes were computed from the entire 88.4 ns trajectory at 300K (Panels 1, 2 and 3), 400K (Panels 4, 5 and 6) and 500K (Panels 7, 8 and 9). $E_{xp}^s$ were defined with $E_{xp}^s = 1 - \bar{E}_{xp}/\max(\bar{E}_{xp} + 1)$, where $\bar{E}_{xp}$ is the average $E_{xp}$ of all structures of a given portion of the conformational landscape, in order to improve the contrast of the contour plots. In all panels, boundaries of the portion of the conformational landscape defining the non-native Collapsed structural group are indicated by a horizontal ($R_g \leq 1.3$) and a vertical ($Q_f r \geq 0.64$) black dashed line.
Figure 3.10: $E_{xp}^s$ (as defined in Figure 3.9) in function of the location on the conformational landscapes (as projected on $Q_{fr}$ and $R_g$) of the four fourths of the 300K trajectory. Panels 1, 4, 7 and 10: Conformational landscapes (colorbar: number of structures). Panels 2, 5, 8 and 11: $E_{px}^s$, Panels 3, 6, 9 and 12: $E_{xp}^s$. In Panels 2, 5, 8, 11, 3, 6, 9 and 12, the $E_{xp}^s$ values are given in the colorbar, while 50 white circles highlight the 50 lowest $E_{xp}^s$ structures (lowest $E_{xp}^s$ structure: black circle). Averages and conformational landscapes were computed for the four fourths of the simulation, with each fourth spanning 22.1 ns: First (Panels 1, 2 and 3), second (Panels 4, 5 and 6), third (Panels 7, 8 and 9) and fourth (Panels 10, 11, 12) fourths of the simulation. In all panels, boundaries of the portion of the conformational landscape defining the non-native Collapsed structural group are indicated by a horizontal ($R_g \leq 1.3$) and a vertical ($Q_{fr} \geq 0.64$) black dashed line.
Figure 3.11: $E_{xp}$ (as defined in Figure 3.9) in function of the location on the conformational landscapes (as projected on $Q_{fr}$ and $R_g$) of the four fourths of the 400K trajectory. Panels 1, 4, 7 and 10: Conformational landscapes (colorbar: number of structures). Panels 2, 5, 8 and 11: $E_{tp}$. Panels 3, 6, 9 and 12: $E_{yp}$. In Panels 2, 5, 8, 11, 3, 6, 9 and 12, the $E_{xp}$ values are given in the colorbar, while 50 white circles highlight the 50 lowest $E_{xp}$ structures (lowest $E_{xp}$ structure: black circle). Averages and conformational landscapes were computed for the four fourths of the simulation, with each fourth spanning 22.1 ns: First (Panels 1, 2 and 3), second (Panels 4, 5 and 6), third (Panels 7, 8 and 9) and fourth (Panels 10, 11, 12) fourths of the simulation. In all Panels, boundaries of the portion of the conformational landscape defining the non-native Collapsed structural group are indicated by with a horizontal ($R_g \leq 1.3$) and a vertical ($Q_{fr} \geq 0.64$) black dashed line.
Figure 3.12: $E_{xp}^*$ (as defined in Figure 3.9) in function of the location on the conformational landscapes (as projected on $Q_{fr}$ and $R_g$) of the four fourths of the 500K trajectory. Panels 1, 4, 7 and 10: Conformational landscapes (colorbar: number of structures). Panels 2, 5, 8 and 11: $E_{pp}^*$, Panels 3, 6, 9 and 12: $E_{tp}^*$. In Panels 2, 5, 8, 11, 3, 6, 9 and 12, the $E_{xp}^*$ values are given in the colorbar, while 50 white circles highlight the 50 lowest $E_{xp}^*$ structures (lowest $E_{xp}^*$ structure: black circle). Averages and conformational landscapes were computed for the four fourths of the simulation, with each fourth spanning 22.1 ns: First (Panels 1, 2 and 3), second (Panels 4, 5 and 6), third (Panels 7, 8 and 9) and fourth (Panels 10, 11, 12) fourths of the simulation. In all Panels, boundaries of the portion of the conformational landscape defining the non-native Collapsed structural group are indicated by a horizontal ($R_g \leq 1.3$) and a vertical ($Q_{fr} \geq 0.64$) black dashed line.
Figure 3.13: REMD exchange attempts of structures of the non-native Collapsed and Native (fraction of native contacts definition) structure groups. Panels 1 and 3: Exchange attempts between Collapsed structures at $T_{n+1}$ and Native structures at $T_n$, Panels 2 and 4: Exchange attempts between Native structures at $T_{n+1}$ and Collapsed structures at $T_n$. Panels 1 and 2: Temperatures and times for all exchange attempts with a probability $P$ i) $P < 0.5$ (blue “x”), ii) $0.5 \leq P < 1$ (blue circles) and iii) $P \geq 1$ (direct exchanges, red squares). Panels 3 and 4: Number of exchange attempts with a probability $P$ i) $P < 0.5$ (solid blue line), ii) $0.5 \leq P < 1$ (dashed blue line), iii) $P \geq 1$ (direct exchanges, solid red line) and total number of exchange attempts (green). Panel 5: Fraction of direct exchanges (number of direct exchanges divided by the number of all exchange attempts), Panel 6: Fraction of exchange attempts with a probability $P$ in the interval $0.5 \leq P < 1$ (number of such exchange attempts divided by the number of exchange attempts with $P < 1$). In Panels 5 and 6, fractions of exchange attempts between Collapsed structures at $T_{n+1}$ and Native structures at $T_n$ are depicted with a red line, and fractions of exchanges attempts between Native structures at $T_{n+1}$ and Collapsed structures at $T_n$ are indicated by a blue line. The green line is the difference of the former and the latter.
Figure 3.14: REMD exchange attempts of structures of the non-native, non-collapsed Other and the Native (fraction of native contacts definition) structure groups. Panels 1 and 3: Exchange attempts between Other structures at \( T_{n+1} \) and Native structures at \( T_n \). Panels 2 and 4: Exchange attempts between Native structures at \( T_{n+1} \) and Other structures at \( T_n \). Panels 1 and 2: Temperatures and times for all exchange attempts with a probability \( P \) i) \( P < 0.5 \) (blue “x”), ii) \( 0.5 \leq P < 1 \) (blue circles) and iii) \( P \geq 1 \) (direct exchanges, red squares). Panels 3 and 4: Number of exchange attempts with a probability \( P \) i) \( P < 0.5 \) (solid blue line), ii) \( 0.5 \leq P < 1 \) (dashed blue line), iii) \( P \geq 1 \) (direct exchanges, solid red line) and total number of exchange attempts (green). Panel 5: Fraction of direct exchanges (number of direct exchanges divided by the number of all exchange attempts). Panel 6: Fraction of exchange attempts with a probability \( P \) in the interval \( 0.5 \leq P < 1 \) (number of such exchange attempts divided by the number of exchange attempts with \( P < 1 \)). In Panels 5 and 6, fractions of exchange attempts between Other structures at \( T_{n+1} \) and Native structures at \( T_n \) are depicted with a red line, and fractions of exchange attempts between Native structures at \( T_{n+1} \) and Other structures at \( T_n \) are indicated by a blue line. The green line is the difference of the former and the latter.
Figure 3.15: REMD exchange attempts of structures of the non-native Collapsed and non-native non-collapsed Other structure groups. Panels 1 and 3: Exchange attempts between Collapsed structures at $T_{n+1}$ and Other structures at $T_n$, Panels 2 and 4: Exchange attempts between Other structures at $T_{n+1}$ and Collapsed structures at $T_n$. Panels 1 and 2: Temperatures and times for all exchange attempts with a probability $P$ i) $P < 0.5$ (blue "x"), ii) $0.5 \leq P < 1$ (blue circles) and iii) $P \geq 1$ (direct exchanges, red squares). Panels 3 and 4: Number of exchange attempts with a probability $P$ i) $P < 0.5$ (solid blue line), ii) $0.5 \leq P < 1$ (dashed blue line), iii) $P \geq 1$ (direct exchanges, solid red line) and total number of exchange attempts (green). Panel 5: Fraction of direct exchanges (number of direct exchanges divided by the number of all exchange attempts), Panel 6: Fraction of exchange attempts with a probability $P$ in the interval $0.5 \leq P < 1$ (number of such exchange attempts divided by the number of exchange attempts with $P < 1$). In Panels 5 and 6, fractions of exchange attempts between Collapsed structures at $T_{n+1}$ and Other structures at $T_n$ are depicted with a red line, and fractions of exchange attempts between Other structures at $T_{n+1}$ and Collapsed structures at $T_n$ are depicted with a blue line. The green line is the difference of the former and the latter.
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Chapter 4

A replica-exchange molecular dynamics study of prion misfolding and $\beta$-rich folds
Abstract

In the present study, we perform a replica exchange molecular dynamics simulation corresponding to a 2.8 µs total time for the extensive enhanced sampling of the conformational space of mouse Prion (PrP) 124-226 monomer in explicit-atom aqueous solution at pH 4. 1.3% of the conformations sampled display a high β content (≥ 19 residues), allowing to assess β-propensities along the sequence and highlight labile hot spots. A clustering algorithm is applied to sort the structures of this pool in function of the topology of their β-contacts. 10 β-rich folds are thus defined and analyzed in regard to their topology, accumulation temperatures and structural characteristics. At contrast to models derived from previous MD simulations, we present putative structural models for monomeric precursors of PrPSc and PrP β-oligomers that are characterized by a C-terminal β-rich core which is consistent with recent experiments.

4.1 Introduction

According to the widely accepted protein-only hypothesis, prion diseases are caused by a misfold of the prion protein (PrP) frequently referred to as the scrapie isoform PrPSc. PrP C could be in equilibrium with a metastable intermediate, designated PrP*, that catalyzes the conversion [1]. This process is devoid of any chemical change but involves profound conformational changes from the soluble, predominantly α-helical PrPC to the insoluble, aggregated β-rich PrPSc [2].

The first experimental PrPC structure was obtained by NMR for mouse PrP (residues 124 to 226) [3]. The glycoprotein shows an unstructured N-terminal (res 21-123) and a structured C-terminal domain (res 124-226). PrP C-terminal domains of different species reveal highly conserved structures, comprised of two short β-strands, 3 α-helices H1, H2 and H3, a disulphide bridge connecting H2 and H3 and two glycosylation sites (one in H2 and one in the H2-H3 loop) (Figure 4.3, panel 11).

The insolubility of PrPSc has thwarted attempts to investigate its structure by either x-ray or NMR spectroscopy. Circular dichroism (CD) of the full length protein has revealed that PrPC (6% β and 43% α) undergoes dramatic secondary structure changes in the conversion to PrPSc (43% β and 30% α)[2]. For PrP27-30 [2, 4, 5], a subfragment of PrPSc obtained with proteinase K digestion via cleavage around residues 87 to 91 (depending on the PrP strain), the corresponding values are respectively 47-54% β and 17-25% α. Consequently, if PrP27-30 monomeric forms exist, they probably contain at least ~ 17 α-helical residues.

A consensus is slowly emerging on the picture of a very complex PrP folding landscape, allowing for a large variety of misfolding pathways. The multitude of possible conformations observed in-vitro, under different perturbing environments (redox potential changes [6], chemical unfolding agents [7, 8, 9, 10], detergent removal of protein solution [11, 12, 13], high temperature [14] and pressure [15]) includes several soluble β-oligomeric
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The smallest number of monomers forming PrP\textsuperscript{Sc} or an infectious unit has remained elusive. Silveira and colleagues showed that small oligomers composed of less than 6 units were noninfectious in Syrian hamsters, while particles harboring the highest infectivity were non-fibrillar structures composed of 14-28 units of PrP\textsuperscript{Sc} [16]. Octamers [17], 12mers and 36mers [18], as well as 15mers [19] have also been observed in in-vitro oligomerization experiments. These questions have lead to the quest of a monomeric PrP\textsuperscript{Sc} or PrP\textsuperscript{*} precursor form, as well as to the investigation of PrP\textsuperscript{C} changes leading to such a form [14]. In the present theoretical study, we address these two issues.

We restrict our study to the structured C-terminal domain of monomeric PrP\textsuperscript{C}. This choice is justified by several independent experiments showing that the C-terminal structured domain might by itself be able to promote the pathology: (i) PrP27-30 is still infectious [20]. (ii) The structured C-terminal domain (residues 124 to 226) can also undergo complex misfolding conversions leading to \(\beta\)-sheet rich oligomers [21] and amyloid aggregates [22]. (iii) Limited proteolysis of fibrils formed in vitro with recombinant mouse PrP has generated an even smaller C-terminal domain PrP fragment that has been reported to support fibril propagation in vitro [23]. This unusual protease-resistant core encompasses residue 152 or 162 (C-terminus of H1 or S2) to 226 and has also been found in a novel form of sporadic CJD [24]. (iv) Lu et al., who performed hydrogen exchange and mass spectroscopy experiments on recombinant human PrP amyloid fibrils, identified a \(\beta\)-rich core comprising mainly H2 and H3 residues [25]. (v) The same \(\beta\)-rich core was found for recombinant human PrP fibrils formed in vitro with site-directed spin labeling experiments combined with EPR spectroscopy [26].

A number of atomistic models of monomeric misfolded PrP or PrP\textsuperscript{Sc} have been derived from molecular dynamics (MD) simulations. The so called spiral model proposed by Daggett et al. [27, 28, 29, 30] is in agreement with a number of experimental data, but the suggested \(\beta\)-rich region N-terminal to H1 is inconsistent with the recently determined location of the \(\beta\)-core involving H2-H3 [23, 25, 26]. In high temperature MD studies, a number of \(\beta\)-enriched conformations have transiently been observed [31, 32]. Finally, an REMD study has been performed to investigate early changes in the solvation shell and subdomain motions of murine PrP [33], but no substantial \(\beta\) structure enrichment was observed with the limited simulation time (30 ns) and temperature range (320-370K).

In the present work, we perform an extensive 2.8 \(\mu\)s (total time) REMD [34] simulation with the monomeric C-terminal part of PrP\textsuperscript{C} (residues 124-226). Our aim is to assess \(\beta\)-sheet formation propensities along the sequence and investigate major possible \(\beta\)-rich rearrangements. In order to increase the probability of observing PrP\textsuperscript{Sc} related changes, we have chosen to perform the simulations at pH 4, mimicking an acid environment favoring the PrP\textsuperscript{C} to PrP\textsuperscript{Sc} conversion [35]. One of the issues we address is the possibility that some of the new \(\beta\)-sheets might already be formed prior to aggregation, and allow for further aggregation driven formation of inter-monomer \(\beta\)-sheets. The observed \(\beta\)-rich
conformations can serve as structural models for putative monomeric precursors of PrP\textsuperscript{Sc} and/or β-oligomers, allowing to characterize early stages of the pathology which, due to insolubility and aggregation, remain poorly understood.

4.2 Methods

All molecular dynamics (MD) simulations were performed with the GROMACS-3.3.0 package [36], the GROMOS96 force-field [37], the SPC water model [38] and an MD timestep of 1.5 fs. The length of covalent bonds involving hydrogen atoms was constrained by the SHAKE [39] algorithm with a tolerance of $10^{-4}$ kJ(mol nm)$^{-1}$. Temperature control and electrostatic interactions were performed as described in Chapter 2. The starting conformation was the mouse PrP NMR structure (res 124-226, PDB code 1AG2 [3]). In order to mimic a low pH environment favoring the PrP\textsuperscript{C} to PrP\textsuperscript{Sc} conversion [35], the protonation states of ionizable side chains were assigned for a pH of 4 by finite-difference Poisson-Boltzmann calculations [40, 41]. The DELPHI program [42] supplied with the WHATIF package [43] was used to solve the Poisson-Boltzmann equation. The protonation states of HIS, ASP and GLU side chains were consequently set as follows: HIS17; p, ASP21; d, GLU23; d, ASP24; d, GLU29; p, ASP44; p, HIS54; p, ASP55; d, HIS64; p, GLU73; d, GLU77; p, ASP79; d, GLU84; p, GLU88; p and GLU98; p (where p stands for protonated and d for deprotonated). A rhombic dodecahedron box with 18575 water molecules was constructed around the protein. 9 Cl\textsuperscript{−} ions were added to neutralize protein charges.

In order to effectively simulate this large, explicit solvent system, the simulations were carried out with an adapted protocol, REMD - partial energy (REMD\textsubscript{pe}) (Chapter 2). The equilibration of the NMR structure and of the 32 REMD\textsubscript{pe} replicas were performed as described in Chapter 2. The REMD\textsubscript{pe} production run was performed in the NVT ensemble with the following temperature distribution: 300.0, 306.0, 312.1, 318.2, 324.3, 330.4, 336.6, 342.8, 349.1, 355.3, 361.6, 368.0, 374.3, 380.7, 387.1, 393.6, 400.1, 406.6, 413.1, 419.7, 426.3, 432.9, 439.6, 446.3, 453.0, 459.8, 466.5, 473.3, 480.2, 487.1, 494.0 and 500.9K. With this distribution, we obtained REMD\textsubscript{pe} exchange frequencies of $\sim30\%$. The REMD\textsubscript{pe} production run was carried out for 88.4 ns (total aggregate time of 2.8 µs). Structures, energies and temperatures were saved every 1.5 ps. A 315 ns-long MD reference simulations was performed at 300K.

Secondary structure elements were assigned with the DSSP [44] algorithm via the GROMACS-3.3.0 interface. An in-house program was used to compute contact maps and fractions of native contacts. Two residues were considered in contact if the shortest distance between two atoms of these residues was inferior to 0.45 nm, and the fraction of native contacts of a given conformation was defined as the percentage of contacts of the NMR structure that were still present. All the other analysis were performed with GROMACS-3.3.0 [36] routines.

A pool of β-rich structures was constructed with all the structures containing $\geq 19$
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β-residues. In order to cluster the different β-rich folds as a function of the topology of the new β-sheets, we developed and applied the β contact map clustering (bcmc) protocol. bcmc comprises the 3 following steps: (I) β contact maps (termed bcm) were computed with all β residues (according to the DSSP definition). Each β-rich structure was thus represented by a 103*103 bcm matrix (where 103 is the sequence length of the PrP structure) containing, in row i and column j, the minimal inter-residue backbone H-bond distance whenever i and j were β residues and “0” if either i or j were not β residues. Minimal inter-β residue distances were only retained as β contacts if (i) β residues i and j were at least 2 residues apart in sequence, defining a possible contact between two distinct β-strands and (ii) their distance was \( \leq 0.35 \text{nm} \). For non-retained distances, the corresponding position of the bcm was set to “0”. The bcm obtained with this procedure describe the pairs of β-strands forming sheets (native and novel) that characterize the folds found in the β-rich structures. bcm were computed for all the β rich structures (containing at least 19 β residues). (II) In order to group the β contacts, the sequence was subdivided into intervals approaching the optimum target size of \( I_r \) residues. The number of intervals \( s \) was obtained by rounding 103/\( I_r \) up to the next integer. Every residue i was assigned to an interval of which the identifier \( I_i \) number was obtained by rounding (i/103)\( * s \) up to the next integer. A simplified \( s * s \) sbcm matrix was constructed by setting \( sbcm(I_i, I_j) \) to “1” whenever any pair of residues \( i \in I_i \) and \( j \in I_j \) would form a β contact (\( bcm(i, j) = 1 \)) and to zero if no such pair could be found. (III) MATLAB [45] K-means non-hierarchical clustering [46] was applied to vectorial representations of the sbcm obtained for all β-rich structures.

A number of trials were performed, varying the target number of clusters, \( I_r \) and the size of the simplified matrix in order to obtain the smallest possible number of clusters containing the same sbcm for all members. This lead to \( I_r = 15 \), \( s = 7 \) and to a target number of clusters of 4500, of which a majority were of small size. Clusters were assigned to group α+ whenever they contained at least 1 structure with 17 α-helical residues (the minimal α-helical content of PrP\(^{Sc} \)) and to group α− otherwise. In order to limit the analysis to frequent β-sheet pairing patterns and stable folds, cluster population size thresholds were set as low as 20 for α+ clusters (so that very rare, but potentially PrP\(^{Sc} \) related folds could be considered) and to 182 for α− clusters. Finally, similar clusters (similar bcm and 3D structures) with populations sizes exceeding these thresholds were grouped into 8 α+ (at least one α+ cluster) and 2 α− (no α+ cluster) folds. Thus, each fold contained clusters sharing a common group of β contacts, with each cluster showing an additional alternative β contact.

4.3 Results and Discussion

Statistics were collected from an REMD run with 32 trajectories of 88.4 ns each, distributed over a temperature range of 300-500K (total of 2.8 \( \mu \text{s} \) and 1’885’856 sampled conformations). We first analyzed the secondary structure propensity along the sequence, defined as the fraction of simulation time spent per residue in α and β conformations (Fig-
ure 4.1). At all temperatures, H1 is found to be the most stable helix, followed by H3 and H2, consistent with experimental stability studies [15, 47, 48, 25] and simulations [49, 33]. These results suggest that H1 might remain intact in PrP$^{Sc}$ and add up to the minimal observed α-helical content of 17 residues. This is also supported by the decrease of α-helical content and unchanged β-content observed upon PK digestion of recombinant PrP27-30 amyloid leading to a smaller protease resistant core and cleaving/degrading residues N-terminal to the C-terminus of H1 [23].

![Figure 4.1](image)

**Figure 4.1:** The secondary structure propensity per residue was computed as the frequency of time spent per residue in α (left window) or β (right window) conformation at all REMDpe temperatures. The first (i) and second (ii) colored rulers just above the x-axis show, respectively: (i) Solid lines; NMR α-helices (blue) and β-sheets (red), with green circles indicating the location of the disulphide bridge forming Cys residues. (ii) Mutations favoring prion diseases [50]: Red “x” (mutations increasing hydrophobicity) and red ”o” (mutations decreasing hydrophobicity). Residues were numbered starting from the first residue of the NMR PDB file.

Surprisingly, besides mere loss of native structure at elevated temperatures, new β-sheets form occasionally. In fact, 38.3%, 6.75% and 1.29% of all structures (at all temperatures) have a β content exceeding 7, 13 and 18 residues, respectively. Remarkably, every residue of the sequence adopts a β conformation at least once during the simulation, generating a variety of β-rich folds (Figure 4.2, Panel 11) and revealing the intrinsic propensity of PrP124-226 to adopt β-rich conformations even in its monomeric form. Furthermore, the new β-sheets are essentially formed by residues belonging to H2 and H3 in the native structure (Figure 4.1), corroborating the suggestion from independent experiments that the “β-rich core”, or minimal common structure of most PrP$^{Sc}$ variants, is located in the H2-H3 sequence interval [23, 25, 26].

We collected all structures with a β content exceeding 18 residues (24'428 structures, ∼ 1.29% of the total) into a β-rich pool. In order to identify the major β-rich folds, we developed and applied the β contact map clustering (bcmc) protocol, presented in detail
Figure 4.2: Superpositions of the bcm of all the structures of: 1.-8.; α+ folds (defined as containing at least one structure with ≥ 17 α residues) 1-8, 9. and 10.; α− folds (defined as containing no α+ structures) 9 and 10, 11; all β-rich structures and 12; all the major fold (at least 182 members per cluster: folds 1-5, 9 and 10) structures. The 3 colored rulers above and to the right of the bcm represent, from the innermost to the outermost: (i) Red "x"; residues in β conformation, blue "x"; residues in α-helix conformation. Each line of red and blue "x" shows, for a given fold, the projection of the per-residue secondary structure of all member structures, with red “x” superposing blue ones, in order to display the maximal extent of the β-sheets. (ii) Solid lines; NMR structure α-helices (blue) and β-sheets (red), with green circles indicating the location of the disulphide bridge forming Cys residues. (iii) Mutations favoring prion diseases [50]: Red “x” (mutations increasing hydrophobicity) and red “o” (mutations decreasing hydrophobicity). β-contacts are depicted in the half bcm matrix. Dashed black lines separate the cells of the simplified bcm matrix used in the clustering. Residues were numbered starting from the first residue of the mouse NMR structure (residue 124 is our initial residue 1).
in the Methods section. Folds were termed $\alpha^+$ whenever they contained at least one structure with $\geq 17$ $\alpha$-helical residues (the minimal $\alpha$-helical content of PrP$^{Sc}$) and $\alpha^-$ otherwise. The 10 folds defined with this procedure contained 56.7% of the $\beta$-rich pool (Table 4.1) and 74.9% and 51.1% of all $\alpha^+$ and $\alpha^-$ structures, respectively. In Figure 4.3, one representative conformation is shown for each fold. The $bcm$ of the folds are shown in Figure 4.2 and describe, for every $\beta$-strand; sequence location and hydrogen-bonding partner $\beta$-strands.

**Table 4.1:** Folds obtained via bcmc clustering of the $\beta$-rich pool (24,428 structures with $\geq 19$ $\beta$-residues). $\alpha^+$; folds containing at least 1 $\alpha^+$ structure with $\geq 17$ $\alpha$-helical residues. $\alpha^-$; folds that only have structures with less $\alpha$-helical residues. $F$; fold number. A minimal size of 182 members defines clusters forming the main folds (all except 6-8), while a smaller threshold of 20 members is used to identify small $\alpha^+$ clusters (containing at least 1 $\alpha^+$ structure), grouped into additional folds 6-8. $\text{max } \beta$; maximum number of $\beta$-residues observed in a structure of the fold. $\%$; fraction of $\beta$-rich pool per fold.

|  | $F$ | $\%$ | $\text{max } \beta$ |
|---|-----|------|-----------------
| $\alpha^+$ | 1 | 17 | 31 |
|  | 2 | 0.93 | 21 |
|  | 3 | 8.9 | 25 |
|  | 4 | 16.58 | 30 |
|  | 5 | 0.77 | 28 |
|  | 6 | 0.08 | 22 |
|  | 7 | 0.45 | 21 |
|  | 8 | 0.11 | 25 |
| $\alpha^-$ | 9 | 9.9 | 36 |
|  | 10 | 2.19 | 26 |

All $\beta$ rich structures form at high temperatures, but fold 2 and fold 4 are the only ones to accumulate at room temperature, while all other folds remain marginally stable at mid or high temperatures only (Figures 4.4 and 4.5). Fold 2 is characterized by the native $\beta$-sheet and two new $\beta$-strands; S3, formed at mid-H2 and S4, at the H2 N-terminus, forming the 4-stranded $\beta$-sheet S1-S2-S3-S4. Fold 4 is characterized by 3 distinct, non-interacting $\beta$-sheets: (i) the native S1-S2, (ii) S3, at the S2-H2 loop, hydrogen-bonded to S6, at the protein C-terminus and (iii) S4, at the N-terminus of H2, hydrogen-bonded to S5, at the H2-H3 loop. Fold 4 can also be accessed with straightforward 300K MD on a 100 ns time scale, certifying that the energetic barrier is indeed very low and reachable at low pH within the thermal fluctuations at 300K (data not shown). Furthermore, fold 4 is one of the most frequent $\beta$-rich folds ($\sim 17\%$, only comparable in abundance to fold 1, Table 4.1). In contrast, folds 1, 3 and 5-10 possibly never exist at room temperature, or require aggregation to larger multimers in order to stabilize. Folds 2 and 4 could therefore be monomeric precursors on the pathway to a stable and soluble PrP conformation, a $\beta$-
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Figure 4.3: Representative structures of 1.-8.; α+ folds (defined as containing at least 1 structure with ≥ 17 α residues), 9. and 10.; α− folds (defined as containing no α+ structure), 11.; NMR structure, 12. maximum β content structure obtained in simulation (38 β-residues). Helices are colored in purple, β-sheets in yellow. In order to highlight the sequence-positions of structural re-arrangements, sequence portions spanning NMR secondary structure elements are highlighted with CPK sphere representations of the C-alpha atoms of the residues delimiting S1 (yellow), S2 (green), H1 (blue), H2 (red) and H3 (orange). The figures were all oriented as the NMR structure of panel 11.

Oligomeric form that has been reported to form in the time scale of hours to days in stock solutions without prior denaturing treatment [8]. Such a form has even been suggested as the free energy minimum in aqueous solution [11, 12, 17].

The different folds are also characterized as a function of their location on the conformational landscape computed as a projection on the fraction of native contacts ($Q_{fr}$) and radius of gyration ($R_g$)(Figure 4.6). Fold 3 is an elongated conformation, containing structures with $R_g$ as high as 1.6 nm (Figure 3, green and very rare red dots at $R_g \sim$
Figure 4.4: Summary-plot presenting, for each of the 28 clusters of the 10 folds, the temperatures at which they were observed (red dots) and the replicas that sample their conformation (blue dots indicating the initial temperature of the replica). The vertical thick black lines separate the 10 folds, from fold 1 (clusters 1,3,10,18,33,34 and 39) to the far left to fold 10 (clusters 20 and 52) to the far right. Folds 2 and 4 accumulate at low temperatures. The high-temperature occurrences at cluster 13, 14 and 30 represent a small fraction of fold 4 population. All other folds accumulate at mid- to high temperatures. In addition, it appears that most clusters and folds are sampled by more than one replica.

1.5 nm), while all other folds range from the native structure NMR $R_g$ (1.4 nm), as fold 4, to highly collapsed structures, such as folds 1 and 10. Only folds 2, 4 and 5 contain structures with a $Q_{fr}$ as high as 60 to 80 %. While folds 2 and 4 accumulate at lower temperature, fold 5 accumulates around 343K. In other words, the only β-rich folds that can accumulate at low temperature are native-like. The lowest average potential (total or protein) energy average is indeed found for the native structure group, as compared to corresponding values for other structural groups, such as collapsed, unfolded, etc. (data not shown). Finally, the main unfolding pathway we observe is related to a collapse of the protein (Figure 4.6), which is in agreement with the results of Kuwata et al., where high pressure unfolding is concomitant to protein collapse around molecular voids the authors identify within H2 and H3 [15]. Our simulations are performed in the NVT ensemble, building high pressures at high temperature (up to 3635 bar at 500K).

The β-rich core of any of our 10 bcmc folds consists in the sum of all the residues that can adopt a β conformation in at least 1 of the structures assigned to that fold and are presented in Figure 4.7. Although most of them are compatible with the recently determined location of the β-core involving H2-H3 [23, 25, 26], we have computed them from a monomer simulation and not from the fibrils used in these experiments. They could nevertheless form the seed allowing monomers to form inter-monomer β-sheets and aggregate, and are therefore a good measure of β propensity and monomer structural lability. The next step will obviously consist in assessing the aggregation potential of each one of our bcmc folds. Although these experimental β-rich core constraints are relatively loose, they match most of our folds, with the exception of fold 5. The presence of a conserved native
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Figure 4.5: Temperature-space trajectories of replicas converting into structures of given bcmc clusters. Examples of cluster 19 (fold 4, Panels 1 and 3) and 20 (fold 10, Panels 2 and 4). Panels 1 and 2 depict the trajectories (lines) followed by the two replicas yielding most structures of the cluster (dots, colored as the line representing the trajectory that generated them). Panels 3 and 4 present all structures (dots) of the clusters. Structures (dots) that were generated by a same REMDpe replica have the same color. Fold 4 accumulates at the lowest, physiological temperatures and is readily obtained in a 300K 315 ns reference calculation. Fold 10 never exchanges down to lower temperatures.

S1 in 9 bcmc folds of 10 is not necessarily contradictory: For these residues, Lu et al. did not observe high deuterium exchange protection in a control experiment performed with PrP^C bearing an intact S1 [25], possibly because of its larger solvent accessible surface area.

The extent of the β-rich cores of the 10 folds also provides an idea of their maximal β content, and can be compared to experimental values. CD experiments have shown that PrP27-30 contains 47% of β structure, or 66 β residues for the 141 residue fragment [2, 4, 5]. Assuming the helical content of 17 residues found in PrP^Sc mainly originates from
native helices, a conversion leaving H1 (11 residues) and H3 C-terminus (4-10 residues) intact would yield the observed α-helical content and allow for every residue of the β-rich core to adopt a β conformation. With the larger β-rich core of Cobb et al. [26], this would result in a maximal β content of 60 residues. Most of the β content observed in our simulation originates from residues of these experimental β-rich cores, and further extension of the β-sheets we observe might occur via aggregation.

The highest β contents we observe in our simulation is 38 residues for a rare α− structure that was not assigned to a fold (Figure 4.3 Panel 12), and 31 residues for an α+ fold (fold 1, Table 4.1). This result is comparable to the maximal β content of 38 residues achieved in the MD simulations that lead to the spiral model [27, 28, 30]. However, the corresponding β-rich core is located in the N-terminal part of the protein, in contradiction to the experimentally found C-terminal β-rich cores. The spiral model might nevertheless reside on the conformational landscape of the monomer. With fold 5, we observe some of its features (all helices partially preserved, an extended native β-sheet and a new β-strand located in the S2-H1 loop), but this bcmc fold is one of the rarest we obtain and is only present at high temperature.

4.4 Conclusions

Our REMD simulation is the first MD study that extensively samples the formation of diverse new β sheets in the monomeric PrP C-terminal domain. It provides putative structural models for the recent experiments suggesting that PrPSc is characterized by a H2-H3 sequence interval β-rich core. Although rare, β-rich conformations could be sampled in
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Figure 4.7: Secondary structure of the 10 folds identified via bcmc. Red "x"; residues in β conformation, blue “x”; residues in α-helix conformation. Each horizontal line of red and blue ”x” shows, for a given fold (identifier number on the y-axis), a projection of the per-residue secondary structure of all member structures, with red “x” superposing blue ones in order to display the maximal extent of the β-sheets and highlight the β-rich core. The first (i) and second (ii) colored rulers just above the x-axis show: (i) Solid lines; NMR α-helices (blue) and β-sheets (red), with green circles indicating the location of the disulphide bridge forming Cys residues. (ii) Mutations favoring prion diseases [50]: Red “x” (mutations increasing hydrophobicity) and red ”o” (mutations decreasing hydrophobicity). Residues were numbered starting from the first residue of the mouse NMR structure (residue 124 is our initial residue 1).

sufficient amount to estimate β propensity along the sequence and to allow for a very large number of different β-sheet arrangements. β-rich folds identified by the most frequently observed patterns of new β-sheets are proposed as possible models for precursors of a β-oligomeric conformation or PrPSc. Only two of these folds are found to accumulate at low temperature, showing structural stabilization and suggesting a possible relation to stable β-oligomers.
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Chapter 5

What makes doppel different?
Abstract

The discovery of the doppel (Dpl) protein has questioned the limits of the structure-function relationship paradigm of biophysics since 1999. Indeed, while Dpl and prion (PrP) proteins share an identical fold (three helices and two short \(\beta\)-strands), they differ in sequence (only 25% of homology), function and disease-related \(\beta\)-rich conformations that occur for PrP only. In a previous study, we have investigated the misfolding and rare, \(\beta\)-rich folds of monomeric PrP with replica-exchange molecular dynamics simulations performed at pH 4 in order to mimic an acid environment favoring disease-related structural conversions. In the present work, we perform analogous simulations for Dpl with the aim of comparing the two systems and characterizing possible specificities of PrP for misfolding and amyloidogenesis. In agreement with experiments, we find a lower thermal stability for Dpl. Extensive conformational sampling is achieved for both proteins. Surprisingly, \(\beta\)-rich forms are found for both proteins. However, a main difference is found in the free energy barriers leading to such conformations as well as to non-native conformations: These barriers are low for PrP and can already be crossed at 300K within a 100 ns reference MD simulation, while they are at least three times higher for Dpl. This difference suggests an intrinsic misfolding and high \(\beta\)-enrichment propensity for PrP as compared to Dpl. Per residue secondary structure propensities reveal that novel \(\beta\)-sheets of both PrP and Dpl are formed by residues belonging to the helices that are the least stable in the respective native structure: H2 and H3 for PrP (in agreement with experimental data) and H1 for Dpl. These results further corroborate experimental data obtained from PrP. Seven \(\beta\)-rich folds could be characterized for PrP and five for Dpl, which are clearly distinct and share only one single quasi-common fold.

5.1 Introduction

Creutzfeldt-Jakob disease (CJD), bovine spongiform encephalopathies (BSE), scrapie and other transmissible spongiform encephalopathies (TSE) are related to the misfolding of the endogenous prion protein (PrP), as revealed by the isolation [1] and sequencing [2, 3, 4] of PrP\textsuperscript{Sc}, an aggregated, infectious PrP isoform found in central nervous system cells of infected organisms. The insolubility of PrP\textsuperscript{Sc} has thwarted attempts to investigate its atomistic structure by either x-ray or NMR spectroscopy. The conversion leading from the normal, cellular PrP\textsuperscript{C} isoform to PrP\textsuperscript{Sc} is a rare event devoid of any chemical change but involving profound conformational changes from a soluble, predominantly \(\alpha\)-helical to an insoluble, aggregated predominantly \(\beta\) fold [5]. Circular dichroism has indeed revealed that PrP\textsuperscript{C} (6% \(\beta\) and 43% \(\alpha\) structure) undergoes dramatic secondary structure changes in the conversion to PrP\textsuperscript{Sc}, characterized by 43% \(\beta\) (i.e. seven times more than in the native structure) and 30% \(\alpha\) (i.e. three times less than in the native structure)[5]. These values are respectively 47-54% \(\beta\) and 17-25% \(\alpha\) for PrP27-30 [5, 6, 7], a subfragment of PrP\textsuperscript{Sc} obtained with proteinase K digestion via cleavage around residues 87 to 91 (depending on the PrP strain). According to the widely accepted protein-only hypothesis, PrP\textsuperscript{Sc} catalyzes the conversion of PrP\textsuperscript{C} to PrP\textsuperscript{Sc}. 
5.1. Introduction

The first experimental PrP\textsuperscript{C} structure was obtained by NMR for mouse PrP (residues 121 to 231) [8]. The 231-residue glycoprotein shows an unstructured N-terminal domain (res21-123) and a structured C-terminal domain (res124-231). The former contains four putative Cu\textsuperscript{2+}-binding octarepeat units [9] followed by a hydrophobic region spanning residues 89-140 that is amyloidogenic and believed to mediate neurotoxicity. PrP C-terminal domains of different species reveal highly conserved structures (Figure 5.8, Panel "\textit{p NMR}") comprising two short \(\beta\)-strands (S1:128-131 and S2:161-164), three \(\alpha\)-helices (H1:144-154, H2:179-193 and H3:200-217), a disulphide bridge connecting H2 and H3 (Cys 178 and Cys 213) and two glycosylation sites (Asn181 in H2 and Asn197 in the H2-H3 loop) [8]. The structured C-terminal domain (residues 124 to 231) alone can also undergo complex misfolding conversions leading to \(\beta\)-sheet rich oligomers [10] and amyloid aggregates [11]. Moreover, it has been shown that it can also bind copper [12, 13, 14].

Despite numerous efforts, the physiological functions of the cellular PrP as well as the pathogenic effects of the scrapie isoform remain enigmatic. However, the ability of the PrP to bind Cu\textsuperscript{2+} in vitro and in vivo suggests a role in copper homeostasis [9]. Furthermore, the analysis of infected brain tissues revealed elevated amounts of free radicals, significant perturbations of metal ion levels, as well as dramatically increased oxidative damage of proteins following prion infection [15]. PrP was also shown to interact with the neural cell adhesion molecule (NCAM) at the neuron cell surface, suggesting a function in NCAM-mediated signaling [16, 17]. An alternative strategy aimed towards the identification of possible clues to the normal function of PrP is the creation of knockout mouse lines deficient for PrP (\(PrP^{0/0}\)). The first two \(PrP^{0/0}\) lines - Zürich I [18] and Edinburgh [19] - were viable and phenotypically normal, suggesting that PrP function was not indispensable, or can be overtaken by another protein. However, animals of a third (\(Ngsk\) \(PrP^{0/0}\), [20]) and fourth (\(Rcm0\) \(PrP^{0/0}\), [21]) \(PrP^{0/0}\) line developed late onset ataxia accompanied by Purkinje cell degeneration. A third strategy applied to the elucidation of PrP function consisted in searching for related genes. Large cosmid clones containing the PrP gene of different species were investigated, and a candidate was eventually found 16 kb downstream of the mouse PrP gene \(Prnp\). The new gene, encoding a 179-residue protein with \(\sim 25\%\) sequence identity with all known prion proteins, was called doppel (\(PrnD\) gene and Dpl protein), a German synonym for “double” [21].

Like PrP, Dpl mRNA was found to be expressed during embryogenesis but, at contrast to PrP, it was found to be expressed at low levels in the adult central nervous system (CNS) and at high levels in the testis [21], where it was later shown to be indispensable in spermatogenesis and male reproduction [22, 23]. Even more intriguing was the finding that Dpl mRNA expression is upregulated in the CNS of the two \(PrP^{0/0}\) lines developing late-onset ataxia and Purkinje cell degeneration but not in the two other healthy \(PrP^{0/0}\) lines. A comparison of the 4 PrP knockout allele sequences finally explained why only the two former ones lead to neurodegeneration: The insertion/deletion used to construct the two former lines did not disrupt \(Prnd\) mRNA expression, allowing for the upregulation of expression and associated neurodegeneration, while \(Prnd\) expression was disrupted in the two latter, disabling this upregulation [21].
PrP knockout cells have been shown to undergo Dpl-induced apoptosis in a dose dependant manner [24]. Alternatively, Dpl toxicity might be related to oxidative stress, since Dpl was shown to induce expression of the nitric oxide synthase (NOS) [25, 15] and Dpl toxicity could be blocked by a NOS inhibitor [25]. Dpl-induced ataxia leads to a pathology that differs from the PrP$_{Sc}$-induced TSE and is devoid of amyloid fibrils. Surprisingly, re-introduction of Prnp transgenes in PrP$_{0/0}$ lines suppressed the toxic effects caused by Dpl [26], suggesting an antagonistic function of PrP to block the neurotoxicity of Dpl. The physical binding of the two proteins was demonstrated with an ELISA assay in which PrP$_{C}$, bound to the plate, could bind Dpl [25]. PrP and Dpl were also shown to co-patch at the plasma membrane and co-internalize in neuroblastoma cells [27].

An NMR structure was obtained for the full-length mouse Dpl26-157, intriguingly revealing a fold that is very similar to the one of the C-terminal domain of mouse PrP121-231, with the three helices and two short $\beta$-strands described above [28] (Figure 5.8, Panels "d NMR" and "p & d NMR"). Small differences can be found in the $\beta$-strands (shorter in Dpl), as well as in a kink of the second Dpl helix that contributes to a triangular hydrophobic pocket. Further similarities to PrP include the two glycosylation sites (Asn99 and Asn111, with sequence positions that differ from those of PrP and link different oligosaccharides) and a GPI anchor at Gly155 [29]. However, in comparison with PrP, Dpl contains an extra disulphide bond. The first disulphide bond (Cys109 and Cys143) is analogous to the single one of PrP (Cys178 and Cys213) and connects H2 to H3. The second one connects the S2-H2 loop to a Cys of the flexible C-terminus of the protein (Cys95 and Cys148). The NMR structure of human Dpl is very similar, and the high degree of amino acid conservation suggests structural similarity between all mammalian Dpl proteins [30]. Although the 4 PrP copper binding octarepeat domains are absent in Dpl, one or two copper binding sites were found in the loop connecting H2 and H3 [31, 32].

PrP in vitro unfolding studies have been performed with the aim of understanding the misfolding process leading to the pathogenic PrP$_{Sc}$ isoform, highlighting a number of misfolding pathways and $\beta$-rich conformations [33, 34, 35, 36, 37, 38, 39, 40, 41]. Exploring the corresponding pathways of Dpl is a promising technique that might help to characterize the specificities of PrP misfolding and amyloidogenesis. The relative free energy $\Delta G^u$ between the native and unfolded states can be estimated at 300K by applying the modified Gibbs-Helmholtz equation [42] to temperatures of transition midpoints $T_m$ and van’t Hoff enthalpies $\Delta H^m$ at $T_m$ obtained from thermal unfolding experiments. Surprisingly, Dpl with two disulfide bridges was found to be less stable ($T_m \sim 53 - 58^\circ$C, $\Delta H^m \sim 192 - 205$ kJ/mol and $\Delta G^u \sim 12$ kJ/mol [43, 44]) than PrP with one disulfide bridge ($T_m \sim 70^\circ$C, $\Delta H^m \sim 292$ kJ/mol and $\Delta G^u \sim 26$ kJ/mol [45, 46]). These results were confirmed with chemical unfolding experiments, resulting in a $\Delta G^u$ of 12.6 kJ/mol for Dpl and a $\Delta G^u$ of 19.3 kJ/mol for Prp [43, 47]. Nicholson et al. observed superprotection in H2-H3 in PrP (suggesting a partially structured unfolded state) but not in Dpl [47]. Moreover, neither the wild type Dpl, nor a single disulphide bridge mutant Dpl could be induced to exhibit the $\alpha$ to $\beta$ transition that is typical of PrP to PrP$_{Sc}$ conversion [43]. A slight increase of the $\beta$-content was however obtained by co-incubating Dpl and negligible amounts of PrP106-126 (too small to produce any CD spectra) [25].
5.2 Methods

All molecular dynamics (MD) simulations were performed with the GROMACS-3.3.0 package [48], the GROMOS96 force-field [49], the SPC water model [50] and an MD timestep of 1.5 fs. The length of covalent bonds involving hydrogen atoms was constrained by the SHAKE [51] algorithm with a tolerance of $10^{-4}$ kJ/(mol nm)$^{-1}$. Temperature was controlled with 2 Nosé-Hoover thermostats [52, 53], one for the protein and one for solvent and counter ions, with respective time-coupling constants of 0.4 and 1.6 ps. Electrostatic interactions were performed as described in Chapter 2. The starting conformation was the mouse Dpl NMR structure (res 51-157, PDB code 1I17 [28]). The solvated Dpl system was constructed analogous to our previous PrP simulations (Chapter 2). The protonation states of ionizable side chains were assigned for a pH of 4 (as for PrP in Chapter 2, where this pH was chosen in order to mimic a low pH environment favoring the PrP$^\text{Sc}$ conversion [54]) by finite-difference Poisson-Boltzmann calculations [55, 56]. The DELPHI program [57] supplied with the WHATIF package [58] was used to solve the Poisson-Boltzmann equation. The protonation states of HIS, ASP and GLU were consequently set as follows: GLU4; d, ASP18; p, ASP20; d, GLU24; d, ASP38; d, GLU43; d, GLU47; p, GLU53; p, GLU70; d, GLU74; d, ASP77; p, HIS81; p, GLU91; d, HIS97; p, ASP99, p and GLU103; p (where p stands for protonated and d for deprotonated). A rhombic dodecahedron box with 18575 water molecules was constructed around the protein. 9 Cl$^-$ ions were added to neutralize protein charges. In order to effectively simulate this large, explicit solvent system, the simulations were carried out with REMD using partial energy, a special protocol adapted for large, explicit solvent systems (REMDp$^\text{e}$) (Chapter 2).

The equilibration of the NMR structure and of the 32 REMDp$^\text{e}$ replicas were performed as described in Chapter 2. The REMDp$^\text{e}$ production run was performed in the
NVT ensemble with the following temperature distribution: 300.0, 306.0, 312.1, 318.2, 324.3, 330.4, 336.6, 342.8, 349.1, 355.3, 361.6, 368.0, 374.3, 380.7, 387.1, 393.6, 400.1, 406.6, 413.1, 419.7, 426.3, 432.9, 439.6, 446.3, 453.0, 459.8, 466.5, 473.3, 480.2, 487.1, 494.0 and 500.9K. With this distribution, we obtained roughly homogeneous REMDpe exchange frequencies of $\sim 30\%$. The REMDpe production run was carried out for 56.4 ns (corresponding to a total time of 1.8 $\mu$s). Structures, energies and temperatures were saved every 1.5 ps. A 315 ns-long MD reference simulations was performed at 300K.

Secondary structure elements were assigned with the DSSP [59] algorithm via the GROMACS-3.3.0 interface. An in-house program was used to compute contact maps and fractions of native contacts. Two residues were considered in contact if the shortest distance between two atoms of these residues was inferior to 0.45 nm, and the fraction of native contacts of a given conformation was defined as the percentage of contacts of the NMR structure that were still present. All the other analysis were performed with GROMACS-3.3.0 [48] routines. A pool of $\beta$-rich structures was constructed with all the structures containing $\geq 19$ $\beta$-residues. The $\beta$-contact map clustering (bcmc) protocol was applied to identify the main $\beta$-rich folds. This protocol is described in Chapter 4, where it was used to cluster PrP $\beta$-rich folds with the same clustering parameters.

### 5.3 Results and Discussion

#### 5.3.1 Reference MD simulations

315 ns reference MD simulations were performed for both proteins PrP and Dpl. Dpl shows a very high stability, characterized by the conservation of all native secondary structure elements, and remains unchanged throughout the simulation (Figure 5.1, left Panel). At stark contrast, in the PrP simulation helices partially unfold between 45 and 200 ns, yielding a new misfold that is stabilized by 3 $\beta$-sheets (2 new $\beta$-sheets adding up to the conserved native one) (Figure 5.1, right Panel). H3 C-terminal residues begin unfolding around 45 ns and form the first new $\beta$-sheet involving S2-H2 loop residues. H2 C-terminal residues begin unfolding around 92 ns and form the second new $\beta$-sheet with H2-H3 loop residues. H2 further unfolds until 200 ns, after which the new misfold remains unchanged until the end of the simulation. We have chosen to define native structure as structures with a fraction of native contacts $\geq 64\%$. With an average fraction of native contacts around 65%, this misfold is close to non-native. The low stabilities observed for H2 and H3 are in agreement with experimental data [41, 60, 61, 62] and simulations [63, 64].

Although this conversion takes place on a $\sim 50$ ns time scale, it is a single event observed in one single trajectory, and the REMDpe simulations should allow to provide more statistics for this misfold. Indeed, it was also observed in the PrP REMDpe simulation (PrP $\beta$-rich fold p4), where it forms at high temperature, as all other $\beta$-rich folds, but is one of the only 2 $\beta$-rich folds that accumulate at lower temperature (Chapter 4). Thus, although rare, this PrP fold can be obtained by both thermal fluctuations at 300K (after 100-200 ns) and as lowest energy $\beta$-rich fold in REMDpe, suggesting it is indeed
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a low energy state that might accumulate at certain conditions. Therefore, it supports the notion of relatively low free energy barriers separating folded from misfolded PrP configurations at 300K. At contrast, the Dpl 300K reference MD simulation can not access any misfolded conformations, suggesting a much higher kinetic stability. Consequently, non-native configurations of Dpl can only be observed with enhanced sampling methods such as REMDpe simulations.

![Figure 5.1: Dpl and PrP 300K MD reference simulations: Secondary structure (DSSP) of all residues as a function of time. Color coding for the secondary structure: Red; \( \beta \)-sheet and blue; \( \alpha \)-helix. Native (NMR) secondary structure element locations are delimited by dashed and dotted green horizontal lines: Dotted; \( \beta \)-sheets (in sequence order: S1 and S2), dashed; \( \alpha \)-helices (in sequence order: H1, H2a, H2b and H3 for Dpl and H1, H2 and H3 for PrP). Yellow dashed horizontal lines: Cys forming disulfide bridges. Residues were numbered starting from the first residue of the NMR PDB file.]

5.3.2 REMDpe simulations

For a more comprehensive picture of the overall conformational landscape of the two systems, we performed REMDpe simulations. Thus, the sampling of the conformational space of both proteins could be extended to new regions, as revealed by the probability distributions for the 0-56.4 ns simulation time interval (entire length of Dpl simulation and \( \sim 2/3 \) of the PrP simulation) projected on the fraction of native contacts and the radius of gyration (Figure 5.2). The high temperature probability distributions of PrP and Dpl are very similar (Figure 5.2, Panel 4) and converge to a new, non-native and collapsed high probability region. At contrast, the 300K probability distributions differ for the two proteins: While PrP reveals a succession of connected high probability regions leading from the native state to a non-native, collapsed one (Figure 5.2, Panels 1 and 3), the corresponding Dpl high probability regions are totally separated (Figure 5.2, Panels 2 and 3). This indicates high free energy barriers that are only crossed with the help of the enhanced sampling provided by REMDpe. In particular, the native Dpl population is isolated by such barriers on the free energy surface (FES), suggesting that the protein must
be particularly stable at 300K, in the absence of denaturing conditions (high temperature, detergents, etc.). We estimate that the Dpl barriers are 3 times higher than the corresponding barriers of PrP. Thus, in agreement with the reference MD 300K simulations, the \textit{REMDpe} 300K simulations also show a higher kinetic stability for Dpl compared to PrP.

![Figure 5.2](image_url)

Figure 5.2: Probability distributions computed as a function of the fraction of native contacts and the radius of gyration for the 0-56.4 ns trajectory intervals of the PrP and Dpl REMDpe simulations (entire length of Dpl simulation and \(\sim 2/3 \) of the PrP simulation). Panel 1: Dpl 300K, Panel 2: PrP 300K. Colorbars in Panels 1 and 2 report the number of structures. Two solid countour lines are added to Panels 1 and 2: an outer one to encompass the maximal extent of non zero probability regions (\( \geq 1 \) count) and an inner one at half of the maximum count observed in order to highlight high probability regions. Analog contour lines are drawn in Panels 3 (300K) and 4 (500K) in order to compare the superposed probability distributions of Dpl (red) and PrP (blue).

We also compared the thermal stability of the two proteins, assessed by the fraction of native versus non-native structures present at different \textit{REMDpe} temperatures. For both proteins, native structures were defined as structures with \( \geq 64\% \) native contacts of
the respective NMR structure. The average fractions of native structures per temperature show a higher thermal stability for PrP (Figure 5.3), in agreement with experiments [43, 44, 45, 46, 47]. An exception is found at at very low temperature (∼ 300K), for which the fraction of native structures are slightly lower for PrP than for Dpl, due to the fact that PrP can lose native-like structure at very low temperature in favor of β-enriched conformations. The global picture emerging from our data shows a higher thermal stability for PrP, in agreement with experiments, and a higher kinetic stability for Dpl at lower temperature. The lower kinetic stability of PrP at 300K allows for alternative folds to occur under normal conditions and provides clues to interpret the experimental observation of a variety of PrP misfolds at physiological conditions (i.e. β-oligomers observed in-vitro and in the absence of denaturing conditions [65]).

![Figure 5.3: Average fractions of native structures, at different temperatures computed in the time interval 0 - 56.4 ns of the PrP (blue) and Dpl (red) simulation (entire length of Dpl simulation and ∼ 2/3 of the PrP simulation). Dark dashed line; 50% of native structures. Inset: Differences between the fractions of native structures for PrP and Dpl at different temperature. Lower black dashed line: 0%, Upper one: 7% (average difference in the 300-439K temperature range). Structures with a threshold of ≥ 64% of the native contacts are defined as native.](image)

Surprisingly, besides mere loss of native structure at elevated temperatures, new β-sheets form at rare occasions for both proteins: Of all the sampled conformations (at all temperatures), 1.3% of PrP and 2.7% of Dpl structures have a β-content ≥ 18 residues. Although β-structure enrichment was not observed in Dpl thermal unfolding studies [43], β-rich conformations might be favored by other denaturing conditions. Indeed, a number of proteins that are not involved in amyloidogenesis related diseases show β-rich states under a variety of denaturing conditions [66, 67, 68, 69, 70]. Furthermore, the structural similarity of Dpl and PrP also suggests that β-rich states are plausible for Dpl, and that their absence at physiological conditions is in fact due to the difference in barrier height separating native from unfolded conformations, as suggested by our 300K reference MD and REMDpe simulations. Interestingly, the location of the β-rich structures on the conformational landscape projected on the fraction of native contacts and radius of gyration...
reveal that $\beta$-rich configurations cluster into a number of different well distinct misfolds (Figures 5.4 and 5.5).
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Figure 5.4: Location of Dpl β-rich structures (≥ 19 β-residues) on the conformational landscape obtained as a projection on the fraction of native contacts (x-axis) and the radius of gyration (y-axis), for all temperatures. Red and green dots indicate β-rich structures with respectively ≥ and < 17 α-helical residues, while blue dots show all other structures.

Figure 5.5: As Figure 5.4, for the 0-56.4 ns interval of the PrP simulation (corresponding to the total length of the Dpl simulation).
5.3.3 Secondary structure propensities

In order to compare the secondary structure propensity of the PrP sequence to that of Dpl, secondary structure propensities along the sequence were defined by the fraction of simulation time that each residue spent in respectively $\alpha$-helical and $\beta$-sheet conformations, at a given temperature (Figure 5.6). For PrP, H2 is found to be the least stable helix at all temperatures, followed by H3 and H1, consistent with our 300K reference MD simulation (Subsection 5.3.1), experimental stability studies [41, 60, 61, 62] and predictions from other simulations [63, 64]. These results suggest that H1 might remain intact in PrP$^{Sc}$ and constitute part of the minimal $\alpha$-helical content of 17 residues observed in circular dichroism experiments of PrP27-30 [5, 6, 7]. This is also supported by the decrease of $\alpha$-helical content and unchanged $\beta$-content observed upon PK digestion of recombinant PrP27-30 amyloid leading to a smaller protease resistant core and cleaving/degrading residues N-terminal to the C-terminus of H1 [71]. For Dpl, the pattern differs strongly; in fact H1 is the least stable helix, followed by H2 and H3. Salt bridges have been shown to stabilize H1 in PrP [72], and are indeed observed in the simulation (data not shown). These salt bridges are absent in Dpl H1, providing a possible rationale for its lower stability.

Also the location of the newly formed $\beta$-sheets differs for the two proteins (Figure 5.6). In PrP, $\beta$-sheets are mainly formed by residues belonging to H2 and H3 in the native structure. This sequence interval contains most of the disease promoting mutations [73], as well as the "$\beta$-core" of residues for which three different independent experiments suggest an involvement in a PrP$^{Sc}$ $\beta$-sheet scaffold [71, 62, 74]. New $\beta$-sheets in Dpl are mainly formed in the sequence interval delimited by the protein N-terminus and the native $\beta$-strand S2, where residues of the unstable H1 helix become available, at contrast to PrP, where these residues remain in helical conformation most of the time.

5.3.4 $\beta$-rich folds

In Chapter 4, we have introduced the bcmc protocol, developed to identify the main $\beta$-rich folds in the $\beta$-rich pool of structures with at least 19 residues in $\beta$-conformation in the PrP REMDpe simulation. In the present work, we apply an identical bcmc protocol to the $\beta$-rich pool observed during the Dpl REMDpe simulation, and compare main $\beta$-rich folds (obtained from bcmc clusters with a population of at least 182 members) of PrP and Dpl. Figure 5.7 shows the bcm of the main PrP and Dpl folds, while representative structures are shown in Figure 5.8. Seven, respectively five main $\beta$-rich folds were found for PrP and Dpl. The seven main PrP folds have been discussed previously in relation to recent PrP misfolding experiments (Chapter 4). A comparison of the PrP $\beta$-rich folds with those of Dpl shows that there are very little common trends: Only Dpl fold 2 (d2) and PrP fold 4 (p4) resemble each other to some degree.

p4 is presented in subsection 5.3.1, where we show that it is also formed during the PrP reference MD simulation at 300K and that it is one of the two only PrP $\beta$-rich folds that accumulates at low temperature. As the NMR, the d2/p4 common structural motif
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Figure 5.6: Per residue α-helical propensity ($p_\alpha$) and per residue β sheet propensity ($p_\beta$), computed as the % (colorbar) of time spent by each residue at different REMDpe temperatures in α/β conformation. The first (i) and second (ii) colored rulers just above the x-axis show: (i) Solid lines; NMR α-helices (blue) and β-sheets (red), with green circles indicating the location of the disulphide bridge forming Cys residues. (ii) Mutations favoring prion diseases [73]: Red “x” (mutations increasing hydrophobicity) and red ”o” (mutations decreasing hydrophobicity) (shown for PrP only). Residues were numbered starting from the first residue of the NMR PDB file.

can therefore be formed by two sequences that only share 25% of homology. In Chapter 4, this stability lead us to suggest that p4 might be related to a precursor of the β-oligomeric form, a stable and soluble PrP conformation that has been reported to form in the time scale of hours to days in stock solutions without prior denaturing treatment [34]. It has even been suggested that this structure corresponds to the free energy minimum in aqueous solution [37, 38, 65]. Although we do not have sufficient experimental guidelines to allow for a clear identification of a PrP β-rich fold as the most likely PrP$^\text{Sc}$ monomeric precursor form, the finding that Dpl can access to a p4-like fold provides further reasons
to believe that p4/d2 is not related to the pathway leading to PrP$^\text{Sc}$.

Table 5.1 summarizes the simulation length, size of the $\beta$-rich pool, total number of different $\beta$-contacts and number of bcmc folds obtained by REMDpe simulation for PrP and Dpl. The fraction of all simulated structures that form the $\beta$-rich pool of Dpl is 2.7% for 56.4 ns of simulation, practically the double of the corresponding fraction in PrP (1.3%), obtained in 88.4 ns of simulation. Despite this difference, PrP allows for a larger diversity of $\beta$-sheet arrangements, with more different $\beta$-contacts and $\beta$-rich folds. Although this result only applies to $\beta$-rich conformations, it is in agreement to previous simulations comparing Dpl and PrP. Colacino et al. showed that the network of interactions stabilizing the native fold of PrP was already disrupted at 350K, allowing for multiple misfolding pathways, while the corresponding network in Dpl was stronger, suggesting a limited number of misfolding pathways [77]. The simulations of Settiani et al. also suggest that there are more misfolding pathways available to PrP than to Dpl [78].

In chapter 4, we also analyzed whether the PrP $\beta$-rich folds contained a sufficient amount of $\alpha$-helical residues in order to be consistent with experimental determinations of the $\alpha$-helical content of PrP$^\text{Sc}$. $\beta$-rich folds containing at least one structure with $\geq$ 17 $\alpha$-helical residues were termed $\alpha+$, while $\beta$-rich folds with no such structure were termed $\alpha-$. Although such a distinction is irrelevant for Dpl, most of its $\beta$-rich structures belong to a $\alpha-$ fold, contrarily to PrP (Table 5.2). This finding is consistent with the thermal stability (related to the helical content), which was found to be lower for Dpl than for PrP (subsection 5.3.2). It also supports the idea that PrP can progressively unfold into $\beta$-rich states, that are therefore more likely at normal conditions than for other proteins, while Dpl would need to overcome a high energy barrier (as shown in Figure 5.2) that disrupts most of the helical content to access to a $\beta$-rich state.

Figure 5.9 shows a superposition of all the Dpl and PrP bcm from (i) all the structures in the $\beta$-rich pool (Panel 1) and (ii) all the structures that were assigned to a bcmc fold (Panel 2). Panel 2 shows stable and frequent occurring $\beta$-sheets that are present in Dpl and PrP, or in one of the proteins only, and define their $\beta$-rich folds. We refer to the regions of the bcm with sequence intervals in which residues are numbered starting from the first residue of the NMR PDB file. Dpl only shows one region of the bcm that cannot be accessed by PrP. This region contains all the $\beta$-sheets that are formed by residues of the sequence interval 15-35, hydrogen-bonding to residues of the same interval, and involves residues of the unstable H1 (subsection 5.3.3). H1 hardly unfolds in PrP $\beta$-rich folds and consequently such $\beta$-sheets cannot form. In comparison, there are 3 regions of the bcm that only PrP $\beta$-rich folds can access: (i) Sequence intervals 5-20, hydrogen-bonded to sequence interval 80-95, (ii) 55-65, hydrogen bonded to 75-95, and (iii) 15-35, hydrogen bonded to 60-80. The first two regions are related to unfolded H3 in PrP, while H3 hardly unfolds in Dpl $\beta$-rich folds. Thus, the stability of the helices, related to the sequence (e.g. salt bridges stabilizing H1 for PrP) appears as a determinant of the $\beta$-propensity and $\beta$-folds that can be formed. This hypothesis is supported by the Dpl and PrP simulations of Colacino et al., in which “native” residue interaction cores contribute to the stabilization of the native fold and are mainly formed by H1 and H3 residues for PrP and H2 and H3 residues for Dpl [77].
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Figure 5.7: Superposition of the bcm of all structures of the main bcmc folds of PrP (p1 to p7) and Dpl (d1 to d5). The black dashed lines delimit the sequence intervals used in the bcmc procedure (see section 5.2). The colored bars at the top and right hand side of the plots depict, from the innermost (i) to the outermost (iii): (i) Red "x" (β-sheet) and blue “x” (α-helix), showing a superposition of all the per-residue secondary structure conformations of all the structures of the fold (with red "x" systematically superposing blue ones), (ii) native structure α-helices (blue solid lines) and β-sheets (red solid lines), green circles; location of the disulphide bridge forming Cys residues and (iii) Mutations favoring prion diseases [73]: Red “x” (mutations increasing hydrophobicity) and red “o” (mutations decreasing hydrophobicity) (shown for PrP only). Residues were numbered starting from the first residue of the NMR PDB file.
Figure 5.8: Typical structures of the main bcmc folds of PrP (p1-p7) and Dpl (d1-d5). Panels pNMR and dNMR show the NMR structures of PrP and Dpl. The two p & dNMR panels both show the structural superposition (90° rotated views) of these NMR structures (blue; PrP, red; Dpl), computed with the STAMP [75] combined structure superposition-sequence alignment algorithm implemented in VMD [76]. In all panels except the two p & dNMR ones: (i) Helices are colored in purple and β-sheets in yellow, (ii) in order to highlight the sequence-positions of structural rearrangements, sequence portions spanning NMR secondary structure elements are highlighted with sphere representations of the C-alpha atoms of the residues delimiting S1 (yellow), S2 (green), H1 (blue), H2 (red) and H3 (orange), (iii) the disulphide bridge forming Cys residues are shown with black sphere representations for all the atoms.
Table 5.1: Comparison of the Dpl and PrP simulations: Total time, number of different $\beta$-contacts, size of the $\beta$-rich pools and % thereof assigned to main folds.

<table>
<thead>
<tr>
<th></th>
<th>Dpl (107 res)</th>
<th>Prp (103 res)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total simulation time (ns, per replica)</td>
<td>56.4</td>
<td>88.4</td>
</tr>
<tr>
<td>% of all structures in $\beta$-rich pool</td>
<td>2.7</td>
<td>1.3</td>
</tr>
<tr>
<td>Number of structures in $\beta$-rich pool</td>
<td>32746</td>
<td>24428</td>
</tr>
<tr>
<td>Total number of different $\beta$ contacts in $\beta$-rich pool</td>
<td>1378</td>
<td>1609</td>
</tr>
<tr>
<td>% of $\beta$-rich pool in main bcmc folds</td>
<td>66</td>
<td>56</td>
</tr>
<tr>
<td>Total number of different $\beta$ contacts in main bcmc folds</td>
<td>315</td>
<td>469</td>
</tr>
<tr>
<td>Number of main bcmc folds</td>
<td>5</td>
<td>7</td>
</tr>
</tbody>
</table>
Table 5.2: Fractions (%) of β-rich pools found in the main bcmc folds (F) of Dpl and PrP. α+ refers to the folds that contain at least one structure with ≥ 17 α-helical residues and α-, to folds that comprise no such structure.

<table>
<thead>
<tr>
<th></th>
<th>Dpl F</th>
<th></th>
<th>%</th>
<th>Prp F</th>
<th></th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.7</td>
<td>1</td>
<td>17</td>
<td>2</td>
<td>5.5</td>
<td>2</td>
</tr>
<tr>
<td>α+</td>
<td>3</td>
<td>3</td>
<td>8.9</td>
<td>4</td>
<td>16.6</td>
<td>5</td>
</tr>
<tr>
<td>α-</td>
<td>4</td>
<td>4</td>
<td>39.9</td>
<td>6</td>
<td>9.9</td>
<td>7</td>
</tr>
</tbody>
</table>

Figure 5.9: Superposition of all Dpl (red) and PrP (blue) β-rich structure bcm (left Panel) and of all those thereof; that were attributed to main bcmc folds (right Panel, same colors). The four colored bars at the top and right hand side of the plot depict, from the innermost (i) to the outermost bar (iv): (i) and (iii): Red "x" (β-sheet) and blue "x" (α-helix) showing a superposition of all the per-residue secondary structure conformations (with red "x" systematically superposing blue ones) for PrP (i) and Dpl (iii), (ii) and (iv); Solid lines; NMR α-helices (blue) and β-sheets (red), with green circles indicating the location of the disulphide bridge forming Cys residues for PrP (ii) and Dpl (iv). The red (Dpl) and blue (PrP) dashed lines of the right Panel delimit the sequence intervals used in the bcmc procedure (see Section 5.2). Residues were numbered starting from the first residue of the NMR PDB file.
5.4 Conclusions

In the present work, REMDpe simulations of misfolding and of rare \( \beta \)-rich conformations of PrP and of its non-pathogenic structural homolog Dpl are compared, with the aim of highlighting PrP-specific misfolding characteristics that might relate to PrP pathologies. In agreement with experiments, we find a higher thermal stability for PrP than for Dpl. However, for Dpl, the free energy barriers leading to non-native and \( \beta \)-rich states are at least 3 times higher than for PrP, suggesting a higher kinetic stability for the former. Indeed, although both proteins can access \( \beta \)-rich conformations via thermal misfolding (high REMDpe temperatures), only PrP can readily convert into the \( \beta \)-rich misfold p4 via long (\( \sim 100 \) ns) straightforward reference MD simulations at physiological temperature (300K), whereas \( \beta \)-rich folds can only be observed in enhanced sampling simulations of Dpl. This difference suggests an increased intrinsic misfolding and \( \beta \)-enrichment propensity for PrP compared to Dpl.

The "\( \beta \)-cores" observed in the \( \beta \)-rich folds for both PrP and Dpl are formed by residues belonging to the helices that are the least stable in the corresponding native structures: H2 and H3 for PrP and H1 for Dpl. Thus, the stability of the helices, related to the sequence (e.g. salt bridges stabilizing H1 for PrP) appears as a determinant of the \( \beta \)-propensity and \( \beta \)-folds that can be formed. Seven \( \beta \)-rich folds are found for PrP and five for Dpl, with one single quasi-common fold, p4/d2, that accumulates at low temperature in the PrP REMDpe simulation and is also formed in the PrP 300K reference MD simulation. This stable \( \beta \)-rich misfold is therefore accessible to two different amino-acid sequences, suggesting a sequence-independent stabilization process and a possible relation to soluble PrP \( \beta \)-oligomers formed at certain experimental conditions and found to be even more stable than the native structure [37, 38, 65]. Finally, the fact that there are practically no common PrP/Dpl \( \beta \)-rich folds suggests that if Dpl \( \beta \)-rich folds are at all possible under physiological conditions (which is in contradiction to the high kinetic stability we find), they are not related to amyloidogenic pathologies. At contrast, one or more of the PrP specific \( \beta \)-rich folds may represent PrP* or a PrP\(^{Sc}\) monomeric state.
5.5 Appendix: Sequence alignments

5.5.1 Structure based sequence alignment of PrP of different species

Figure 5.10: Sequence alignment of PrP from different species for which the protein structure was experimentally resolved. The alignment was computed with the STAMP [75] combined structure superposition-sequence alignment algorithm implemented in VMD [76]). The protonation states presented refer to free residues in a pH 4 solution.
5.5.2 Structure based sequence alignment of mouse PrP and Dpl

Figure 5.11: Sequence alignment of mouse PrP and Dpl, computed with the STAMP [75] combined structure superposition-sequence alignment algorithm implemented in VMD [76]. The structural superposition partially computed from the sequence alignment is presented in Figure 5.8.
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Chapter 6

Outlook
The following additional analysis might provide further understanding of the misfolding mechanisms, as well as a better characterization of potential PrPSc monomeric precursors.

### 6.1 Protein energy as a function of $\alpha$ and $\beta$ content

The total potential energies ($E_{tp}$) or partial potential energies ($E_{pp}$) introduced in Chapter 2 could be used to evaluate the contribution of secondary structure to global stability. In Chapter 2, averages were computed for high secondary content structures only, but they could also be computed for any secondary structure content using the same protocol. A first step would consist in mapping potential energy as a function of the quantity of $\alpha$ and/or $\beta$ residues present. This would supply a description of the average energetic contribution of the hydrogen bonding involved in a pair of residues forming $\alpha$ or $\beta$ secondary structure, and could be analyzed with a 3-D plot containing (i) the number of $\alpha$ residues on the x-axis, (ii) the number of $\beta$ residues on the y-axis, and (iii) the average potential energy obtained for a particular combination of (i) and (ii) on the z-axis. A further step would then consist in subdividing these averages as a function of the sequence position of the secondary structure, allowing to understand sequence and/or tertiary structure effects involved in the folding process.

### 6.2 Dissecting the mechanisms of protein unfolding

One of the main differences observed between the unfolding of Dpl and PrP relates to differences in helix stabilities, with the high stability of H1 in PrP and H3 in Dpl (Chapter 5). Arg, Glu and Asp residues of PrP H1 allow for stabilizing salt bridges between side chains that are not present in Dpl H1. We have monitored the evolution of the distances characterizing these salt bridges in two high temperature 500K test runs and observed that in the first simulation, the disruption of some of the salt bridges occurred simultaneously with the unfolding of H1, whereas in the second simulation, intact salt bridges correlated with an intact H1 (data not shown). A deeper investigation of the first simulation should allow to understand if salt bridge disruption or unfolding of helix H1 is the primary event. Similarly, such studies would be very instructive for all the major secondary structure unfolding events observed, as well as for the formation of major new $\beta$-sheets. If such events occur in PrP but not in Dpl or vice-versa, the explanation must reside in sequence differences that would be highlighted, as opposed to sequence differences that are irrelevant for the major differences in unfolding behaviors of PrP and Dpl.

### 6.3 Electrostatic properties and aggregation propensities of $\beta$-rich folds

The conformational changes of monomeric PrP investigated in Chapter 4 are most probably related to a first step in pathogenesis, with subsequent steps involving further rear-
6.3. Electrostatic properties and aggregation propensities of \( \beta \)-rich folds

rangements, followed by aggregation to multimers and eventually to amyloid fibrils. In Chapter 4, we propose several monomeric \( \beta \)-rich folds. An obvious next step consists in characterizing the aggregation propensities of these conformations. Favorable interactions between apolar or charged surface residues will help orient monomers into a stable monomer-monomer binding mode. We have started to characterize the electrostatic potentials (ESP) of the PrP \( \beta \)-rich folds by mapping them onto the solvent accessible surface area, but have not yet detected any obvious pattern suggesting a protein binding interface. These studies could be extended to the solvent and/or counter ions, which might interact with protein cavities and enhance the ESP locally. Another possibility would be to test aggregation propensities with automated docking software.
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