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ABSTRACT

The control of present day tokamaks usually relies upon
primitive modelling and TCV is used to illustrate this. A
counter example is provided by the successful
implementation of high order SISO controllers on
COMPASS-D. Suitable models of tokamaks are required to
exploit the potential of modern control techniques. A
physics based MIMO model of TCV is presented and
validated with experimental closed loop responses. A
system identified open loop model is also presented. An
enhanced controller based on these models is designed and
the performance improvements discussed.

1. INTRODUCTION

Tokamaks are devices in which a plasma is
magnetically confined and have the potential to form the
basis of future nuclear fusion power plants. A tokamak
fusion reactor would require the plasma to maintain a
temperature of over 10°°C and a current of order 107A.
Such reactors could offer very significant environmental
advantages over existing power plants.

Many control problems feature significantly in the
operation of tokamaks, including the control of the plasma
density and plasma heating. Most control design effort is
concerned with the electromagnetic control of the plasma
current, shape and position. In this case the actuators are a
set of “poloidal field” coils distributed around the vacuum
vessel. Voltages are applied to these coils driving coil
currents which produce magnetic fields. The field interacts
with the plasma to change its shape and position and to
induce plasma current.

As an illustration, Fig. 1 shows the TCV tokamak
which is ideally suited to control studies. There are over 76
magnetic flux/field sensors which are combined to generate
five control variables, one representing the plasma current,
two representing the plasma vertical and horizontal
position, and two more representing the shape of the

plasma. There are 18 independently powered poloidal
field coil sets.

The design of control systems for the electromagnetic
system is usually based on primitive models of the plasma.
The most important property of the models is the
instability of the vertical position in plasmas which are
elongated in the vertical direction. Multivariable models
are often used because of the high degree of coupling
between control variables. The presence of the vacuum
vessel surrounding the plasma is critical, since image
currents are induced in this conducting structure whenever
the magnetic flux varies. However, the design of the
controllers usually neglects the presence of these image
currents, except for the control of the vertical position.

Although the present degree of control is satisfactory,
it is likely that improvements are possible if more detailed
tokamak models are considered. Improvements could be
made to stabilize plasmas with higher instability growth
rates, improve disturbance and noise rejection, improve
the decoupling of control variables when tracking
reference changes and to reduce the power requirements of
the poloidal field coil system. These improvements are
useful for current experiments, but most importantly are
motivated by the more stringent requirements of the
control of ITER plasmas, described in detail in companion
papers.

Improved models can be used to optimize the
performance of a tokamak either by allowing fine-tuning
of existing controllers or by using optimal control theory.
One of the advantages of the simple controllers used at
present is their robust stability. This is a necessity given
the crude approximations made in the underlying models.
The question remains open whether highly tuned, high
performance controllers will have suitable robust stability
properties.

The structure of the present paper is as follows. In
Section 2 we investigate a SISO system from the
COMPASS-D tokamak, in which a high level of power
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Figure 1. The TCV tokamak, with the vacuum
vessel, poloidal field coils (E/F1 to E/F8, OH1 and
OH2), poloidal field probes (marked ‘-’ inside
graphite tiles) and flux loops (marked °x’ on the
vacuum vessel). The plasma boundary of a single-null
diverted plasma is shown inside the vessel.
supply noise is encountered in the vertical position loop
when using a P+D controller. The performance benefits
demonstrated on COMPASS-D provide strong motivation
for investigating modelling and control of other control
loops. This has been performed on the TCV tokamak
where two approaches have been made at establishing a
MIMO model. In Section 3 we describe the essential
features of the TCV electromagnetic control system. The
closed loop behaviour of a MIMO linearized
phenomenological model of TCV is compared with
experimental results in Section 4. Although the results of
these closed loop comparisons appear excellent, this does
not necessarily imply that the underlying open loop models
arc adequate for the design of a controller. Section 5
describes closed loop system identification experiments
designed to identify the open loop plant model. The
identified and physics models are compared.

In Section 6 we summarize the present relatively simple
control of TCV plasmas, indicating both its strengths and
its weaknesses, and present results from a high order
controller. Section 7 draws conclusions from this work.

2. VERTICAL POSITION ON COMPASS-D

In experiments on the COMPASS-D tokamak, the
vertical position control signal is dominated by a 600Hz
component, and higher harmonics [1]. This is due to
interference from 12 phase thyristor rectifiers used in
radial position, shape, and plasma current control loops.
Velocity measurements inside the vessel also have a much
larger high frequency (above 3kHz) noise component than
the external measurements.

An analogue P+D controller is used to regulate the
plasma vertical position. Sensor coils inside the vessel are
used for the derivative part of the control signal and the
proportional component is obtained by integrating the
velocity signals from coils outside the vessel. The
resulting system can be tuned to provide an adequate
degree of stability.

Antiparallel coils above and below the plasma generate
a radial field controlling the vertical position. These are
driven by a high bandwidth linear transistor amplifier. The
shape and position loops are effectively decoupled from
each other since the shaping field is preprogrammed and
constant throughout a discharge. The radial position is
stable with relatively slow dynamics and the vertical
position is unstable on relatively fast timescales, with a
growth rate of 2500s”. The vertical and radial field coils
are chosen to minimize coupling so the vertical stability
problem can be considered independently of the other
parameters,

System identification was used to obtain a model of the
open loop plasma vertical position response to control coil
currents, directly from COMPASS-D experimental data.
The response depends strongly on plasma properties, such
as the shape, and models based on plasmas with different
elongations and triangularities have been identified.

Since the plant is unstable, the system had to be
identified in closed loop. A persistently exciting reference
input signal was created using a Random Binary Sequence
(RBS) to perturb the plasma vertical position. The
resulting control coil currents and position signals were
sampled and then filtered to remove a 600Hz noise
component and low frequency drift. Mathematical fits of
the parameters of models to the resulting experimental
data were made.

Two types of model structure were identified. The first
is the ARX model where the parameters were found from
a least squares fit and the residuals represent noise in the
system. For COMPASS-D many different model orders
were tested and the simplest model order with reasonable
residual costs was found. More complicated models
provided no significant improvement in the residual cost.
The transfer functions of the resulting models have a
single unstable pole.

The second model structure was a bicausal FIR model
which is simply the impulse response of the open loop
system. A causal part of the FIR represents the stable part
of the plant and a noncausal part represents the plant
instability. The coefficients were found from a least
squares fit to the experimental data. The frequency
response functions of both the ARX and FIR models were



similar and within confidence bounds derived from the
residuals.

The instability growth rate increases if the shaping field
is increased, consistent with physical models. The
bandwidth of the frequency response increases and the DC
gain decreases with increasing shape. The phase lead of the
model also decreases with shape. The effect of the
shielding by the vessel wall is observed when comparing
models derived from external or internal coils. The
amplitude response of the external coil model has a faster
roll-off and there is less phase lead than in the internal coil
model.

Having developed the system identification technique,
two sets of model comparisons were made. Firstly we
compared the instability growth rates from the identified
ARX model to growth rates obtained from the PACE rigid
current displacement model. This was done for plasmas
with different shapes and correspondingly different
instability growth rates. The agreement between the two
models was found to be good.

A second assessment of the ARX and FIR models was
to compare predictions of upper and lower gain margins,
and the corresponding phase crossover frequencies, with
experimental values. The stability margins were determined
experimentally by deliberately changing the loop gain until
loss of control occurred. Predictions of closed loop gain
stability margins and frequencies and experimentally
determined values were found to be in good agreement. It
was found that the P and D gains in use, chosen empirically
without a model, were optimal in the sense of providing a
critically damped response.

The use of internal measurements in the COMPASS-D
P+D control loop results in a large stability margin, i.e.,
relatively large changes in the frequency response can
occur without the system becoming unstable. The 600Hz
noise on COMPASS-D could have been reduced by adding
a notch filter to the P+D controller, but this would lead to
more phase lag below 600Hz and would reduce the
stability margins.

High order controllers designed using modern control
theory were developed and were tested on COMPASS-D
(2,3]. The controllers were developed using the system
identified ARX model and were implemented on a Digital
Signal Processor (DSP). Two types of controller were
developed, one designed in the continuous time domain
using H.. control theory, and another designed in discrete
time using the SGPC (Stable Generalised Predictive
Control) technique. The H.. controller was designed by
specifying maximum bounds on the maximum magnitudes
of various closed loop frequency responses, and the
optimal controller maximising a measure of stability
margin was calculated. The bounds were used to constrain
to a very small value the closed loop gain at 600Hz, in
order to attenuate the noise. Another constraint was used at
high frequency to limit the controller response to high
frequency noise. Another bound was used to ensure that the
steady state error between the reference position signal and
measured closed loop response was small. The resulting
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Figure 2. Nyquist plot of COMPASS-D vertical
position loop with P+D and H.. controllers.
continuous time controller was converted to discrete time
using the Tustin bilinear approximation before
implementation on the DSP.

The SGPC controller was designed in two stages by
separating the performance and the robust stability criteria.
The plant model was modified to include a 600Hz notch
filter and then a controller minimizing a time domain cost
function was calculated. The cost was the weighted sum of
the squares of the closed loop position error and control
signal changes to a step input over a finite receding
horizon. The second stage was then to maximize the
robust stability margin of the system which was defined in
the frequency domain in a similar manner to that used in
the H.. controller. The controller was structured in a way
such that changing the robust stability margin did not
affect the performance cost. A large 600Hz penalty was
used in the stability margin constraint to maintain the
noise rejection properties of the notch filter,

The Nyquist plots of the P+D and H,, controllers are
shown in Figure 2. Since the plant has one unstable pole,
the Nyquist plot should encircle the -1+0j point once
anticlockwise for closed loop stability. The P+D loop
passes relatively close to the -1+0j point indicating a poor
stability margin. Although in theory the system is stable, in
experiments the system is unstable providing evidence of a
small degree of modelling error. The extra degrees of
freedom offered by the high order H.. controller can be
used to improve the stability margin, despite the notch in
gain at 600Hz which is the frequency at which the plot
passes close to the origin.

Experimental results showed that both high order
controllers stabilized the plasma with only external
measurements and reduce the effects of 600Hz noise on
the control signal. Neither of these attributes are possible
with a simple P+D controller. An important factor in the
success of the controllers was the characterization of the
various sources of noise and disturbances in the system
and the estimation of the accuracy of the model. Large
high frequency gains in controllers can produce large
stability margins but can also contribute to the




amplification of high frequency noise in the system. The
trade-off between the two effects needs to be selected
carefully. This was found to be as equally important as the
dynamical model itself in producing a controller of utility
in an experiment rather than a simulation.

3. TCV MODELLING

Given the success of the SISO high order controllers on
COMPASS-D and the theoretical benefits of high order
MIMO controllers for ITER, it was decided to undertake a
program of MIMO modelling and control on the TCV
tokamak. Two different modelling approaches were
investigated with the aim of qualifying their use for
controller design and eventually testing the potential
benefits offered by improved controllers. One approach
uses a phenomenological model and the other uses system
identification to develop the model. Both were validated on
TCV with the present TCV PCG control system [4].

The model inputs consist of the voltages applied to the
18 poloidal field coils (Fig. 1) and the outputs are the 5
control variables, namely the plasma current, the plasma
vertical position, the horizontal position and the two shape
variables which are the curvature of the magnetic field on
the inboard and outboard sides of the tokamak respectively.
These control variables are constructed from linear
combinations of 38 poloidal flux, 38 poloidal field and 18
poloidal field coil current measurements

Each poloidal field coil is powered by a 12-phase
thyristor AC-DC converter (PS), which introduces both a
ripple due to the thyristor firing and a delay due to the
switching times at which the thyristors are fired. Such a
supply is highly nonlinear but was approximated as a linear
system. We chose to model the PS using only a single pole
filter, approximating the time delay and bandwidth of the
PS. The magnitude of the pole was tuned to match
observations. It is important to emphasize that at no time
were the models “tuned” to enhance the agreement in the
results which were obtained.

v 4. CREATE-L PHYSICS MODEL

Many plasma models are currently being used during
the ITER design and their physics assumptions differ
considerably. It was considered essential to validate one of
these models extensively on an existing tokamak. We have
chosen the CREATE-L model [5], referred to in a
companion paper, since it is widely used by the European
Home Team in the ITER design and since it is relatively
simple while remaining based on a physical model of the
plasma equilibrium. It is a linecarized model, allowing its
straightforward use in the design and testing of feedback
controllers in simulations.

The full CREATE-L model of the linearized response
of a TCV plasma can be considered as containing three
basic components. The first component describes the
general response of a plasma to changes in the currents in
the passive structures of the vessel or currents in the
poloidal field coils. The second component essentially
quantifies the vacuum properties of the active poloidal field
coils and passive structures of the tokamak, including their
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Figure 3. Experimental and modelled frequency
responses of outboard field curvature (TRI_OUT) to
stimulation from coil F1. Experimental response (light
solid) with confidence bounds (light dashed),
CREATE-L (dark solid), plasmaless (dark dashed).
physical location, their resistances and their mutual
inductances. The state equation model order is 75. The
third component comprises the modelling of the sensor
signals used as inputs to the TCV control loop and the
properties of the feedback controller and includes the
power supplies.

As described in detail elsewhere [5] the determining
equations can be converted to standard state space form.
The linearized model predicts linearized output parameters
such as field or flux measurements, separatrix gap
deviations or velocities for diverted plasmas.

Two different plasma shapes were validated against
their corresponding model. A “limited” plasma [6] which
was up-down symmetric and where the plasma vertical and
horizontal responses are not coupled was first compared.
This was followed by a “diverted” up-down asymmetric
plasma [7] where the horizontal and vertical positions
were now coupled.

Test signals were applied to the various combinations
of poloidal field coils to excite a wide range of responses.
The resulting closed loop responses of the control
variables on TCV were compared to simulated responses.
Square pulse stimulation signals were used to make the
model-experiment comparisons in the time domain.
Quantities such as the low frequency gain, the overshoot
and the rise time of the responses are easily judged by eye.
Excitation of the same coil combinations using an RBS
signal does not lend itself to a simple visual comparison,
but it provides a very rich excitation over a wide range of
frequencies. This allowed a subsequent comparison of the
frequency domain response, a typical example being
Fig. 3.

When comparing the experimental results with the
predictions of the model, we questioned the importance of
the plasma model itself to the accuracy of the simulations.
Control variables not related to a plasma current moment



can be fairly well approximated with a plasmaless model.
However the use of the extensive coil set on TCV produced
widely varying responses. The closed loop simulations
proved to be sensitive to the model plasma shape and some
of the model physics assumptions.

The overall agreement between the model and the
experimental data is good for both the time and frequency
domains and the limited and diverted plasmas. There is no
evidence to suggest that the CREATE-L model is
invalidated by the data. However, that validation of the
closed loop response does not imply that the model is
qualified for controller design purposes.

5. SYSTEM IDENTIFIED MODEL

To complement the a priori modelling described in
Section 4, we have performed system identification
experiments to obtain MIMO open loop models on TCV
using the method described in a companion paper [8].
Although a system identified model should also allow
improved controllers to be designed, at present we have
used it to validate a limited plasma open loop CREATE-L

model.
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Figure 4. Comparison of CREATE-L model (solid)
and system identified (‘+’) frequency responses for coil
pair E4+ES to plasma current.

A test signal comprising 31 frequencies was injected
into the control loop, stimulating pairs of poloidal field
coils with the signs chosen to stimulate only the plasma
vertical position. Eight such experiments were performed, a
different coil-pair stimulated in each experiment. During
the experiments measurements were taken of the control
voltages on the poloidal field coils and the plasma vertical
position. The data collected from all the experiments was
used to obtain a linear model relating the output variables
to voltages on the PF coils. This approach closely follows
the RBS excitation of the individual coil pairs, described in
Section 4, and was chosen to identify the most critical
parameters of the open loop system, namely its open loop
growth rate and the relative responses of the individual coil
pairs.

Some of the coils provoke a strong response of the
vertical position and their transfer functions are
identifiable. Other coil pairs have a small high frequency
response and the analysis is limited by intrinsic noise in the

tokamak plant. The output of the thyristor power supplies
has a sawtooth “noise” which interferes with the analysis
of the data, The amplitude of the applied stimulation is
limited by mechanical stressing of the device and the time
of the stimulation is limited by the duration of the quasi-
stationary period of the plasma discharge. The results
obtained were compared with the CREATE-L model and
were found to be within good agreement.

A further series of eight experiments was performed to
excite shape responses other than vertical position and the
plasma current. Different output parameters were
examined including combinations of various flux loops
and the results found to be in general agreement with the
model, as in for example Fig. 4.

6. TCV MIMO CONTROLLER PERFORMANCE

One of the MIMO controllers (PCG) used for TCV is
designed around the following logical steps:
¢ Close the vertical position loop with an empirically
tuned PID controiler. The remaining plant is now stable.
¢ Approximate the plasma current as an inductor which
has a fixed mutual inductance to all control coils.

e Calculate the DC response of the magnetic control
variables to changes in the coil currents.

e Invert this sensitivity matrix, providing approximate
fow frequency current changes to correct the errors in the
control parameters.

e Define time constants for restoring the errors in order
to fix the proportional gains, and the time constants for
relative integral and derivative action.

® The derived current change rates are multiplied by the
DC mutual inductance matrix to obtain correction
voltages.

Pulse changes in the control variable reference signals
demonstrate that this approach can give some decoupling
and can be used for tuning the time constants in the
controller. However, the same tests show that for a
diverted plasma this decoupling is quite poor (Fig.3).
Particularly bad is the coupling between plasma vertical
position reference changes and the field curvature
variables.

Taking the DC sensitivity matrix and the DC mutual
inductance matrix, and ignoring the plasma, leaves all of
the plasma response as a parasitic effect. When making
rapid changes to the reference inputs to the controller,
problems occur during the transient, assumedly as a result
of having neglected the passive structure currents. These
two shortcomings alone justify searching for methods of
improving the controller. Although for the work on ITER,
the design has the requirement of reducing the voltages
resulting from feedback actions, for TCV this is not the
case since we have a wide voltage margin and a large
power surge capability.

The motivation of the modelling is to design
controllers with superior performance to that currently
used and to test that such performance is achievable given
the plant uncertainties inherent in tokamaks. The H..
controller design method has been proposed for ITER [9]



and an appropriate design has been developed for TCV.
This was done uvsing a reduced-order plasma model, and
was designed to reduce the control parameter errors when
tracking reference signals. The error was filtered by
appropriate weighting functions, Weights were also used to
penalize the amplitude of the coil voltages and currents.
The controller robustness propertics were included by
considering unstructured uncertainties in the plasma model.
The resulting continuous time controller was reduced in
order and then converted to discrete time using the Tustin
bilinear approximation.

The simulated result in Fig.5 shows the controller
performance is greatly improved in comparison to the PID
for a field curvature control variable. Such a design will be
tested on the tokamak, along with PID controllers tuned
with the model for both the scalar vertical position loop
and the MIMO loop.

7. SUMMARY

We have demonstrated the performance improvements
available given improved models and high order
controllers on a SISO COMPASS-D loop. Work on MIMO
modelling and control of TCV has also been presented. An
a priori physics based model has been validated with
closed loop experiments. To complement the a priori
model we have also presented a MIMO system identified
model of the tokamak. These models allow the design of
controllers to be assessed and improved. As well as
examining their performance on the TCV tokamak, we will
consider the ability of the different controllers to control
the different models

The potential benefits of these models are great and is
demonstrated by the decoupling performance of an existing
TCV controller and an H., design. The improvement
offered motivates a programme of experiments to
systematically improve the controller. When judging the
performance of the model-designed controllers, we will
assess whether the models used are adequate to enhance the
performance of the TCV control loop or whether
unpredicted or neglected effects occur which destroy the
nominal enhanced performance. However, given these
provisos we can be confident that the answer to the
question “can we enhance the performance of a tokamak
using a higher order controller” is affirmative.
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Abstract

In this paper we describe the application of MISO Sys-
tem Identification to Tokamak simulations and ma-
chines. The work is motivated by the desire to create
linear models for the design of modern controllers. The
method described in this paper is a worst-case iden-
tification technique, in that it aims to minimise the
H™ error between the identified model and the plant.
Such a model is particularly suited for robust controller
design. The method is fully detailed from the design of
identification experiments through to the creation of a
low-order model from a combination of Hankel model
reduction and Chebycheff approximation. We show re-
sults from the application of this method to a powerful
Tokamak Simulation Code (TSC) and discuss results
on the TCV Tokamak in Lausanne.

1 Introduction

The next step in Tokamak development will be the
International Thermonuclear Experimental Reactor
(ITER). This machine is currently being designed and
because it will be significantly different to present ma-
chines, its behaviour is simulated using a powerful non-
linear Tokamak Simulation Code (TSC). However it
is appropriate to use linearised models of the Toka-
mak system for control design and for examining gen-
eral properties of the system. Linear models simulat-
ing I'TER may be obtained from the local linearisation
of a reduced physics non-linear simulation [1] and this
method is producing useful results (see companion pa-
per by Lister et al.). However this method cannot be
applied to the full tokamak simulation. System identifi-
cation will be able to generate a unique linear model of
the most realistic simulated plasma. This model may
be used to verify other linear models and will be partic-

ularly suited for the design of robust controllers. The
techniques developed from work on TSC are also being
applied to the TCV Tokamak in Lausanne and if the
work is successful it will be an invaluable tool.

In this paper we present an H* system identifica-
tion technique to be used for the identification of lin-
ear models of TSC and TCV. The main characteris-
tics of the linear models we identify are that they are
continuous-time, MISO and unstable. The method is
based on the two-stage identification algorithms pre-
sented in (7, 8, 6]. The first stage, discussed in Section
2, consists of designing multi-sinusoidal experiments
for the closed-loop system, using the bilinear formula
to select the measurement frequencies. We then use
least-squares approximation as a generalised DFT for
obtaining the frequency response estimates. In the sec-
ond stage (Section 3), non-linear algorithms are used
for the identification of a high-order non-causal FIR
model. Finally, Hankel model reduction and MISO
Chebycheff approximation methods are employed to
obtain the low-order IIR identified model [4, 3]. (A sur-
vey of different identification techniques is presented in
[10, 11]). Results ffom the application of the identifi-
cation algorithm on TSC, and from the identification
experiments on TCV are shown in Section 4.

2 Frequency Response Estimation

2.1 Experiment Design

A test-signal is designed, to drive the reference input
of the closed-loop system during the identification ex-
periment. The test-signal s(¢) is a sum of sine waves,

N
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with

wi = w, tan (;—D , i=1,..,N, N<L.

The warping formula used to select the measurement
frequencies, w;, is the same as the one used in [8].
Both w, and L are used to position the measurement
frequencies. They must be chosen so that the mea-
surement frequencies cover the important range of the
systems response. Additional frequencies can be de-
signed into the signal, for example around the closed-
loop bandwidth.

An estimate of the dc gain of the system is also re-
quired. It can be obtained by a dc bias in the test
signal, i.e. wo = 0, or if this is not possible, by choos-
ing wo small enough.

During the identification experiment, measurements of
the input and the output of the open-loop system are
taken over a time interval which is longer than the pe-
riod of the lowest-frequency sinusoid. Note, that mea-
surements must be taken after transients have died out
and that the sampling frequency must be well over the
Nyquist frequency, wn /2.

Experiments equal to the number of inputs to the sys-
tem are performed. These experiments must be inde-
pendent, a notion defined in Section 2.3. As an exam-
ple, if the test-signal is applied to a different input in
each experiment while all other inputs are set to zero
then, the experiments are independent.

2.2 Curve Fitting

Assuming that the system is LTI and ignoring the ef-
fect of noise and external disturbances, the frequency
content of the measured signals will lie on the measure-
ment frequencies designed into the test-signal. The fre-
quency spectrum of the measured signals at these fre-
quencies is obtained by least squares approximation.

We choose sines and cosines of the measurement fre-
quencies (w;) as basis functions and define the approx-
imation error,

N
ex = u(kty) — 2 B; cos(wikt,) + Cj sin(wikt,) |
=0
where u(kt,) is the measured signal and ¢, the sampling
time. We compute B; and C; (Cg = 0 if wg = 0) such
that the square of the error e, is minimised, where e
is the vector of errors,

e=Tlep ey - ep - em]T )

Then, the frequency component of the measured signal
at w; is defined as A;e/%' where

Ai =\/B?+C? and ¢; = tan™*(-C;/B;) .

The amplitudes of the residuals e;, which cannot be
decomposed into the measurement frequencies are a
measure of the external disturbances, non-linearities
of the system and measurement noise. Therefore, the
smaller the residuals compared to the measured signals
the greater the confidence in the results of the identifi-
cation procedure.

2.3 Frequency Response Estimation
Using the technique above, the frequency spectra of
all input and output data collected during the identi-
fication experiments is estimated. Hence, for a MISO
1 x g system we obtain, U} (w;), the frequency spectrum
at w; of the k-th input from the j-th experiment for,
i=0,...,N,k=1,...,gand j =1,...,q and Y7 (w;)
the frequency spectrum at w; of the output from the
Jj-th experiment for, i =0,...,Nand = 1,...,q. By
considering all experiments we have,

T -1
Y (wi) Ui (wi) Uf (wi)
Glwi) = : : :
Yq(w,-) Uql(w,') Ug(wi)

for all ¢ = 0,..., N. Hence we obtain frequency re-
sponse estimates of the system at the measurement fre-
quencies, wo, . . .,wn. The invertibility of the U matrix
is a mild condition which is satisfied if the correspond-
ing matrix for the designed test-signal is invertible. If
that is the case, then the experiments performed are
sald to be independent.

3 Transfer Function Identification

3.1 FIR Model Estimation

We have obtained frequency response estimates on fre-
quencies given by, w; = w, tan(mi/2L). Given that we
can map the continuous-time system G(s) into discrete-
time via the bilinear transformation

G4(2) = Gz, 22

we have that on the measurement frequencies,
¢4 () = Glwi) |

for i = 0,...,N. Hence we have obtained frequency
response estimates of G¢ at equispaced frequencies on
the unit circle.

From an IDFT on the frequency response estimates we
obtain an estimate of the impulse response of G4(z),



Now we relate this estimate of the impulse response co-
efficients to the true coefficients of the equivalent un-
der the bilinear transformation discrete-time system,
G*(z). From the definition of a discrete-time system

[e0]
Gd(ejm'/L) — Z gke—jwki/L
k=—c0
2L-1
= Z Z Grpare i
k=0 l=—o0
hence,

Jk+2L

(o]
k= gk + Z

I=—o00, I£0
if L =N+1 and G(c0) = Gd(—l) = 0.

If we have chosen L greater than the impulse response
length of the causal and anticausal parts of Gd(z) Sys-
temie. L > IRL; and L > IRL,, then

Ik Jor 1<k<L
Gk ~ y
gk-2L, for L+1<k<2L

where g1 = go. Hence gi for 1 < k < L approximates
the causal part of G%(z) and gy for L +1 < k < 2L
is diverging, approximating the anticausal part shifted
by 2L. The impulse response lengths of the causal and
anticausal part of the system need not be the same.
If for example, the length of the anticausal response is
shorter than that of the causal impulse response then
fewer than L elements, at the tail of §, will represent
the anticausal part, while more than L elements in the
beginning of g will represent the causal part. In gen-
eral, the converging part of the gy sequence is domi-
nated by the causal part and the diverging, if it exists,
by the anti-causal part. A minimum requirement for N
is to be larger than the sum of the causal and anticausal
impulse response lengths, TRL, + IRL;.

Once the impulse response coefficients jx, k& =
0,...,2L—1have been identified from the frequency re-
sponse estimates of the system, two pre-identified mod-
els are constructed one for the stable and one for the
antistable part,

ms
d,st t k
Gp_zd— E aj’ gxz
k=1
and
—my
d,ast __
Gp—-zd = § :ak 92L+kZ
k=0

where my + my < 2L, and ajf, a}®* are given window

functions [6, 2]. The varlables m, and m,, are chosen to
approximate the impulse response lengths of the stable
and antistable part of the system respectively, which in
turn are estimated from the identified §x sequence. The

variable m; is chosen to be the length of the converging
part and m, the length of the diverging part of the g;
sequence.

The inverse bilinear transformation is employed to ob-
tain the continuous-time FIR model of the system from
the discrete-time FIR model. The transformation is,

GP Zd( ) Gp zd(z)l z=

Thus the pre-identified state space model of the
continuous-time system Gp—iq = (A, B, C, D) is given
from the state space model of Gp_,d(z),

(wo+3)/(wo—3) -

Gpialz) = Gyiyl=) + Gplia(=) £ (A7, B4, ¢, DY)

p—id\% p—id

from

— Cd(]—i—Ad) 1Bd
Mcd(HAdr

= Vaw (I + AY)7'BY,
= wo(A? = I)(I + A%)~?

s O
If

3.2 Order Selection

The hankel singular values (h.s.v.’s) of the pre-
identified state-space model are used to estimate the
order of the low-order model which describes the plant.
We know that the infinity norm of the error between
an mth order stable model G and an rth order Hankel
approximation Gy (stable) is bounded by,

o< |G=Cu| <3 w

where the o;’s represent the h.s.v.’s values of G or-
dered in decreasing order of magnitude. Note, that
the lower bound is valid for any stable rth order ap-
proximation. Looking at the o;’s we can choose an
order for the low-order approximation and use Han-
kel model reduction to obtain the stable model [5],
Gy = (AH, By, C’H,DH). For weighted Hankel
model reduction refer to [5].

The stable and unstable projections of the pre-
identified model are treated separately. The stable
projection, G * ;¢ 1s model reduced directly and yields,
G . For the unstable part we model reduce its para-
hermitian conjugate (Ggffid)"‘, which is stable, to ob-
tain the stable approximation (G4*)~. Then, G%? is

the reduced-order model for C‘”t ;4 and the complete
Hankel model is,

é[{:é +Ga3t (AH7 BH: CH,DH)
3.3 The Identified Model
To obtain the final identified model we use Chebycheff

approximation. The method for MIMO systems can be
found in [4]. Here we concentrate on the MISO case.



In one approach, the “zero-only” tuning algorithm, we
consider tuning the zero polynomial of the identified
model G'(s), such that,

Gr(s) = argmin max
G(s) $i=dws

| (60 = Gts) wis) | ()

with the pole polynomial given from the rth order Han-
kel model, that is

Ni(s) _ Lrob’s <
JH(S) JH(S) ’ -

where W (s) is a given weighting function and b; are
g-dimensional column vectors.

Gi(s) =

The zero-only approximation problem (1) is solved with
respect to the by’s, by the following minimax problem,

minimise €
subject to e+ RN Zlf—ol——s—'-W(si)v‘
dH(Si)

> R{Gls)W(si)v'}

forall i = 0,...,N —1 and all |vi| = 1 with ¢ > 0.
This minimax problem is solved as a linear program by
writing it into the equivalent form,

minimise €
bo T W (s;)v?
subject to ; R :
bn W(s;)vis?
€ 1

> ?R{G(si)W(si)vi} (2)

This is a convex problem and the solution found is
guaranteed to be optimal [2, Characterisation theo-
rem]. The algorithm solving the linear program (2)
can also be found in [2].

It is also possible to use an L% variant of Levy’s
method [9, 4] to tune both the poles and the zeros of
the SIMO identified model G(s). This is the “zero-
and-pole” identification problem: find by, [ = 0,...,n
and ax, k= 1,...,r such that

- Z?:O blTsl
14 Gr(s) 1+ Yoy akst

minimises the infinity-norm of the identification error,

Gi(s) = Ni(s)

n<r+1

1 (Gs:) = Gulsi)) W(s:) ( .
(3)

This approximation problem is solved by an iterative
process:

Gr= min  max
NI, ér 1=0,,..,N-1

vm-+1 Im4l
NI > VT -

10

IR (Zmag, PF2) IR (Zmag, PF3)

20 40
coefficient
IR (Zmag, PF6)

0 20 40
coefficient
IR (Zmag, PF5)

_05 . . . _05 N . !
0 20 40 60 20 40 60
coefficient coefficient
IR (Zmag, PF7) IR (Zmag, PF8)
1 - - 0.5 " r

40 60

20
coefficient

20 40 60
coefficient

Figure 1: Estimated impulse response of Zp, vs Vpra,
Vprs and Vpps to Vprs subsystems of G

arg IIIVl’i;lm?x ‘ [G(s,) (L4 ¢(si)) — N(s,-)] w™(s;) 1 ,
4)

where in each iteration m = 1,2,... we update
w™(s) = W(s;)/(1+ ¢T(s)) with w'(s) = W(s;)/(1 +
¢ (s)) and ¢7 (s) given from Gu(s). Once this pro-
cess has converged, after M iterations say, the resulting
model is given by

L i) W)
Gl()_1+$z(s) 1+ 6M(s)

The linear program which solves the mth iteration is,

minimise €

subject to



bo w™(s;)vi 1)
b, w™(s;)vish
—ay Dty 8 ?
Gsi)w™(s)v' |
—a, 5%
L € . L 1 - 7

> %{é(si)wm(si)vi} . (5)

The zero-and-pole approximation problem is non-
convex and the iterations (4) need not converge. How-
ever, if they converge then the solution of (5) is the

global optimum of the zero-and-pole approximation
problem (3), [2].

Furthermore, it has to be checked a posteriori whether
the identified model obtained from zero-and-pole tun-
ing has a number of unstable poles compatible with the
Hankel singular values of the FIR model ([2]).

4 Tokamak Identification

4.1 TSC Results

The purpose of this case study is to identify a linear
model for TSC. The simulations assumed an artificially
large plasma mass in order to speed-up the run-time.
A transfer function model is required to relate the ver-
tical displacement of the plasma magnetic axis Z,,, to
the voltages on the poloidal field coils Vprs, Vprs and
Vprs to Vprs.

The test signal is a sinusoid with 31 frequencies,

31

Z 1kV cos(w;t + ¢i)

i=1

i
i =2t — ] .
PG

The measurement frequencies span the range w; =
0.098rad/s to ws; = 40rad/s. The test signal is de-
signed for application to each coil in turn, each sim-
ulation being an identification experiment. In total 6
identification experiments (IDEs) were performed.

with

Available experiment time is 140s. Allowing 20s for
transients to die out that leaves 120s of measurements
available for the identification algorithm. The period
of the slowest sinewave (2m/w; = 64s) was designed
to be well below 120s. Similarly the highest frequency
was designed to be well above the sampling frequency
which was 155rad/s, in line with experiment design
restrictions (Section 2.1).
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Figure 2: Final Chebycheff identified model (solid), fre-
quency response estimates (amplitudes-circles,
phases-crosses) and error with respect to the
frequency response estimates (dashed). Ampli-
tude axis in dB on the left, phase axis in degrees
on the right.

From the frequency response estimates obtained from
the measured input and output sequences (Sections 2.2
and 2.3) a pole well below the lowest measurement fre-
quency was identified. This is in fact a pole at the
origin due to the superconducting coils. The effect of
this pole was removed in the subsequent calculations
by multiplying the frequency response estimates G (Jwi)
by jw;. An estimate for the dc gain of the system was

given from sign (é(jwﬂ) |G (Gw1)].

From the frequency response estimates the impulse re-
sponse of the discrete-time equivalent system G¢ is esti-
mated (Fig. 1), as described in Section 3.1. The length
of the stable part, the converging part of the impulse
response in Fig. 1is chosen as 15. The length of the an-
tistable part, the diverging part of the impulse response
in Fig. 1 is chosen as 26, that is starting from coeffi-



cient 38 (Section 3.1). No windowing function is used
for the calculation of the pre-identified model Gg_id
(ie. aff = 1and af*® = 1 for all k) since the noise level
in the measured signals estimated from the residuals

(Section 2.2) was very small.

The zero-and-pole Chebycheff algorithm (Section 3.3)
is used to obtain the final identified model. The error
on each frequency response estimate is weighted by the
inverse amplitude of the frequency response estimate.
This weighting is up to the frequency 8rad/s above
which, the weight amplitude remains constant. The
weight on the error for the subsystem corresponding to
PF8 is increased by a factor of 2. A 4th order model
is obtained shown in Fig. 2. The value of the unstable
pole of the system has been identified to be 0.32rad/s.
This value has been verified in subsequent open-loop
simulations.

4.2 TCV Experiments

The same identification techniques have been used to
identify linear models for a real tokamak machine, the
TCV. The test-signal for the TCV experiment com-
prised of 29 sinewaves, the measurement frequencies
chosen as,

w,~:430tan<£6%> . i=1,...29.

A total of 8 identification experiments were run each
stimulating a different coil pair. The aim is to identify
a linear model relating the product of the plasma cur-
rent and the displacement of the magnetic axis Z,, I, to
the voltage on the 8 poloidal coil-pairs driven in anti-
symmetric mode.

The results obtained compared very well with existing
physical models, proving the application of the tech-
nique to real systems as well as non-linear simulation
code.

5 Summary

We have presented an H® identification technique for
MISO, unstable and continuous-time systems. The
technique has successfully identified a linear model for
TSC. It has also been shown by experiments on TCV
that the same technique developed for TSC can be ap-
plied successfully to a real tokamak machine.
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