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ABSTRACT

Heating of tokamak plasmas up to temperatures of the order of 10 keV (=108 0K)
is one of the main subjects in plasma physics research. Much experimental
and theoretical effort has been devoted to the improvement of the heating
efficiency and to the understanding of the beam-particle or wave-particle
interactions. We have studied the latter subject.

Many models describing the linear wave-particle interaction already exist,
allowing one to analyze the absorption of the wave by the electrons and/or the
ions. They can be separated into two main classes: ray-tracing models
[Brambilla, 1986] and global wave models [Villard et al, 1986]. The latter
describe the "global" wave field (sum of incident, transmitted and reflected
fields) taking into account the finiteness of the plasma, the boundary
conditions, the plasma-vacuum interfaces and the antenna. With this global
wave approach, one is able to study scenarii where cut-off, reflected, resonant,
mode converted and/or evanescent wave fields are present. Note also that this
work is principally devoted to the ion cyclotron range of frequencies.

The most advanced global wave models are the "local" models which use a
second-order expansion in k) pg, where k) is the perpendicular wavenumber
and pg the Larmor radius of species ¢ [Appert et al, 1986a et 1987; Jaeger et al,
1988; Fukuyama et al, 1986; Edery and Picq, 1986; Brambilla and Kriicken,
1988b]. In this way, one obtains a system of three second-order differential
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equations [Martin and Vaclavik, 1987]. However, the local models are limited to
Larmor radii small compared with the wavelength or with the characteristic
length of the inhomogeneous density and temperature profiles. Moreover, they
are limited to frequencies lower than the third harmonic of the cyclotron
frequency.

In present day experiments, the temperature of the particles is very high,
especially if tails of high energy particles are created. Also, the first
experiments with D-T plasmas, generating alpha particles having a
temperature of the order of 1 MeV, have been performed in JET. Moreover,
increasing numbers of experiments use heating scenarii at high harmonic
frequencies. Because these cases can no longer be studied using a local model,
we have developed a "nonlocal” model which is not limited by the size of the
Larmor radii nor by the harmonic considered. This model is based on the
global wave approach and therefore can treat the variety of problems
mentioned above. Nevertheless, we have limited our work to uni-dimensional
geometry, Maxwellian equilibrium distribution functions and slowly-varying
equilibrium magnetic field. We have also neglected ky in the conductivity
tensor, where y is the direction normal to the direction of the inhomogeneity
and to the magnetostatic field.

Starting from the linearized Vlasov-Maxwell equations, we have derived the
equations in the Fourier and the configuration spaces (Chaps.3 and 4), which
consist, in the latter case, of a system of three second-order integro-differential
equations. We have also derived a formulation of the local power absorption
allowing us to determine the profile of absorption of the wave by the particles.
The equations are solved numerically using the finite element method
(Chap.5). We have developed two codes, SEAL and SEMAL, which calculate the
wave field in the electrostatic and electromagnetic cases, respectively. These
codes have been tested, and SEAL has been used to simulate an experiment
which studies the interaction of a Bernstein wave with a cylindrical plasma
(Chap.6). SEMAL has mainly been used to study the effects of the alpha
particles on ion cyclotron heating. We have shown that the local model was
inadequate and have studied in more detail the effect of temperature and the
strong influence of the alpha particle concentration (Chap.7). We have also
studied the excitation of an ion Bernstein wave through mode conversion at the
lower-hybrid frequency in the scrape-off layer (Chap.7).
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1. INTRODUCTION

1.1 State of research

Plasma research, oriented towards fusion reactors, is traditionally
concerned with three quantities: density (n), temperature (T) and energy
confinement time (). These parameters enter the Lawson's criterion which
stipulates that, at T=10 keV, the condition nt>1020 sm-3 should be satisfied, in a
D-T plasma, in order to reach breakeven. This explains what are the main
goals in reaching controlled fusion: maintaining a dense plasma as long as
possible (t=18) at a very high temperature (T, Te=10keV). The first condition
implies stability and confinement analyses, and the second, heating
improvement. The present work is a contribution to the latter, and in
particular to the theory of plasma heating using high frequency waves. Other
heating methods can be used, like beams (neutral, ion, electron), compression
or continuous current (ochmic heating), but they will not be considered in this
work. We shall also concentrate on tokamak-like plasmas and on frequencies
in the ion cyclotron range of frequencies (ICRF), even though our model is not

restricted to toroidal confined plasmas or to this frequency range.

A lot of theoretical work has been done during the last thirty years: first to
determine which kinds of waves may exist in a plasma, then to understand
their damping mechanisms, and finally to quantify the heating efficiency of a
particular scenario. For solving the last problem, one needs to analyse the
wave-particle interactions, which are very complex in a tokamak geometry.
Different models are being used which simplify either the physics mechanism
or the geometry, but anyway both to some extent. In general, most of the

models consider a steady oscillatory solution proportional to e-i®t, where o is



the antenna frequency, and describe the linear interaction in at most a 2-D

toroidal geometry.

The most general equations which describe the wave-particle interactions
are the Boltzmann equation, or, if collisions are neglected as in most cases, the
Vlasov equation, combined with the Maxwell equations. These equations
should be solved in a 3-D toroidal geometry using adequate boundary conditions
taking into account the plasma vacuum interface, the antenna and the wall. In
heating studies so far, the inhomogeneity parallel to the magnetostatic field
has not yet been considered extensively [Itoh S.-I. et al, 1985; Brambilla and
Ottaviani, 1985; Smithe et al, 1988; Batchelor et al, 1989b), first because it leads
to solving an integral equation, and secondly because its effect seems to be less
important than the perpendicular inhomogeneity. In 1-D and 2-D geometries,
two main classes of models address this problem: ray-tracing and global wave
models. The first one, described in Sec.2.2.1, follows ray trajectories and
calculates the power deposited by the wave along the ray. It is a very simple
model which can be used in complicated geometry, but it cannot treat correctly
resonances, cut-offs, mode conversion, and global modes. The second one,
described in Sec.2.2.2, does not suffer from these limitations, as it solves the
differential equations in the whole plasma together with the boundary
conditions. However, it is limited by the complexity of the equations and the
number of discretization points needed for an accurate solution. It is also
limited to second harmonic scenarii and Larmor radii small compared with

the wavelength.

The most developed global wave models solve the Vlasov-Maxwell
equations using a second-order expansion in k)pg, where k; is the
perpendicular wavenumber and pg the Larmor radius of species o, for

calculating the perturbed current. These models consider either 1-D geometry



[Appert et al, 1987; Jaeger et al, 1988; Skiff et al, 1985] with the complete
resulting sixth order ordinary differential equations including gradients of
equilibrium parameters [Martin and Vaclavik, 1987], or 2-D geometry with
simplified equations [Fukuyama et al, 1986; Edery and Picq, 1986; Brambilla
and Kriicken, 1988b]. Due to the expansion, these models are limited to
(k1pg)2<<1 and to second-harmonic heating. Fig.1.1 shows a typical dispersion
relation in the ion cyclotron range of frequencies (ICRF). The hatched region I
corresponds to the domain which can be studied using the local models.
Swanson [1981] and others [Colestock and Kashuba, 1983; Chiu and Mau, 1983;
Fukuyama et al, 1983; Romero and Scharer, 1987] have derived the fourth order
differential equations valid up to second order with respect to k ps. One can
still mention, for the interested reader, the works by Stix [1975] and Perkins
[1977] and the review paper on low frequency heating by Vaclavik and Appert
[1991].

The ray-tracing models [McVey, 1979; Koch et al, 1986; Brambilla, 1986,
and references therein] have been extended in the last years to arbitrary
Larmor radii [Koch et al, 1989] and are valid in the whole domain II, Fig.1.1,
except for many horizontal regions (not shown in the picture) when the
wavelength changes too rapidly, or when there are no propagatory solutions,
and in all the other cases mentioned above. But these are the most interesting
cases to study and, in tokamak experiments, always exist in some parts of the

plasma [Bathnagar et al, 1984]. Therefore we shall not use this kind of model.

1.2 Goals of the project

The aim of this work is to use a global wave model and extend its validity
to the whole region II in Fig.1.1, without restrictions with respect to kpg or the



harmonic number considered. This will allow us to study important questions
such as the effects of alpha particl'es on ICRF heating, propagation and
absorption of Bernstein waves, which can be directly launched into the plasma
[Ono et al, 1988; Moody et al, 1988] or result from mode conversion at the lower-
hybrid layer [Ono et al, 1983; Chiu et al, 1990], and higher harmonic heating,

which are all scenarii used more and more in heating experiments.

Of course, the new equations are more complicated. They consist of a
system of second-order integro-differential equations, which is very time-
consuming to solve. This is why we have limited this work to 1-D slab
geometry. Moreover, as we did not know if the problem could be solved with
present-day computers, we first considered the electrostatic approximation.
After having well understood this case, we have solved the full electromagnetic
(E.M.) problem.

1.3 Outline of the work

We shall first present, in Chapter 2, the general physical problem with the
basic equations (Sec. 2.1) and then briefly explain the different models which
can be used to solve these equations (Sec.2.2). We shall also introduce the

general formula for calculating the local power absorption.

In the following Chapters, except for Chapter 5, we shall always separate
the electrostatic and the E.M. cases, giving more details for the first one, as it is
simpler and thus easier to understand. In Chapters 3 and 4, we shall derive
the equations for the electrostatic potential or the electric field in Fourier space
(Sec. 3.1/4.1) and in configuration space (3.2/4.2), and for the local power
absorption formula (3.3/4.3) for the electrostatic and E.M. cases respectively. In



Chapter 5, we present the numerical problems, first explaining the finite
element method (Sec. 5.1) and then the boundary conditions (5.2). We detail the
computations, and associated problems, of the kernel contribution in Sec. 5.3

and of the power absorption formula in Sec. 5.4.

The results obtained with the electrostatic code, SEAL, are presented in
Chapter 6 and with the E.M. code, SEMAL, in Chapter 7. Finally we
summarize the main results and propose some extensions of this work in
Chapter 8. Note also that the main structures of SEAL and SEMAL are given in
Appendix A, and that a presentation of the full hot dispersion relation code,
DISPAL, is given in Appendix C.

This work, published in Sauter [1992], has been written in more detail
than usual for a scientific paper, and only "non specialists” (or students) in RF
heating modelling need to read through the whole paper in order to
understand this new model and the results obtained. However, the specialists
can concentrate on Secs. 2.2.3, 2.3 and Chapters 4 and 5 concerning the theory
(the electrostatic case, Chapter 3, can be seen as a particular case of the E.M.
problem). The main results have been published in Sauter et al [1990a] for the
electrostatic approximation case (Sec. 6.2), in Sauter and Vaclavik [1990b] for
the first results of the E.M. code (7.1) and reported in Sauter and Vaclavik
[1991] for the analysis of the effects of alpha particles on ICRF heating (7.2).
The only results not yet published are presented in Sec. 7.3, considering the
coupling of ion Bernstein waves (IBW) near the "cold lower-hybrid resonance"

in the scrape-off layer.



2. FORMULATION OF THE PHYSICAL PROBLEM

2.1 Basic equations

The basic equation for the description of the wave-particle interactions in a
hot plasma, using kinetic theory, is the Vlasov equation which determines the
evolution of the distribution function fg(x,v,t) of the particles due to a force F
applied to them while neglecting the effect of collisions. In the case of a plasma

with no other forces than the Lorentz force, the Vlasov equation reads:

(gt—+v-V)fo(r,v,t) +%‘§(E+va) .é%-fo = 0. 2.1)
Closure equations are given by the Maxwell equations:
VxE = -8, (2.2a)
ot
., 10E
VXxB = uyj+——, (2.2b)
0 c2 ot
V.E=F, (2.2¢)
)
V-B =0, (2.2d)

where the current and charge densities are obtained in terms of the
distribution function:

ij= ch f vi(r, v,t)d3v, (2.3)



p= Dps=as I £, v,)d%v = Y g n 0. 2.4)
o) ] [+

The last identity determines the normalization of the distribution function.
Together with adequate boundary conditions, the equations are closed and self-
consistent. For the electrostatic approximation, one uses Eqs.(2.1), (2.2¢) and
(2.4), and for the E.M. case, Eqs.(2.1), (2.2a), (2.2b) and (2.3). Note that Eq.(2.1) is
very complicated as it gives the time evolution of f5 in the 6-D phase-space (r,v)
and is nonlinear. However, what we seek is the time-asymptotic response of the
plasma to a forced oscillatory perturbation. Moreover we assume that the
perturbation is small as compared with the magnitude of equilibrium

quantities, that is:

£.=£0 + £Y ,  with |f<§1’| << |fé°)| ,

E-E®D
B=BO+B(1)  with |B(1)l <«< |By| . (2.5)
i=3",
b= p®

Note that we have assumed that there are neither equilibrium electric fields
nor current density. Using Eq.(2.5) we can linearize the above equations, which

yields:

vvi® 4 de B L0, (2.62)

d 1) 1) q (1 (1), 9 J0)
(£+V-V)ff, +-I%9;VABO- £ = @ (EV+vAB ).5v-ff, , (2.6b)

9
v



vxgl - .2 | (2.6¢)
ot
)
vxB®D = iV LB (2.6d)
c2 ot
¢
v.EP -2, (2.6e)
€o
iY = Yaq, f v, v, v ddv, (2.60
(¢}
W _ e 3
P = Yas | f5 @ v, ) v. (2.6g)
9

These are the equations which determine the self-consistent linear response of
the particles due to a small external perturbation. We seek oscillatory solutions
due to this perturbation proportional to eilk/z-®t), where k/;, determined by the
antenna, is the wavenumber parallel to the equilibrium magnetic field Bg, and
o is the frequency of the antenna current. In order to respect causality, o is
assumed to have a small positive imaginary part. We always choose B( parallel

to the z-axis, which is why we use either k; or k; for the wavenumber parallel

to By.

Assuming a uniform magnetic field, the general form of the solution of

Eq.(2.6a) is given by:
v
(V) = £ (X=x+=L, Yoy-TX v ,v,) . @.7)

o “eo

The solution of Eq.(2.6b) can be derived in different ways, as will be described in
Secs. 3.1 and 4.1. One obtains in general the Fourier transform of tgl), which

can be written in the following general form:



fc(,l)(k,v,m)=f dk', Ak ,k,,v,0) EX& k,v,0 f 0k, -kK,,v). (28)

This solution is then introduced into the Fourier transform of Eq.(2.6f) which
gives, together with Eqs.(2.6¢c) and (2.6d), the general form of the integral

equations for the electric field in k space:

2
& kAkAE® + (¢E)® =0, (2.9a)
w
(eE)&) = E(k)+e—ia f dk g(k, k) E(K). (2.9b)
0

In order to obtain an explicit form of o(k,k'), one has to specify f((?)(r,v),
introduce it into Eq.(2.8) and integrate v fg) over velocity. This is described in
detail in Secs. 3.1 and 4.1 for the electrostatic and E.M. cases, respectively. At
this point, it is sufficient to note that, assuming a Maxwellian equilibrium
distribution function, the main k, k' dependence of g is involved in the modified

Bessel function of order n, which is the harmonic number:

I.(k k' p2),

ZTG=2T5/m<,, ®Weo=qeBo/mg are the Larmor radius

where pi = V?I‘ o / (20)30,), v
squared, thermal velocity squared and cyclotron frequency of species o,

respectively.

To describe the coupling between an antenna and the plasma, one needs to
solve the equations in configuration space. Up to now there has been two ways

for deriving equations for the electric field in x space and then solving them:



ray-tracing and global wave models. These models will be briefly presented in

the next two subsections and the new model developed in this work in Sec.2.2.3.

2.2 Outline of the different models
22.1 Di ) lati traci jel

The leading idea of ray-tracing models is based on geometrical optics
considerations. One assumes that the local background plasma parameters do
not change much over one wavelength. Therefore one can consider the plasma
as made up of multiple adjacent homogeneous plasma layers, in which one
can easily solve for the electric field using the local values of the plasma

parameters.

Note that for an infinite homogeneous plasma, Eq.(2.9) reduces to :

2 2 2
DE = (S kaka+g)E = [(ES(L-EE) e ]JE, @100

[0 ()] k

with
= i ,
e=(L+ S o)E
In this case, we have a non-trivial solution if:
det D (o, k 1 k//) =0, (2.10b)

which defines the general dispersion relation. In other words, the solution of

Eq.(2.9) in the case of an infinite homogeneous plasma is a plane wave of the



form E(x,t) = Eq eikx-0t), with k and w satisfying Eq (2.10b) for the given plasma
parameters. If we assume that the plasma parameters are slowly varying
compared with the wavelength of the perturbation, than one can seek a

solution of the form:

E(x, t)=Ey(x) e (5(x)-0t) 2.11)

where Ej is the slowly varying amplitude and S is the rapidly varying phase.
Following the work of Bernstein [1975] and Brambilla [1986], we can briefly
show the main features of ray-tracing models, assuming small dissipation.
First, one assumes S~1/8 and V~9, where J is a small quantity. Then Eq.(2.11)
is inserted into Eq.(2.9) which is solved order by order. The lowest order
equation yields the dispersion relation, Eq.(2.10), with k=VS(x). This is not
astonishing, as the lowest order corresponds to assuming an infinite
homogeneous plasma with the plasma parameters equal to those at position x.
If the anti-Hermitian part of D, QA, is of the order of d relative to the Hermitian
part DH (small dissipation), then Eq.(2.10b) is equivalent to:

H(k, o x) = detD¥(k, 0,x) = 0. (2.12)

The ray-tracing equations are obtained by introducing a parametrization t of k

and x. One obtains the following ray equations:

dx _ oH
Frlie
(2.13)
dk _ JH
dt =~ x|
. . oH oH
Note that dx/dr is parallel to the group velocity vg = 0w/dk = - —/ ——. Thus, the

dk o



direction of the rays is the direction of the group velocity, which may differ
from the direction of k. Given initial conditions for the rays satisfying Eq.(2.12)
at some initial wavefront xp=x(1p), for example S(x¢)=0, we obtain the value of S

at the wavefront x(t) with:

T
S(x) = f k2 2.14)
L, ok

The equation for the amplitude Eg(x) is obtained from the next order

approximation which can be written as follows [Brambilla, 1986]:

VP = -29|Ey?, (2.15)
where
P=_-Ll Re(E.AB,) - %E*ﬁE (2.16)
2”0 0 0 4 0 ak [V °
and

WEq * A
4|Ey|

The solution of Eqs.(2.13-16) together with adequate initial conditions, give the
new position of the ray x, the wavenumber k, the phase S and the power P.

They are solved, in general, using a Runge-Kutta procedure.

The range of validity of ray-tracing models is limited to regions where the

changes of the plasma parameters and amplitude of the electric field are small



over one wavelength, as mentioned above. That is, the characteristic length, L,

of the inhomogeneity must be much larger than the wavelength A:

L o5 1. (2.17)
A

This condition is not satisfied close to resonances, cut-offs, mode conversion
and in evanescent regions. These are, however, the most interesting regions
for studying wave-plasma interactions. They are often modelled with
simplified equations and coupled to the ray-tracing code. On the other hand,
Eqs.(2.13-16) are simple and can therefore be solved in rather complicated
geometries. This is why these models have been extensively used [Brambilla,
1986, and references therein]. Another important feature is the fact that it is
straightforward to extend ray-tracing models from a cold or warm model to a
full hot model, by simply extending the validity of the dispersion relation,
Eq.(2.12). This is why these models have been extended to higher harmonic
heating without great problems [Koch et al, 1989], apart from the fact that it
involves a summation over Bessel functions. We shall see in the next
subsections that the extension of global wave models to higher harmonic
heating and large Larmor radii is much more complicated and is the purpose
of this work.

2.2.2 Global wave method. local model

The idea of the global wave method is to solve the equations for the electric
field throughout the plasma, including adequate boundary conditions at the
walls and at any existing plasma-vacuum interfaces. Therefore, one does not
seek a propagating ray, but the solution of a system of ordinary differential
equations in terms of the electric field. The first immediate advantage is that

one can treat evanescent fields as well, if one uses appropriate numerical



methods. Moreover, these models are not restricted by the condition (2.17) and
thus can correctly describe mode conversion, resonances and cut-offs. Finally,
these models are able to describe global modes of the system [Appert et al, 1982],
which is also why they are called "global" wave models.

The crucial point of this method is to obtain the equations for the electric
field in configuration space, in order to be able to supplement them with the
boundary conditions imposed by an antenna, a plasma-vacuum interface, or a
conducting shell. Therefore one has to calculate the inverse Fourier transform
of Eq.(2.9). However, it is not possible in general to integrate over k; an

integrand of the form:

" _
e LK™ I (k k' p2) exp-%—(k?_+k'i)pg , 2.18)

which is what appears in (k) k') as mentioned in Sec.2.1. One way to resolve
this problem is to expand the modified Bessel function I (k, k' p2Zs5) as well as
the exponential term. Thus, it reduces to calculating the inverse integral of a
polynomial of k|, and k'), which gives a series of differential operators. The
terms proportional to k'| are transformed back to derivatives of the field, the
terms proportional to k -k'; give derivatives of the equilibrium quantities, and
k| produces a differentiation of both. This is why we name these types of global
wave models "local” models, because the solution E(x) depends on the local

values and derivatives of E, ng, Ty, etc.

The simplest model is the well-known cold model [Stix, 1962], which is
obtained by assuming zero temperature. In this case, the tensor, Eq.(2.9b), is

very simple (no derivatives) and Eq.(2.9) can be solved in the complicated 2-D
toroidal geometry [Itoh et al, 1984; Villard et al, 1986].



The next orders are obtained by expanding I, to second order, that is
neglecting terms O(k3 k'3, p6;). Many codes are based on equations obtained
using this kind of approximation, either in 1-D, solving the complete sixth
order ordinary differential equations including gradients of the equilibrium
quantities [Appert et al, 1986a and 1987; Jaeger et al, 1988] or in 2-D, using
simplified equations in toroidal geometry [Fukuyama et al, 1986; Edery and
Picq, 1986; Brambilla and Kriicken, 1988b]. These models are able to describe
waves which exist only with finite temperature like the kinetic Alfvén wave
[Hasegawa and Chen, 1975; Hasegawa and Uberoi, 1982], or the conversion to

the Bernstein wave at the ion-ion hybrid resonance [Appert et al, 1986a].

Note that these models are limited to second harmonic, as they neglect the
contribution due to n23, because I (x)~O(xn). Therefore the domain of
application of the local models in global wave calculations can be sketched as in
Fig.1.1 (hatched region I). It is limited by the two conditions:

k2p2 «< 1, 2.19a)

and

n < 2. (2.19b)

However, in this domain, it is not restricted by the presence of cut-offs,

resonances, conversion layers or evanescent fields, as in ray-tracing models.

In order to extend the region I (Fig.1.1), one could expand the equations to

next order in k2,p2;. There are three main reasons for avoiding this method:

1) The dielectric tensor, taking into account terms of the second order in



the inhomogeneity of the equilibrium parameters, is already very
complicated in a 1-D slab geometry [Martin and Vaclavik, 1987; Jaeger et
al, 1988], and even more so in toroidal geometry [Brunner and Vaclavik,
1992]. Therefore, it would not be reasonable to expand the equations to next

order.

2) As mentioned before, the expansion gives rise to a new dispersion
relation, which is a polynomial approximation of the correct one. For
example, second order expansion in the case of a 1-D slab plasma results
in a system of three second-order ordinary differential equations (ODE).
Thus the dispersion relation consists of a polynomial of third order in k2,
which has always three roots. However, the correct dispersion relation,
Eq.(2.10b), is a transcendental function, that is it has no definite number
of roots. There are two modes in the cold plasma. Therefore, in general,
there could be one spurious mode in this approximation, which can
interfere with the physical modes. However, with a fourth order
expansion, there could be four non-physical modes, which could

significantly disturb the interpretation of the results.

3) The order of the ODE is modified by the expansion method. Thus the
number of boundary conditions needed is modified accordingly. In 1-D
slab geometry, the Maxwell eqﬁations need four boundary conditions (for
example, Ey, E; at each side). But, as mentioned above, the equations
obtained with a second-order expansion are equivalent to a sixth order
ODE and need therefore six boundary conditions. That is, two extra
conditions have to be determined ad-hoc. This is not yet dramatic, but to

next order, one would need eight extra boundary conditions.

Another method has been used to obtain differential equations for the



electric field and solve them with the adequate boundary conditions, while '
avoiding spurious unphysical modes. This is to construct reduced ODE which
reproduce the main characteristics of the local dispersion relation [Swanson,
1985; Sy et al, 1985; Cairns and Lashmore-Davies, 1986; Smithe et al, 1987;
Lashmore-Davies et al, 1988; Batchelor et al, 1989a; Llobet et al, 1989; Jaeger et
al, 1990]. In this way, for example, one is able to model mode conversion with
simple equations. However, this method is somewhat in between ray-tracing
and global wave models and relies on an a priori knowledge of the main
features of the solution. Moreover, the equations have to be modified for
studying different cases. Therefore, these models may be useful mainly for
analysing some specific parts of region II in Fig.1.1 with simplified equations
and avoiding the existence of too many spurious modes, but cannot be used for

the whole domain II.

2.2.3 Global wave method. nonlocal model

In order to be able to derive equations valid for any values of k) ps and
@W/0¢i (domain II in Fig.1.1), we have to calculate the inverse Fourier transform
of Eq.(2.9) without any approximation with respect to k;ps. We then obtain an

equation in configuration space of the form:

2
- °—2 VAVAE®X + (EE)® =0, (2.20a)
)
(EE)(x) = E®)+ EJ‘E f dx' g(x, x) E(x). (2.20b)
0

The derivation of g(x, x') will be explained in Chapters 3 and 4 for the
electrostatic and electromagnetic (E.M.) cases, respectively. We see that

Eq.(2.20) is a system of three integro-differential equations of second order. The



integral part is due to the perturbed current produced by the plasma particles.
It takes into account the solution of the linearized Vlasov equation with the
Lorentz force. The differential part (VAVA) is due to the Maxwell equations

which self-consistently relate the perturbed current to the perturbed electric
field.

In the case of the electrostatic approximation, one has to use the Poisson
equation instead of the Maxwell equations and we obtain a second-order

integro-differential equation for the electrostatic potential @ of the form:

Vo) + f Kx x)®x)dx = 0. (2.21)

In this case, only two boundary conditions are necessary. The boundary
conditions, plasma-vacuum interface, modelling of the antenna, etc., will be
described in Sec.5.2.

One should still emphasize here that the equations in k space are integral
equations because of the inhomogeneity of the equilibrium distribution
function. This is seen in two ways: first, if we assume a homogeneous plasma,
then one sees from Eqs.(2.9) and (2.10) that the integral part disappears;
second, from the Vlasov equation, Eq.(2.6b), one sees that if f(:) is
inhomogeneous, then the Fourier transform of Eq.(2.6b) will give rise to a
convolution of the Fourier transform of E (or B(1)) and fgo), producing the
integral equation. Formally, an integral equation is equivalent to an infinite
order ODE [Ferraro and Fried, 1988; Shokair et al, 1988]. So far, the local
models have cut the series of derivatives assuming k; <<1/ps. Now, the series is
kept complete and there are no restrictions with respect to k) pg in this new

model. Thus it extends to the whole domain II in Fig.1.1.



Finally, this model is called "nonlocal”, because, as can be seen from
Eq.(2.20), E(x) depends on values of E at x' throughout the plasma. This is due
to the finite Larmor radius of the particles. We shall see, in Secs.3.2 and 4.2,
that the non-locality is limited to a half-width of about 10 to 20 pg.

2.3 Power absorption, basic formulae

As the main goal of studying the linear plasma-wave interaction is to
quantify the wave absorption and determine its mechanisms, we need a well-
defined power absorption formula. Well-defined means that it has a definite

sign and can become negative only if the plasma is unstable.

The standard way for deriving the energy balance equation in kinetic
theory is to multiply the Vlasov equation, Eq.(2.1), by % mgv2 and integrate over
velocity. It yields:

%f—;—mov2fc ddv = %qc Ef vfy adv - I%mov2 v-Vf, d3v. (2.22)

The first term corresponds to the variation in time of the mean energy of the
particles ¢ and the second term gives the work done by the electric field on
these particles. The third term is not a real source or sink of energy, it is just
the flux of energy of particles streaming in and out of the volume element. It

can have either sign.

In order to take out the contribution of the particles streaming through the
volume element considered, one should transform Eq.(2.22) into Lagrangian
coordinates which follow particles along unperturbed orbits [Mc Vey et al, 1985;



Vaclavik and Appert, 1987]. One can easily show that in these coordinates, the
number of particles in the volume element is conserved [Vaclavik and Appert,
1987]. Following this work, one obtains a general formula for the local power

absorption as:

Pi(x,) = ﬂélf a*vRe(E (x v Vx|, v ), (2.23)

The notation <...>¢ means the averaging over time [Vaclavik and Appert, 1987].
This formula will be calculated in Secs.3.3 and 4.3 in the electrostatic and E.M.

cases, respectively.

We can relate this power absorption formula to the power emitted by an
antenna in vacuum, which is relevant for the E.M. case. Using the standard
procedure [Vaclavik and Appert, 1991], we multiply Eq.(2.20) by -ieg0E*(x)/2

and integrate over the plasma volume Vp. We obtain:

2
iol| a% (Bl ¢ g?)+1| a%E .| a® gx,x)Ex)
2N Ho 2 N
P |Y
\ (2.24)
=1 gzE2B, - 1| 4zsn.,
2)s ho P 2 i
P p

where I, is the bounding surface of the region Vy, n, its outward normal
vector, and S the complex Poynting vector. Likewise, if we assume an antenna
current ja in the vacuum region Vy surrounding the plasma volume Vp, we

obtain:

2
iol| @ (Bl e E?)+d| a%E'j, = -1| dzsn,, @)
2fy Ho 2y 2 )s
v a v
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where E and B are the solutions in vacuum, and Vg the volume including the
antenna inside Vy. If there is no surface current, both tangential components
of E and B are continuous and we obtain, by taking the real parts of Eqs.(2.24-

25) and assuming a perfectly-conducting shell surrounding Vy:

L d%c Py (x)

p

= -1Re[ Ej, .
2
Va

Re lj d?’xE*-j d3x' o(x, x)E(x)
2fy

(2.26)

The minus sign expresses the fact that the energy lost by the antenna is gained

by the plasma particles.



3. ELECTROSTATIC APPROXIMATION

As mentioned in the introduction, we started the study of this new model
using the electrostatic approximation because we did not know how difficult
the full E.M case would be and if it would be at all solvable with present day
computers. Even though it formally takes more time to study first a simpler
model and then the complete one, it turned out to be a sensible choice as many
different ideas, concerning mainly the numerical method used to integrate the
kernel of the integral equation, had to be tried and tested before obtaining the
correct solution. This would have been much more complicated if we had
started directly with the full E.M. problem.

This is why we present first the electrostatic case which allows us to give
more details, because there is only one scalar equation. The electrostatic
approximation being a particular case of the E.M. problem, the reader may
skip this Chapter and come back to it only if some more details are needed. In
order to facilitate this, the next Chapter on the full E.M. case is structured in
the same way as this one, and we use the same number (ii) for corresponding
equations in the electrostatic approximation, Eq.(3.i1), and in the E.M. case,
Eq.(4.ii). This matching obliges us to skip some numbers, and we hope that the

reader will not be too disoriented by this ordering scheme.

3.1 Equation in Fourier space

3.1.1 The linearized Vlasov-Poi .

The linearized Vlasov equations are given by Eqs.(2.6a, b) which yield in
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the electrostatic approximation:

vV EY + Jo (vxBy) £ = 0, (3.1a)
[+

0 (1) d (1) 9 (0)
(S+vV)Eg + I;l!!:(vxno)-gff, - %V@(x,t)-;fg x,v, 1), (3.1b)

where ®(x,t) is the electrostatic potential defined by E=-V®. Eq.(3.1a) is of
course independent of the type of perturbation and is the same in both
electrostatic and E.M. cases. Its general solution is given by Eq.(2.7), where
fgo)(X, Y, v, vy) is the equilibrium distribution function of the guiding centers.
Note that taking the Fourier transform of Eq.(2.7) decouples the Larmor
precession of the particles from the guiding center trajectory:

F.T. {f((,o)(x+vy/cocc,y-vx/0)w,v_L,V,,)}
3.2)
(k_vaJ.)// )
co

= £k, ,v,,v,)exp(i
where the Fourier transform is defined by:

g(X,t) = fdskfdo)g(k’m)ei(kX'mt)

In the case of a Maxwellian distribution function with the inhomogeneity only

along x, we obtain:
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fg-))(k_l_,v_]_,V//)=fg))(kx,vl,V//)=_1_fdx" nO'(x)

22”2 ) Ve &)vrg )
2 2 e
x exp { - ——t Y} eikxx"

VitgL(x") Vg (x")

where ng(x"), v,2rc(x")=2T5(x")/m5 and T4(x") are the density, thermal velocity
squared and temperature of the guiding centers. We shall always keep x" as

the variable for the guiding center coordinate.

There are different ways to solve Eq.(3.1b) such as integrating over
unperturbed orbits (Krall and Trivelpiece [1973], p. 396), or introducing
cylindrical coordinates for the velocity v=(vy, a, v;) and solving, in k space, the
inhomogeneous first-order differential equation in o [Yasseen and Vaclavik,
1983]. We have used the first method in the general E.M. case and the calculus
is presented in Appendix D. The electrostatic approximation can be deduced
from Eq.(D.11) assuming E(k)=-ik®(k), or can be taken directly from Yasseen
and Vaclavik [1983]:

1) dg exp [i(a-p)(-m)] . kv, kv,
f k’ ’ - - J' J
o L) o j,nz,p ©-k)V)-n0q i Oco ) Taep Ocq )
x I A’k @k K|k, ) explip (9-¢)] I, ( k—mJ-XJ-) (3.4)
co
9 no d .k, xk')) ©0) /4.,
x |k L) -1 L L f (k 'V |,V ) ’
[ " v, L av, Vg ] c LYYy

where Jm is the Bessel function of the first kind of order m, and cylindrical
coordinates have been used: v=(v_, a, vy); k=(k], o, k/); k'=(k'y, ¢', k';). While
solving for the perturbed distribution function, we have to introduce a small

positive imaginary part to @ to satisfy the causality condition (Appendix D). It



means, with w=w+i€, €50, that we "turn on" the perturbation at t=-co,

The closure equation is given by the Poisson equation in Fourier space:

k2¢(k,m)=2-gijfg)(k,v,m)d3v . 3.5)
¢ <0

At this point, we assume ky=0 and an isotropic Maxwellian equilibrium
distribution function. These assumptions are not yet necessary, but we keep the
general formulation only for the E.M. case, for simplicity. Introducing
Eqgs.(3.3) and (3.4) into (3.5), and using the following formulae for the Bessel
functions [Gradshteyn, 1965, pp.980 and 718]

2 Inza) Jfb) = Jy(atbh) , (3.6a)
J
” T o2+B 5. apu’
tdt J,(at)d (Bt)e’ = exp{- ) }In( ) , (3.6b)
o 2 4 2
where I, is the modified Bessel function, we obtain:
(k,2I+k,2,) (I)(kx)+fK(kx,k'x) O(k',)dk', =0, 3.7

with

2 "
k , kv = qo- d " no-(x ) 1 [O] Z "

xI, (P50 ky k') exp {-1p20) (g + kD) ef Rx-Kx
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where Zno=Z(Eno)=Z[(0-nwes)/(1 k1 vrgy)] is the plasma dispersion function
[Fried and Conte, 1961] and p?ﬁ‘%‘o J_/2a)36 is the Larmor radius squared. This
is the integral equation in Fourier space for ®(ky), assuming arbitrary
inhomogeneous density and temperature profiles. We see that if we assume no
dissipation, i.e. Zpg real, then the kernel is hermitian, K(ky,k'x)=K*(k'y,ky), as

expected.

This equation, or an equivalent form, has been used to study the
eigenmodes of a system, mainly to study drift-wave stability problems.
Homogeneous temperature and Gaussian density profiles, with ky#0, were in
general assumed: Davidson [1976], Gerver et al [1977], Watanabe et al [1979],
Sanuki et al [1980], Berk and Pfirsch [1980], Watanabe et al [1981], Linsker
[1981], Marchand et al [1983], Chaudry [1983], Berk and Dominguez [1983],
Ferraro et al [1985], Chow et al [1990]. This list is not exhaustive, but other

references can be found therein.

3.1.2 D . lati

The dispersion relation, as mentioned in Chapter 2, is obtained from
Eq.(3.7) by assuming a homogeneous infinite plasma. In this way, the integral
over x" gives a Dirac distribution 8(kx-k'y) and one can integrate over k',

which yields:

(1+—Q

Zng)
D(k) =k> + k2 + 3, kylvrg
G,n

2 2
. I,(k2p2) e¥x5 = 0, (3.8)

ch

This is a general dispersion relation for the electrostatic waves valid to all

orders in Larmor radii, assuming a Maxwellian equilibrium distribution



function. Note that Eq.(3.8) has no solution for k2, very large, as
In(k2xp25)expl-k25p245] is proportional to 1/kxpg for 1k2;p25i>>1 and
lw Zno / kyy vig| << 1 for large n. Therefore, there is a finite number of roots of
Eq.(3.8) for a given value of w, k/;, n, T and Bg. This confirms the fact that, as
mentioned in Sec.2.2.2, models based on a polynomial approximation of the

dispersion relation will produce additional non-physical modes at high order.
3.2 Equation in configuration space

As explained in Sec.2.2.3, the inversion of the equation in Fourier space
must be calculated exactly in order to keep the equation valid in the whole
region II in Fig.1.1. That is, no approximation or elimination at small terms
should be used in the integral over k. This is possible by using an integral
representation of the modified Bessel function I, [Abramowitz and Stegun,
1964, p. 376]:

13
.2
I, (k. k', p2) = % ekxK'xPs 080 oo5(ng)de . (3.9)

In this way, kx and k'yx appear only as polynomials or in exponents and
therefore the inversion integral of Eq.(3.7) can be calculated analytically. We
obtain:

d2

-—2(I>(x) + k;o‘, Ox) + fK(x,x')@(x') d = 0 , (3.10)
dx

with



k| vps(x") do c08(nb)

x]z)o_(xu) pg(xu)

[~

[1+ @ ch(x")] T
K(x,x').—.—1—22 fdx" f

2n°o,n 0 8in @

(x"- X+X. )2 (1-cosB)

w2
xexp{_(x-x) (1+cos9)} exp{- 2

4 pcz,(x") sin’0 pi(x") sin%0

where 7&‘]2)0=8qu/an§ and m§0= i/eomc are the Debye length and the plasma
frequency squared. This equation is valid to all orders in Larmor radii
(electrons and ions) and arbitrary density and temperature profiles. It
assumes a Maxwellian equilibrium distribution function, which is not so
restrictive as shall be shown in Sec.7.3, and ky=0. This latter assumption
means that we cannot study drift wave problems, but this is anyway out of the
scope of this work which is principally devoted to ICRF heating (Wwci>>kypg).
However, our model is also valid between the Alfvén and electron cyclotron
range of frequencies, if relativistic effects are negligible. In this range, we may
also extend the validity of Eq.(3.10) to slowly-varying equilibrium magnetic field
Bo(x") such that, for tokamak simulations, (kyRg)2 >> 1 [Cairns et al, 1991],
where Ry is the major radius of the tokamak. In this way, if (kyp<,)2 << lasis
usually the case, the drift due to the nonuniform magnetic field can also be
neglected as it leads to the condition: (k;Rg)2 >> (kypg)2.

In order to close Eq.(3.10), two boundary conditions are needed. We shall
discuss them in more detail in Chapter 5. We shall see that, since we use the
finite element method to solve Eq.(3.10), any boundary conditions involving ®(x)
and @'(x) can easily be introduced in the code. The limits of integration for x, x'

and x" integrals are discussed in Sec.6.1.2.

For the contribution due to the electrons, we can assume in many cases

that (k pe)2<<1. Expanding Eq.(3.7) up to second order and taking the inverse



Fourier transform gives (keeping only the main contributions):

2
KPxx)Px)dx =~ 4 @ 7 () ©pe(X) d @x)
Oe

dx [k, | vpe(x) 02 (x) dx
1+—@ 7 (x)
+ k| Vpe(X) e d(x)

Ape(®)

Thus, the contribution due to the electrons can be calculated either with this
expanded formula, which is much less time-consuming, or with the complete
integral form, Eq.(3.10).

Let us point out different characteristics of the kernel K(x,x'). We see that

it is symmetric, K(x,x")=K(x',x), and that it is written in the form:

K, x) = K(x-x, x-;x) .

One sees from Eq.(3.10) that the (x+x')/2 dependence is directly related to the
guiding center variable x", that is, to the local plasma parameters. Note also
that Berk and Pfirsch [1980] have proposed a method, based on the WKB theory,

to solve an integral equation in configuration space with a kernel of that form.

The exponential terms in the kernel K(x,x') limit the non-locality of the
integral equation. ®(x) depends on the value of ® at x' everywhere in the
plasma, but the first exponential term, in particular, limits the influence of
points far away from each other:

x-x| < a2Pe¥00 _ ov3p sinoi2. (3.11)

Y1+ cos @



A typical value of o is between 4 and 7, as exp[-42]=10-7. Therefore, one sees that
the contribution of points 10 to 20 Larmor radii away from x is negligible. The

second exponential limits the contribution of the guiding centers:

. (x") sin 0
x" - X+x'| . gP = BY2p(x") cos 6/2, (3.12)
' 2 l ¥1-cos 6 °

where B is again chosen between 4 and 7. Note that this latter relation is
implicit, as pg depends on x". These two relations are connected and express
the fact that x, x' and x" cannot be too far apart, otherwise they no longer
contribute to the kernel. One can also see Eq.(3.11) as a relation between the
characteristic length of the field and the Larmor radius. If ®(x') does not
change much over about 30pg, then the potential can be expanded around x and
the x' integral can be performed, reducing Eq.(3.10) to a differential equation,
as in the local model. On the other hand, Eq.(3.12) determines under which
conditions the inhomogeneity of the plasma parameters can be neglected or

expanded.

Another feature that appears in the kernel K(x,x') is a singularity at the

points:

(a) x=x' , 650,
(3.13)

(b) x"=3LX 9,

where the integrand is proportional to 1/sinf. Note, however, that this is an
integrable singularity, as can be shown with two successive changes of

variable. Let us first define:



x"-X+X '
X"9z=— 2 ; x"(2)=YV22zcos0/2+EXtX
Y2 cos 6/2 2

The kernel is then proportional to:

N “pr 2 (x-x")2 (1+cos )
K(x,x’)zf def dz—cQST—I—le—exp(-z—2 exp|- D) ,
0 zp] Y2 sin 6/2 ps 4pZsin®0

with

" X+ X
v Y2 cos 6/2

z ,v=pl,pr,

and where xp], xpr are the left and right limits of the guiding center density
profiles. We see that the second singularity, Eq.(3.13b), disappears and is
replaced by limits of integration becoming infinite as 6—x. But, due to the term
exp[-z2/p25], the integral is still well defined. The other singular point,
Eq.(3.13a), can be removed in the same way by using the following change of

variable:

x - y = —_—x =X
272 sin 6/2

3.3 Local power absorption formula

We shall derive the local power absorption formula, Pr,(x), valid for all
orders in Larmor radii, using the electrostatic approximation, assuming a 1-D
slab plasma, Maxwellian equilibrium distribution function, slowly varying

magnetic field, ky=0, and arbitrary density and temperature profiles. We have
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to introduce the perturbed distribution function, Eq.(3.4), using Eq.(3.3), into
the general formula, Eq.(2.23), evaluated for a 1-D slab geometry:

PL(x) = Z%]d%'Re(E*(x'_L)-v' £D(x v ),

9
iq 3 ! e * e
= Re;—zﬁfd v dk, dk7 @ (k7)) (3.14)

@y kv ) £k, v et Cex KXY,

where we have introduced the electrostatic approximation and the Fourier

transform of ® and ff, D The coordinates of the unperturbed trajectory are given
by:

v
‘= x4+ m—l[(sin o - sin o) e, - (cos o - cos a)e ]+ v, Te,,
co

M
]

1] . ]
vV = vJ_(cosa e, +sina ey) +v,e,,

0 =0-W457T, (3.15)
v = (Vl,a,V”),
T =t-t.

We see that the average over t is the same as the average over 1. We first

calculate this average and integrate over a, using Eq.(3.6a) and the following
relation [Gradshteyn and Ryzhik, 1980, p. 9731:

eltsine = % g ©eire, (3.16)
P

Then, introducing the inverse Fourier transform of ® and changing from ky to

kx+kx , we obtain:
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. 2 2
i (k,v,+nw. )
P;:(x) = Re v,dv,dv, dx"dx'dx" dk_dk' dk'" -—{L €O
L 41t7/2m0 f L XX ok, v, 0o g
n(X“) ex ( V2 J (é) J ( v) J ( vn) (3 17)
DD g - T\ 4®) T (8) T o 8 .
Vrg(x") Vg

x elkx(xx") oik'y (x'-x") 4ik} (x"-x") (D*(x"') dx") ,

where &V = ki vy / @¢g. In order to be able to integrate over the k variables
without any approximation, we introduce the following integral

representations of the Bessel function:

b1
Jo ) = %f eiteos0 gg
0
.N R . .
J, (&) = %f e85 6o3(no') de', (3.18)
0

R

J (g,") _ _-_1_11_[ ei &"' cos 0" cos(ne"') dem

n B .
0

We obtain three different Dirac distributions, 8(z), from the kg, ky and ky

integrals:

23 f d0de'de™ cos nd' cos no"

X &x-x"+—L cos 0) 8(x-x"+—Lcos ") S(x"-x" +—L cos 0™) .
mco‘ mcc COCO'

We use the first Dirac distribution for the integral over v, the second for x' and

the third for x"'. The integration over v, gives the condition:



X" -X
=Wy >0,

cos O
which imposes the limits of the integral over 8 to 0 and n/2. For example, if
(x"-x)0¢g<0, then 6 has to be integrated only between n/2 and n. Changing 6 to
v=r-0 it gives:

T o0
f 8| dv, v, 8(x-x"+—L cos8)g(v,)
0 ) 0)00'

/
f“d |0 (K- 0y (KX gy

Y|cosy| - CO8 Y - CO8 Y

if (x"-x)weg<0 70

The extra minus sign is used to transform -(x"-x)w¢s to Ix"-x1 lweg!. This

then multiplies cos 6’ and cos 0™ by wWeo /| Weg! in the remaining §-
distributions. If lw¢s!<0, this factor is eliminated by changing ' to y'=xn-6',
which also transforms cos n' to (-1)? cos ny. However, introducing the same

change of variable for 6" cancels the term (-1)n.

The v integral has still to be performed. As @ has a small positive

imaginary part € (Sec.2.1), we have:

Re{ lim i } = nd(w,.-k,v,-na_,)
0. -K.V -no._+i R0y co
e_)0+ r-®uVu” co 1€

We then easily obtain the final form for P1,(x), omitting the subscript r of w:
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2q2 2 g_ n(x") 02, (x") |x - x"| 2 _(x")
PL®) =Y, % o fdx"f de Mo ¢g e Sno(x

1,6 192 m |k//| 0 Vi (X" cos? 0
0 (3.19)

x exp { - (X2X) }

2p, cosZ0 cos 9

f d 6' cos no' O(x" - M cos 0")
0

This formula has the same domain of validity as Eq.(3.10) and is therefore
consistent with the solution ®(x). Note that Pr(x) is positive-definite, as it
should be with ky=0 and thus no instabilities present. This shows, as
mentioned in Sec.2.3, that the contribution of streaming particles is not taken

into account.

From Eq.(3.19), we can define two quantities, first the local power
absorption of species 6, Pq(x), which is simply the contribution of the species ¢
to P1(x), and the integrated power absorption I’L(x):

X
Prs(x) = f Pio(x)dx ; Prx) = ) Pr.(x), (3.20)
1Y)

X pr

which is the power absorbed by the particles between the right-hand side of the
plasma and x. We integrate from x,r, because we shall always put the source
on the right-hand side of the plasma. This can be somewhat misleading, as
PL(x) is then always negative. In this way, T’L(xpl) represents the total power
absorbed in the plasma and would be equal, in the E.M. case, to the Poynting
flux Re(Syx) delivered by the source, which is also negative as it flows in the

opposite x direction, Eq.(2.24).



4. ELECTROMAGNETIC PROBLEM

In this Chapter we present the derivation of the equations for the three
components of the electric field E(x). As mentioned in the introduction and at
the beginning of Chapter 3, the method is the same as in the electrostatic case,
except that we end up with a 3x3 dielectric tensor instead of one scalar. This is
why we shall not give as many details as in the last Chapter. The reader can
easily refer to the equivalent equation in the electrostatic case and to the details
related to it, as we have kept the same numbering for corresponding equations
In doing this, we have had to skip a few numbers, hoping that this will not

disturb the reader too much.

The E.M. problem being the general case of the interaction of a wave with
the plasma, we have kept the equations as general as possible and for as long
as we were able to, in order to facilitate later generalization. For example, in
Sec.4.1, we derive the integral equation in Fourier space valid for anisotropic
temperature, T,#T/, and ky#0, and the corresponding general dispersion
relation in Sec.4.1.2. We limit ourselves to ky=0 only from Sec.4.2 on. The

extension to ky¢0 is discussed in Sec.4.4.

4.1 Equations in Fourier space

1.1 The linearized Viasov-Mazwell .

The solution of the Vlasov equation for the perturbed distribution function,
Eq.(2.6b), has been obtained using the method of characteristics in the general
E.M. case, with a general inhomogeneous equilibrium distribution function,

anisotropic temperature and ky#0. The derivation is presented in Appendix D
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and we have checked that the expression derived recovers the result of Yasseen

and Vaclavik [1986] obtained with a different method. It reads, Eqs.(D.11,12):

. (kAV) -ina
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1

n 0 gv) . .V.L(ky'k'y) . .
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Pr=PrK)) = 11],,,(K)+],, (KT,

P} = PY(K)) =-§[]m1(k’l)-3n_1(k'l)],

k'v .
Jn=Jn(K) = (=L2)e™?,
mcc
0 d
gv) = v, “ Vi ’
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where the terms divided by ® come from the vaAB(1) term and the others from
E(1), Therefore, the results for the electrostatic approximation, Eq.(3.4), are

easily identified from the electric field contribution by introducing E(k')=-

. 9 wo 1
ik'®(k'"). Note also that we have replaced the term E; v by E; [ Viav, +31 gv)]



in the first term proportional to J,. This simplifies the equations afterwards.

We have to integrate vtfsl) over velocities, in order to obtain the perturbed
current, Eq.(2.6f), and introduce it in the closure equation, Eqs.(2¢, d) in

Fourier space:

2
kAkAE(k,0) + L E(k0) + Ziuochfvff,l)(k,v, ®)dv = 0. 45)
C o

As £1(k,v,) depends on the electric field, we can define gE(k,0) = j(1(k,0) and
Eq.(4.5) has the standard form.

We have seen in Sec.3.1.1 that the Fourier transform of the equilibrium
distribution function ff,O)(k -k, vi, v) of the guiding center has no dependence
on o. Therefore we can integrate over o the terms dependent on o in
fgl)(k, v, ®), Eq.(4.4), multiplied by v=(v,jcosa, v sina, v;). The result is
proportional to:

v, PP (k)

A, = le;‘*(kl) i

v )n (k)

Using the recurrence relation for the Bessel function, we can write A, more

explicitly as:
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{ cosqank&‘f-Jn+isin<pvJ_J'n
1

; . . . no
A =¢e'"? -icos oV, Iy +sing——<CJ,
1

k
IR

Thus we have:

g

-' 2
iPk,v,0) = Gzﬁ%&fvldvldv”dk'l

(4.6)
X An(kl’V_L’V//)Bn(k'J.’k//’VJ.’v//’m)fg))(kl'k'l’v_l_’v//) ,

where By(k'y, ky/,v], vy, ©) is the term in brackets, { }, in Eq.(4.4). At this point
we need to specify the velocity dependence of ng), which we assume to be bi-
Maxwellian. We also assume that the density and temperature profiles are

inhomogeneous only in the x-direction. Thus we have:

fg))(krk'uvr"//) = f?)(kx'k'x"’u"//) d(ky-k'y),

where ng)(kx-k'x, vy, v;) is defined in Eq.(3.3). Integrating over v, is a lengthy
process, but not very complicated. One makes extensive use of Eq.(3.6b) and its
derivatives with respect to a and B. The calculus is too long to be detailed here
or even in an Appendix. We need to introduce the angle y between k; and k',

in the same way as Watanabe [1981], except for the sign. We have:
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V=9¢-9,
} ' 2, 2
k k' (kK +ky)ps
cosy = - = ’
k K| z
. (k aK ), (ke-k )k p2
V= x T z ’
151
zZ = k_Lk'J_p(27'

The integral over v, is performed using the plasma dispersion function as
defined by Fried and Conte [1961]:

+00 2
7@ = L| dw & , Imé&>0
ﬁ - w_§ 3 1

noting that &,4=(0w-nw.s)/(1 k| v1/) has a small positive imaginary part due to

.

We can then write the equation in k space for the electric field, valid for a
1-D inhomogeneous plasma, anisotropic temperature, ky#0 and bi-Maxwellian
distribution function:

2
kakAE(k) + 2 (¢E)(k) = 0, (4.78)
C

with
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with

The dielectric tensor (eE)(k), which is an integral operator, has been checked
the one obtained by Watanabe [1981]. We have been able to greatly simplify

with
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the formula by combining some terms differently.

obtained by summing over n the terms independent of Z(£,s), using the

A few remarks should be made about this equation. First, the tensor D is

following relation [Abramowitz, 1964, p.376]:

dcosny I (z) = X%V,
n




That is why D is multiplied by the Kronecker delta such that: =, 85; =]1. As an
example, D,; is obtained by separating the sum X einV¥ &, 5 (14+€n62Zn) I,

which appears in g;5, into two terms:

.k
. m_ m -
Yel"Veg I = 2 "a g%V gng > e "Ve
n n

2
= Z 1
|k//| Vs

noe -"noc n?’

which contribute to D;; and M ;. In this way, we are able to define the same

matrix M for the isotropic and anisotropic contributions.

As (io);) of (kx, k'x) does not change sign when we interchange ky and k'
and take its complex conjugate, we see that the kernel in Eq.(4.7b) is hermitian

if we assume Zyq real (no dissipation).

In order to recover the equation for the electrostatic potential from the

general E.M. one, we have to take the divergence of Eq.(2.6d). This yields:

VVAB = 0 = py Vj + 19vg, (4.7.2)
c2 ot

Introducing Eq.(2.6e), we obtain:

which is the charge conservation law. Or, otherwise stated, replacing V-j by
-dp/at in Eq.(4.7.2), due to the conservation of the charge, we obtain the Poisson
equation. Therefore, in k space, we have to take the scalar product of Eq.(4.7)
with k, and introduce the electrostatic potential E(k)=-i k ®(k). We have verified
that, with ky=0 and T =T}, we recover Eq.(3.7). The interested reader can easily
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obtain the general electrostatic integral equation in k space by following this
procedure with the complete form of Eq.(4.7).

{12 Di on relati

In the case of an infinite homogeneous plasma, Eq.(4.7) becomes:

2
kAkAE(k)+°’—2 e E(k) =0, (4.8)
Cc
with
2
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and with the same notation as for Eq.(4.7). Note also that Z,An=1, which is why
we obtain an extra term in €, from D,,. The dispersion relation is obtained by
setting to zero the determinant of the matrix multiplying E(k) in Eq.(4.8). It is
valid to all orders in Larmor radii, ky#0, and T,#T,. We have constructed a
code, DISPAL, solving the real part of the dispersion relation for the local
plasma parameters ng(x), Tg(x), Bo(x), for given values of ky, kz, and w. This
gives an idea of the possible values of ki in the plasma. If the WKB
approximation is valid, this gives already a very good idea of the solution. This
code is detailed in Appendix C, where we also show a few examples of

dispersion relations.
42 Equation for the electric field in configuration space

As detailed in Sec.3.2, we use an integral representation for the modified
Bessel function I,, Eq.(3.9), in order to be able to calculate the inversion
integrals. We also neglect ky, which corresponds to assuming wg/w<<1,
where wg is defined in Eq.(4.7). This approximation is valid for the frequencies
considered here. It is of course not valid for drift wave problems. We discuss

the extension to non zero ky in Sec.4.4.

Assuming ky=0 in g, but keeping T =T/, we can calculate the inverse

Fourier transform of Eq.(4.7), using Eq.(8.9), and we obtain:

2
VAVAE(x) - -‘9-2- EE)(x) = 0, (4.10)
Y

with

Vo= (Liky,ik,),
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Note that one can easily relate the terms Dyz, Dzz and My, M, with the

following relation:

]
l|-x x i
Zfdx'f"dee { (XX) (1+cos9)} { (x —-:"—2 ) 1 cose)} .

N 2 2ouy 22 .
n 0 4p°(x ) sin“@ p2(x") sin0 sin B_Q

xVEmp, exp (- EX)
ZpG

Therefore, eyz and €,, can also be written as :

2co T
e . E)= dx"...—@ oll (1+§ ycos 08 (y_x")E_(x'),

and

2T
(€ E,) = Ej(x)+ ) | dx’ - Mt (14857, ) DO E (x),
o,n |k//|VTc// To1 sin 0

which are equivalent, for Tg;=Tgy, to the formula published by Sauter and
Vaclavik [1991]. On the other hand, the term Dyy cannot be related simply to
Myy and is, in this respect, really an extra non-resonant term. It is due to the
inhomogeneity and to the bounded character of the plasma. Indeed, if we

assume a homogeneous plasma, we can integrate over x":

X pr "
f n [(X }; ) 1] exp{ (X x ) } - (X X")exp{ (X X ) ] pl‘
x"pl Po 2po- x' pl

We see that the contribution is maximum near the edge of the guiding center



profiles and negligible further away or if the plasma is infinite. However, this

non-resonant term does not contribute to the local power absorption (Sec.4.3).

The system of integro-differential equations for the three components of
the electric field E is valid to all orders in Larmor radii, for arbitrary density
and anisotropic temperature profiles. It assumes a 1-D slab plasma, bi-
Maxwellian equilibrium distribution function, and neglects ky in the perturbed
current. As discussed in Sec.3.2, for the problems considered in this work, we
can assume the equilibrium magnetic field Bg to be slowly varying if
(kyRo)2>>1, where Ry is the characteristic length of the inhomogeneity of By,
which is typically the size of the major radius of the tokamak.

In order to close the ‘set of Eq.(4.10), one needs to specify adequate
boundary conditions. These will be detailed in Sec.5.2. They correspond to the
standard boundary conditions used for the Maxwell equations, because the
differential part of Eq.(4.10) is only due to the differential part of the Maxwell
equations. Therefore no extra boundary conditions are needed, as is often the
case with local models (see Sec.2.2.2).

For the other characteristics of Eq.(4.10), one can refer to the remarks
made about the electrostatic case, Eq.(3.10), in particular regarding the
limitation of the width of the non-locality due to the exponential terms in
(EE)x).

4.3 Local power absorption formula
Following the same procedure as in Sec.3.3, we introduce Eq.(4.4) into

Eq.(2.23), assume ky=0, and obtain the local power absorption with the same
domain of validity as Eq.(4.10):
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We see that both enter into the perpendicular contribution. Once again, the
local power absorption is positive-definite for Tg,=Tgy. If Tg1>2Ts, and

W>Weo/2, kinetic instabilities may exist in some special cases when

l_n(’)co. (1_
[0

TO'//) < 0
ol

and if ® is not too far from a harmonic frequency [Mikhailovski, 1974, p. 194].
We have verified that this formula reduces to Eq.(3.19) in the electrostatic
case with Tg1=Tgy. The same definitions are used for Pr4(x), I’Lo(x), and

—lsL(x) as in the electrostatic case, Eq.(3.20).

Note that Pr(x) is called the local power absorption because it is the power



absorbed by the particles between x and x+dx, but it is nonlocal in the sense
that its value depends on the value of the field throughout the plasma.
However, the width of this nonlocal contribution is limited by the term
exp[-(x-x")2/ (2 picoszﬁ) 1.

Finally, we see that only the resonant particles, characterized by
exp(-&lzl 0), contribute to Pr(x). The non-resonant terms, matrix D of Eq.(4.10),
contribute only to the circulating power, defined by taking the imaginary part
in Eq.(2.23) instead of the real part.

4.4 Extension to ky #0

We have assumed ky=0 for calculating Eq.(4.10) and (4.19), because it
enables us to easily perform the inversion integrals. Indeed, we have Bessel
functions of the type Jn(k)), Eq.(D.9) (Appendix D), which we have transformed
using the integral representation of the Bessel functions. If we keep ky, we
have a (ki+k§)1/2pa in the exponent and we can no longer integrate
analytically. One would have either to stay in 2-D geometry and use cylindrical
coordinates for k, or to expand the Bessel functions in terms of ky. This latter

method would enable us to stay in a 1-D geometry.

One should use different methods for calculating the expansion with
respect to kypg of the equation for E and of the local power absorption. The first
is obtained by expanding Eq.(4.7), and then integrating over kg, v, v as before.
For example, if we kept the first order contribution, we would have the

following additional terms:
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e'™V = (cosy+isiny)® = 1 + insiny,

' 2
ky (k- k') p2

Z ’

Sin\v =

©-0" = 0-i04k, (k- K )p2,

and the Bessel function I (k k' J_pi ) would reduce to In(kxk'xpf,). There are also
all the terms in M and D which explicitly depend on ky. These terms can be
identified from the equation for the perturbed distribution function, Eq.(4.4). As
a first approximation, one could keep only the terms which are known to be
important in the local model approximation, for example from the expanded
form of Martin and Vaclavik [1987]. They should also constitute the main

contribution in the case of large Larmor radii.

The extension of the local power absorption formula to ky#0 would be
much more complicated, as it involves more terms. In order to expand all the
terms to the same order, one would have to start from the E.M. equation
equivalent to Eq.(3.17), which is proportional to Ay E* By, (Ap, By, being defined
in Eq.(4.6)), and where the Bessel functions J5(EV) would have to be replaced by
the "vector Bessel" functions ]n(k]'_), Eq.(D.9). Then, using the summation

theorem, Eq.(D.10), with k, =kyey + kyey, we would have:

+00
2 Jm+n (Ex€x) I (kx('ey))

Jn(ky) =
m = -co
(4.20)
+00
kv .
= Jm+n(ExXL)Jm(_Y_£)elm’°/2 '
m = -o0 O')CO' wcc

This formula would enable us to expand the Bessel functions directly without

introducing ky/ky terms, which would otherwise be the case if we used a Taylor
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expansion of Jy(k1v/wcs). Therefore, the first order contribution would give:

To(k 1) = I5(E) +id3(5)) [T 3(8) Ty (BT = T (E)-E, PREL),

where Ey=kwv /0.5 and P;,l is defined in Eq.(4.4). Inserting this into Eq.(3.17),
we could perform the ky, v|, v/ integrals as before. Note that we could not keep
the summation over m of Eq.(4.20), because it would introduce additional

Bessel functions and rule out the possibility to integrate analytically over v .

As there are many different products of ]y, P;l , and P; , even the first order
contribution would involve many terms. This would not be worthwhile to
evaluate and one should concentrate on Eq.(4.19). The first approximation,
however, neglecting ky in the argument of the "vector Bessel functions" and
keeping only the terms which depend explicitly on ky in the bracket { }, Eq.(4.4),
could be useful.

The analysis of drift wave problems is beyond the scope of this work and so
we leave this extension for future development of our model. Note that there
have been many publications on this subject using Eq.(3.7), or (4.7), with
gaussian density profiles, and solving for the eigenmodes and

eigenfrequencies, as mentioned in Sec.3.1.1.



- 55 -

5. NUMERICAL METHOD

We use the finite element method to solve Eqs.(3.10) and (4.10). This
method is first presented in a general way and then applied to our specific
problem (Sec.5.1). In Sec.5.2 we discuss the boundary conditions, mainly for
the E.M. case, the computation of the contribution of the kernel to the matrix
and of the local power absorption formula. We do not separate the electrostatic

and E.M. cases, as the numerical method is the same for both.

5.1 Finite element method
511 Matl tical basi i ] »I
Let us consider the following simple 1-D problem:

'@ +e@uE = fx, 0<x<1, c®=20, (5.1a)

u@ =0, u(@=0. (5.1b)

We multiply this equation by a test function v(x), once differentiable in [0,1],
and integrate over the interval [0,1]. We obtain:

1

1 1
I v' (%) u'(x)dx+f vi@)ex)u) dx-v(Q)u' (1) + v(0) u'(0)=j v(x) f(x)dx.
0 0 0

Imposing the boundary conditions, Eq.(5.1b), it gives:



1

1 1
f vE)u® dx + [ v(x) ¢ (x) ux) dx =I vx) fx)dx . (5.2)
0 0 0

If we consider the space V of continuous functions in [0,1], once differentiable,

and satisfying Eq.(5.1b), we can formulate the following problem:

find a solution ueV of Eq.(5.2) for all veV.

This problem is called the "weak form" of Eq.(5.1). These two problems are
equivalent, except that the solution u(x) of the differential equation must be
more regular, twice differentiable, than the solution of Eq.(5.2). The weak form
in this case is also called the variational form, or principle, as it is equivalent to

searching for a solution ue V which minimizes the following quantity:

1 1

¢(x) w2(x) dx I wx) f@)dx , weV. (.3

1
=1 12 1
J(W)-sz(x)dx+zj i

0 0

The finite element method is based on the weak form, whereas the finite

difference method is based on the differential equation.

Let us consider @1, @3,..., ¢N, N linearly independent functions which span
a subspace Vy of V. That is, Vi, is defined by the following class of functions
g(x):

N

g = 3 g0, , geR.
i=1

Thus, an approximation of the weak form problem is the following:



find a function un,e Vy, such that, for all vi,e Vi:

1

1 1
f vE®) v, dx + f vp® e u,x)dx = f vy®fx)dx. (5.4)
0 0 0

This is the Galerkin approximation, which is why the finite element method is
also called the Galerkin method. We see that, as upe V},, we can write:

N
up® = .21 u; 9
)=

and choose in Eq.(5.4) the basis functions ¢j(x) as test functions vy, which gives:

_A__u = b , (55)
with
1 1
Ay = fo 9';(x) ¢'j(x) dx + fo @; (x) () 95 (x) dx ,

U
]

1
i j ¢; (%) f(x) dx ,
0

u = (ug,ug,--,uy).

Thus, the finite element method consists in constructing the matrix A and the

right-hand side vector b, and solving the linear system Eq.(5.5).

The basis functions are chosen such as to maximize the number of zeros
in A and minimize the error of uy compared with the exact solution u(x). In

general, one discretizes the domain in x; nodes, i=1,..,N, and define ¢i(x) such



that it is non zero only in [x;.1, xj+1]. Fig.5.1 shows the most commonly used
basis functions: piece-wise constant, linear, quadratic, and Hermite-cubic.
Note that for the cubics, the two types of basis functions represent the function
and its first derivative at the node xj. Of course, the use of higher order
polynomials allows for better accuracy and convergence properties. For
example, numerical schemes using piece-wise constant and linear basis
converge like 1/N2, whereas the two others like 1/N4, Moreover, some global
quantities can show super-convergence properties. This method can be
generalized to multi-dimensional space as well. Note also that one does not
need to use the same basis functions for the different unknowns, as shall be
done in our codes, or even for an unknown and its derivatives (non-conforming

approximation [Gruber and Rappaz, 1985]).

We list below some of the attractive features of the finite element method
[Morton, 1986]:

a strong mathematical basis, leading to a good error analysis of the

method

- it divides the domain into finite elements (in general intervals, triangles
or quadrilaterals), allowing one to handle complex geometries.

- different simple basis functions defined on the same finite elements can
be used, depending on the accuracy needed.

- The mesh can easily be packed where it is needed.

- It approximates the global solution and therefore does not matter if it is

an evanescent or propagating solution. Therefore it can be used in cut-

off regions as well.

- It is rather straightforward to program.



5.1.2 Apglication to the inteero-differential .

We apply the finite element method to Eq.(4.10), which is equivalent to the

following equation:

2 Xpr
VAVAE(x) - %E(x) -f K(x,x)E(x)dx' = 0. (5.6)
C xpl

Multiplying by a test function G*(x) and integrating over [xp], xpr], we obtain

the weak form:

Xpr « 2 [*pr
VAG -VAE dx - 92- G E dx
Xpl ¢ Xpl

(5.7

Xpr  (Xpr . . Xpr
- dx dx'G x) K(x,x)E(x') = G A(VAE)-ex]xpl.
Xpl Xpl

We then discretize [xp], xp,] in N intervals of arbitrary length and choose piece-

wise constant and linear basis functions, y; and ¢;:

1 if xelx;,,x] \
f ’ i=27""N9

xi (X)
0 otherwise
(5.8a)

X1 ®=0 ’

X - X;
il if xe [x.
Xi-X1 !

0;(® = (21" X if xe[x;, %] | , i=1,-,N, (5.8b)

Xi+1 - X4

0 otherwise J

-1,Xi] W




and approximate E(x) as follows:

N
E,(x) = Y E)x;(x),
j=1
: 5.9)
N -
E, ,(x) = _ZIEJY,z(pj(x).
J=

We choose different basis function for Ex and Ey, E; because Eq.(5.6) is a system
of one first-order integro-differential equation for E; and two second-order for
Ey and E;. It is shown in the next subsection that one should use a basis
function of one degree less in x for Ey, in order to recover the correct dispersion

relation. Otherwise, the discretized dispersion relation is polluted.

The boundary conditions have still to be incorporated into the weak form

or imposed on the resulting matrix. This is discussed in the Sec.5.2.
5.1.3 Pollution problems

In this subsection we discuss the problem of mode pollution arising from
the numerical method used to discretize the differential equation. This study is
based on the work by Llobet et al [1990]. We extend it to the Maxwell equations

in vacuum:

2
VAVAE(x)-—(p—z—E(x) =0, (5.10)
[

considered in a 1-D slab geometry, assuming E(x)=E(x)exp[i(k;z-ot)] for

simplicity and without loss of generality. Assuming a solution of Eq.(5.10) of



the form:
E(x) = E, elk*, (5.11)

we obtain the exact dispersion relation (EDR) for Eq.(5.10):

2
O - k4K, (5.12)

(¢}

We want to compare it with the discretized dispersion relation (DDR) obtained
with the finite element method. The matrix representing Eq.(5.10) is obtained
by multiplying the equation by &, niv (x), v=x,y,z, and integrating over x between
xi-1 and xj+1, which is the finite support of n;' (x). We then make the ansatz that

the solutions have the following form:

E,(x) = Ze‘k"m“’(x) W=X,y,z, (5.13)

where n;”(x) is the basis function used for approximating the component E,.
We then obtain the DDR, det D=0, with:

. Xi+l
Dy = Teik [ ax [aiynih{7abuno) St s,unf], 610
i

Xj-1

where V=(d/dx, 0, ik;), dyw is the Kronecker delta and v,w=x,y,z. We first take

linear basis functions for each component, 1;(x)=¢;(x) (Fig.5.1b), and we obtain:
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2 -
(2.3 @, 0 -ik, G,
02
D = 0)2 k2 ~
= = 0 (;“2‘" z)G0+G’2 0 : ’
02 ~
-ik, G, 0 — G+ Gy
c
where
§0=2u§s_kh,
— ;8inkh
Gl 1 h ’
2(1-coskh)
G2=' 2 )
h
h = x5 -3 = X4 - .

Thus, for the "linear—linear" case, the DDR is defined by:

2 ~ 2. 2 ~ ~
{(‘z—z-kf)eo +Gy) x {%GO[(‘:—z-kf)Go +G,1-k2(G, G, -GD))

(5.15)
= DYYHXDXZH =0.

_(l-coszkh)
2 H

§0G2 = '—23(2-coskh-cos2kh) # G% =
3h h

we see that the second term in Eq.(5.15), DXZy, gives rise to a different DDR
than the first term DYY};. This is clearly seen in Fig.5.2, where the EDR,
DYY;=0, and DXZj;=0, normalized to ki, are plotted. Note that this last



equation produces two extra non-physical roots, which is the spectral pollution

due to the numerical scheme.

To avoid this pollution, one should use a different basis function for Ey, of
one degree less in x, as the differential equation is only first-order in Ex and
second-order in the other components. Using a piece-wise constant basis for E;

and linear ones for Ey, E;, referred as the "piece-wise constant—linear" case,

we obtain:
2 -ikh
[0 2 . 1-e
© _x 0 -ik, —
c2 4 z h
0)2 2\ 5
2= 0 (‘c—z'kz)Go+G2 0 ’
ikh 2
ik, 1-€¢ 0 O Fo+Cy
h c

which gives the following DDR:

2 2
DYYy x {2 DYYy - k; (Gy+21-008kh)} = & pyyf - o,
c

h C

Q'_cﬁg_kh), The DDR is no longer polluted.

as Go=-2

In the case of Hermite-cubic basis functions, it becomes much more
complicated to calculate the DDR, as we have to integrate all the combinations
of v, ¥ and their first derivatives. This has been done with the software
Mathematica, and the resulting matrices are given in Appendix E. The matrix

D can be schematically written as:



QXX 0 QXZ
D=0 d,, 0 [
gzx 0 gzz

where dyw are 4x4 matrices as there are two basis functions per node and per

component:

EW = ZE'L;IHJI(X)+E'L;2T\‘]2(X) » W=X,¥,2,
J

where njl(x) and n?(x) are the two basis functions shown in Fig.5.1d. In this
case, DYY.. and DXZ.. are defined by:

DYch = det(g_yy ) ’
i d (5.16)
DXZ,, = det( ex 4, )
e d,x 4.,
Their complete expressions are given in Appendix E, Eq.(E.2). They are plotted
in Fig.5.3. We see that DYY,c=0, Fig.5.3a, reproduces well the EDR, whereas
DXZ¢c=0, Fig.5.3b, has an additional root in the evanescent region, i.e. when
0)2/c2k§ < 1. With the same argument as before, we use quadratic basis
functions for Ex and Hermite-cubics for Ey, E;. In this case, DXZ¢, Eq.(E.4), is
such that:

DXz = 20° (3-cos kh)DYY
a 45 ¢2 ac

Thus DXZq.=0 is equivalent to DYYyc=0 and the DDR in the "quadratic—cubic"

case reproduces well the EDR without any spurious mode.



We have introduced these different possibilities of approximating the
solution in the code ISMENE [Appert et al, 1986a and 1987], taking out the
plasma contribution, and we solve Eq.(5.12) with ®/c=0.016 m/s (which
corresponds to w/wp=0.1, with Bo=1T) and k;=0.03 m-1. The EDR gives

x=ti 0.0254 m-1 and the spurious modes obtained from DXZn,cc =0 with
h=0.01 m, Eq.(5.15) or (5.16), in the two polluted cases are:

linear—linear : ky=165.6ml => 26.4 wavelengths in [0,1];
cubic—cubic : ky=1163m'l => 18.5 wavelengths in [0,1].

We see in Figs.5.4a and c¢ that the numerical results do exhibit the
corresponding spurious mode and that the solution obtained with piece-wise

constant—linear and quadratic—cubic basis are pollution free (Figs.5.4.b, d).

Note that we have plotted the imaginary part of dE4/dx in Fig.5.4 instead of
Ex, because the spurious mode has a small amplitude in the cubic—cubic case
and cannot be seen on the function itself. But due to the large value of the
wavenumber of the unphysical mode, it appears on the derivative. This seems
in fact quite general for the cubic—cubic numerical scheme and means that
the pollution is not so dramatic in this case, except if one explicitly needs the

derivatives for a diagnostic.

We can also calculate, with the DDR defined by DYY]j ¢cc=0, the minimum
value of points per wavelength, A/h, needed to obtain a relative error of 1% and
0.1%, for example, of the exact value. This gives us an idea of the accuracy of
the finite element method using linear or cubic basis functions, which can be
useful for the complete problem as well. We have done this for two
cases:k;=3 m-1 and w?/c2=51 or 0.1 m2/s2, We obtain typical values of A/h(1%)=2
and A/h(0.1%)=2-3, with cubic basis functions; A/h(1%)=13 and A/h(0.1%)=40



with linear basis. Thus, with 2 or 3 points per wavelength the numerical result
is very accurate with cubics, whereas one needs 13 to 40 points with the linear
basis to obtain the same accuracy. Therefore, the use of quadratic—cubic is
much more advantageous than piece-wise constant—linear. In our case,
however, we have used the latter method, because of simplicity and especially
because the explicit expression of the basis functions is used in a lengthy
analytical calculation for evaluating the kernel contribution (Sec.5.3). However,
with the help of a software like Mathematica and with the know-how acquired
during this work, the introduction of quadratic—cubic basis functions could be

a worthwhile future improvement of the code.
52 Boundary conditions

There are many different possible boundary conditions. In the
electrostatic case, it makes no real sense to assume that the source is in
vacuum. Thus we specify the boundary conditions at xp] and xpr. The weak
form of Eq.(3.10) is of the form:

]dxv'(x)<I>'(x)+k,2,fdxv(x)d>(x)+[dxv(x)]dx’K(x,x')dJ(x')

. (5.17)
= v(x)qr(x)]xg;r :

Thus, for simplicity, we choose the following natural boundary conditions:

|
e

(I)' ( Xpl) =
(5.18)

CD'(xpr) =

which simulates an oscillating surface charge on the right-hand side of the



plasma. These boundary conditions are called "natural", because they can be
introduced directly in the boundary term of the weak form resulting from the

integration by parts.

In the E.M. case, we shall use two kinds of boundary conditions. First, we
assume that the plasma is surrounded by vacuum, in which there is an
infinitely thin sheet of antenna current in the (y,z) plane, with radial feeders
and imposing V-j=0 for simplicity. The vacuum is bounded by perfectly-
conducting walls. This set-up (Fig.5.5) is adequate to simulate waves launched
by antennae in the ICRF. It allows one to compute the power emitted by the
antenna and its impedance. The other set-up is used to simulate waveguide
launching. In this case, we specify the tangential component of the electric
field at the boundaries. Note that, with the finite element method, it is very easy

to implement new boundary conditions.

We assume the set-up shown in Fig.5.5, which simulates a diameter of a

tokamak cross-section. The antenna current is defined by:

ia = (dye +Jd,e,)8x-x,)+j, H(x-x,) ey, (5.19)

with jx=-i(kydy + k.J;), assuming V-j=0, and where ja=jaexpli(kyy + k,z - 0t)],
8(x-x5) is the Dirac distribution, and H(x-xg) the Heaviside function. In the
code, the values of Jy and J, are determined with two parameters B and s, such
that: Jy = k; p and J; = - ky (1-8) B The term jx represents the current in radial
feeders between the antenna and the wall which closes the loop. Thus one has
to solve the Maxwell equations in vacuum with an external current j;. The

boundary conditions are the following, assuming no surface currents at the



plasma-vacuum interfaces:

plasma-vacuum (x=xp] and x=xp,):
Ey »E, continuous ,

By ,B, continuous ;

sheet antenna at x=x,:

Ey ,(xp) = E; ,(x3),

e, AB(x7)-e,AB(x,) = py(Jye; +J,e,);

perfectly-conducting shells (x=x5] and x=xg4):

Ey,Ez = 0.

(5.20a)
(5.20b)

(5.21)

(5.22)

With these sixteen boundary conditions, we can solve the Maxwell equations in

the four regions [xs1, Xp1l, [Xpl, Xprl, [Xpr, Xal, and [xa, Xsr], and connect the

solutions.

In a 1-D slab geometry, it is simple to solve the Maxwell equations in

vacuum with a current given by Eq.(5.19), using 1-D Green's function or the

solution of the homogeneous equation. We obtain the following relations for By,

Bz in terms of Ey, E; at the plasma-vacuum interfaces [Vaclavik and Appert,

1991, p.1957-1960]:
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B,(x, ) = iHP[kkE( )("’2 k2)E, (x.)]
yxpr"(oj?; yrzty pr) T L g Ky R Xpr

(5.23a)

Ho 0)2Fa H'a
— [ d,+k k, 20,1,
K2 c2 Fp Z y ZHp

CHy 2 H
B,(x,,) = gsH_,p [(-c-z—-kz)Ey(xpr)+kyszz(xpr)] +u0-}?;no, (5.23b)

with
2 2.0t K2 o ekl
- Tz c ’ X = y?
k
Mo = dy-i—Tiy,
kx
F(x) = sinh [k, (x-xg)] , Fp = F(x,) , Fy = F(x,),

k

X

H(x) = cosh [k, (x-x,)] , Hy = H(x,,) , H, = H(x,),

sinh [k, (x-x,)]
k ’

X

G(x) =

G—p = G(Xpr) .

The values of By, B; at x=xp) are obtained by replacing xp, by Xpl and setting
Jy=QIz=0 in Eq.(5-23).

The power emitted by the antenna in the "volume" Vg between x5 and xg,
defined by the right-hand side of Eq.(2.26):

~ . 1 * 1 * . *
P=P+1Pc=-§ dVE ‘Ja=-§ dV[Re(E 'Ja)+11m(E 'Ja)]r
Va Va

is also directly obtained in terms of Ey(xp,) and E,(xpy):
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59, E,(x, )+1—£Ln B’ (x )+ll(!)|.1 Li—a-| L2, 529

2 2
c2x? c x> x

where

* F * . *
E,(x,) = f&(Ez(Xpr)'““Osz Gp ),
P

] 1]

B', 2(Xg) = -L—I_—I-;ﬂ-[(m -k )E (x, )+k k2 Ez(xpr)] ponoﬁ_&(l_ pr).

At this point, we have to solve Eq.(5.7) with the four boundary conditions
expressing the continuity of By, B; at xp] and xpr, Eq.(5.20b). Note that By, B,
come naturally in the boundary term of Eq.(5.7). After solving Eq.(5.7), we
obtain E(x) in the plasma and we can introduce the value of Ey(xpr), Ez(xpr) in

Eq.(5.24) to obtain the power emitted by the antenna.

Note also that for a pure helical antenna without feeders (jx=0), or for an
antenna with J;=0, one can define the total current in the antenna as [Vaclavik
and Appert, 1991, p.1959]:

k
2 .
I = Jyf Zeolkzzg, - 275 (5.25)
k y
K z
2k,

and therefore we can define the antenna impedance Z by:

~ 2%z
g 2P _ kP (5.26)

I 2payf



59.2 Pl ) ide interf

In this case, we assume that the plasma reaches the waveguide at X=Xpr,
and impose the value of Ey, E; corresponding to the waveguide spectrum for
each ky, k,. At the left-hand side (x=xp)), we also impose the value of Ey and E,.
Note that there can still be vacuum near the waveguide if the density of the
guiding centers n(x") vanishes at x"=x"pr<xpr. But it is solved numerically
within Eq.(5.7), for simplicity, and thus does not give rise to additional
boundary conditions. Note that in this case, the boundary conditions are called
essential conditions, because they have to be imposed on the functional space

spanned by the basis functions.

Solving the equations twice and calculating B(xpy), we can determine the

admittance matrix defined by:

E

By
B, |(%er) = Lk ky)

E
Y )(xpr ), (5.27)

or the impedance matrix Z(ky, k;) = =_‘{"1(1:),, k;). This matrix can be used to
analyse the matching between the waveguide and the plasma. If a complete ky,
k; spectrum needs to be solved, one has to solve Eq.(5.7) for each ky, k; and then
reconstruct the total tangential fields. Note that this can also be done with an

antenna spectrum in the case discussed in Sec.5.2.1.

From the solution in the plasma, we can also compute the power absorbed
by the particles, as well as the reactive power in the plasma, _Pc(xDI), by using
Eq.(4.19) and an equation obtained by taking the imaginary part in Eq.(2.23)
instead of the real part. In this way, we can define a quality factor Q:
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Q = total reactive power _ P (xp))
total absorbed power P, ( X)) ’

(5.28)

where we have used the definition given in Eq.(3.20). This quality factor can be

defined in the same way as for an antenna, using the imaginary and real parts

of P. This allows us to study the effect of different parameters on Q, where

smaller values of Q denote better coupling conditions.

" 5.3 Numerical integration of the kernel

The contribution of the kernel to the matrix, obtained by introducing

Eqgs.(5.8) and (5.9) into (5.7), is given by:
N rxj41 Xj+1
ZI dxnf(x)[ dx'Kvw(x,x')nJW(x') ,
w=X,y,Z ‘=1 xj-l
fori=1,...,N;v=x,y,z,
where
Am(X) , fort=x,

Tlfn(X) =
¢,(x), fort=yandz.

(5.29)

In this Section we shall only discuss the computation of the integral part of
Eq.(4.10), symbolized by Eq.(5.29), using the finite element method described in
Sec.5.1 with the basis functions given in Eq.(5.8). The other contributions, from
VAG*.VAE and ©?/c2 G*-E, are straightforward to calculate. We generally use



Gaussian quadrature formulae with 2, 4 or 6 points in our codes for computing
the different integrals.

However, due to the singular points mentioned in Sec.3.2, Eq.(3.13), we
cannot integrate over 6 the kernel (eE), Eq.(4.10), as it stands, because near the
singular points it reduces to integrating a 1/0 function. One solution is to
perform the changes of variables x"—z and x'—y, proposed in Sec.3.2, and
integrate with Gaussian quadrature over x, 0, y, and z. In this way the
integrand is regular, but the limits of integration for y and z depend on the
other variables and thus have variable length. This needs a little analytical
work, is easy to program, but is very time-consuming. Therefore, we have used
another method which consists in integrating analytically over two variables,
each integration removing one of the two singularities. In the electrostatic
case, we integrate analytically over x" and x', where the x" interval is cut into
many small homogeneous layers. In the E.M. case, however, this method
leads to small errors at each interface between two x" sub-intervals. Therefore,
we have changed the method and we integrate analytically over x' and x, and
numerically over x" and 6. We shall only describe the latter method in this

Section.

Let us first note that we use explicitly the basis functions, as we integrate
over x and x' analytically. Therefore we remove the flexibility of changing the
basis functions for better accuracy, which normally exists in finite element
methods. However, the gain in computing-time justifies this choice. Another
advantage of integrating analytically is that one uses less points for x and x/, as

the number of Gaussian points per interval are not needed for the quadrature.

We first integrate Eq.(5.29) over x'. We shall detail here the calculation of
the zz contribution, in order to show the procedure and exhibit the difficulties.
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The terms dependent on x' in the [x;, xj+1] interval are:

(x"-x&-xl)z(1-cose)

X 2
j+1 '
A, E[ ax’ gl (x')exp { - (EX)_{1+0080) 2 }, 530
X; 4p,6in~0 PgSin 0
with, for v=j, j+1 and x'e [x;, Xj41] :
Z,o X=X XXy
i (x) = — 3 = = @:(x',X;.¢),
J X; - Xjy1 Ajj+1 J j+1
z ' x - X; x' - 'i"j _
(pj+1(x) = x———x = = -(pj(X,Xj).
+1° 7 Ajj+1

Thus, replacing (pjz x") by o', x;1), one can define ;\j(xﬁl):Aj. In this way,
Aj41 is directly obtained with Aj,1 = - Aj(x;). Note that the sign superposed is
only to point out which term has to be substituted. Integrating Eq.(5.30) we

obtain:
2
(x-x")
exp[- 2p2 ] , (Xj+1-ﬂ)/€
AJ(iJ+1)_ o EeX +(Q-3'ij+1) 5 erf (x') , (6.31)

JJ+1 (Xj-Q)/S
with

€ = ﬁpo sin 0 ,

Q = Q(x) = xcos0 + x"(1-cos6).

Then, in the same way, we have to integrate the following terms over x (for the

[xi, Xi+1] interval):



Xj+l
_ - = =1._ =2 _
B; = B;(X;,;) = f dx ¢; (x,X;,1)A; = By (X)) +B; (%544),

X

where we have separated -Aj, Eq.(5.31), into two terms: one obtained with the
exp(-x'2) term, contributing to B;(xi;1), and one with the erf(x), B2(xi;1). The

first term can be integrated exactly and it yields:

gj-!-l gj+1

=1 _ _ i+l — i+1

Bl (Rip) = —&— {[ejn (%, Fipy)] BRI IRICE WD) j+1}, (5.32)
2 Ajis1 8541 gl g

with

2 2
cy(X,8;,) = e'“v[-ge"‘ +(pv-ii+1)i§erf(x)],

o2 (x"-x )2

== "/
v 2 ’
2p4
py = X, €080 +x"(1-cos0),
X,-P
vV_ |V
gp_ € 4

H=1,i+1 , v=j,j+1.

On the other hand, the second term, E?(x;q), cannot be integrated analytically
because of the error function. Nevertheless, as the error function does not vary
much over its argument and even less over x, we can neglect its x dependence
in the interval and evaluate it at the middle point. In the code, we have cut [x;,
xi+1] into two equal intervals and calculate the error function at x=x;,1/4 and
X=Xi+3/4, but here we report only the result using one interval for simplicity.
The term l_3i2(x;1) can be integrated and it yields:
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=2 _ 2 | Jpa " o= ij, —
Bi (xi+1)=—v_2—9:—-—(Aerf)[cos OHli](xi+1)+ (X 'xi+1)H]6](xl+1)] ’ (5.33)
1i+175j+1
where
X: 1-X(1-cos0)-x; cos 0 X:-X (1-cos89)-x; cos 0

(Aerf):erf[ J+1 - i+1/2 ]-erf[ J . i+1/2 ]’

" 2 €i+1
Hl()](fi_u) = [-%e"‘ +(x"-§i+1)%erfx} ,

€4

s 2 €i+1
H{(x,,,) = £)—q-[-(vgpcx+x" -X;p10€" +E§ﬁerfx]

12 12 ]
€i
X: + X: X, -x"
Xy =~ il e, = —Lﬁp .
g

Note that the contribution B;, 1 is easily obtained with:

The contribution of the integral part of Eq.(4.10) to the zz component of the
matrix is given by Eqgs.(5.32) and (5.33). One sees that these terms are already
quite long, even though the zz term of (€E) is rather simple. This explains why
we did not use the quadratic—cubic basis functions. Note also that we have
verified that the approximation with respect to the x-dependence of the error
functions does not give a different result than when one integrates numerically

over x, 0, y and z.

Repeating this procedure, we obtain all the terms of Eq.(5.29). They are
reported in Appendix B as a reference for eventual future modification of the
code SEMAL.



5.4 Local power absorption

The computation of the local power absorption Pr(x), Eq.(4.19) or (3.19), is
not as straightforward as it may appear at first glance. First, for each point x
considered, one needs to compute three integrals over x", 8 and 6' and two
explicit summations over ¢ and n, which requires even more computing than
for the kernel contribution. Moreover, we have to compute first the ' integral
and it needs the value of the field E at points dependent on x, x" and 6, which
takes time to interpolate. Therefore, even though Py (x) is in fact only a
diagnostic and does not require very high accuracy, the cpu-time needed is
comparable, if not longer, with the time needed to solve Eq.(4.10). This is why

we will discuss some numerical difficulties in computing Pr(x) in this Section.

The integral over 0' needs to be examined in detail. First, when the
harmonic number n is large, sin n8' and cos n8' are highly oscillatory and if E
is approximately constant in the interval [x"-|x-x"1/co80, x"+|x-x"|/cos6], the
contribution integrates to zero. We see that there is a relation between n and
the variation of the field, that is its derivatives. This can be seen by expanding E
around x" in the 0' integrand of Eq.(4.19). It gives for the term proportional to
Ex:

k
¥y 22 5k E"(x")(-'———-""‘"|
k=0 k! 5xk cos 0

k T
f de' cos* @' sin 0’ sinn @' , (5.34)
0

and similar terms for Ey and E;. In this way, we can integrate over 6’
[Gradshteyn, 1980, p.374]:
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T T
I do' cos® @' sin 6' sinnd' = k—’:—l—f do' cos**19' cosn @'

0 0
(5.35)
(0 , if k+1 <n or if (k+1-n)is odd,
= -1%— , if k+1=n,
2
k+1
—kE—l——n"'— ,ifk+1?.n+2,
27" k41 | ktln
2
where v
(m) _m(m-1)...(m-n+1) (m) -1
n n! 10 )
It gives for Eq.(5.34):
-x" k+1
3 k—l'-a—-Ek—X(x") RE< 4 LD : (5.36)
k=n-1 © ox cos 0 / o<t k+1 | k+1-n
k+1-n even 2

Therefore, if |x-x"1/cos0 is smaller than the characteristic length of the field,
the first term contributing to the local power absorption for E is the (n-1)th
derivative. It is the same for Ey, but it is the nth derivative for the E,
contribution. Thus, in this case, the numerical quadrature used for the 6'
integral must be able to extract the contribution of the (n-1)th or nth derivative
of the field, which is quite difficult for n>4. In order to obtain the best accuracy,
the 6' mesh must be not only symmetric with respect to n/2 but also equidistant.

This is similar to numerical Fourier series decomposition. However, if
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I x-x"1/cos6 is of the same order or greater than the characteristic length of the
field, then Eq.(5.34) is useless but the numerical integration is much more

accurate, as already the function itself contributes.

Note that we obtain the same result as in Eq.(5.36) if we first expand the
Bessel functions J,(E') and J,(€") in Eq.(3.17) (calculated in E.M. case) before
calculating the inversion integrals. This can be seen from the fact that, due to

the exponential term in Eq.(4.19), |x-x"|/cos0 is of the order of pg, thus:

3E,

n _n
9x™ = kxpc’

l X'X" | )Il

cos O

which is proportional to the lowest order of Jy(kxpo).

Using the same procedure for Ey, E; and keeping the first two-lowest

order contributing terms, we obtain:
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One can easily identify the lowest order terms, for n=0,1 and 2, with parts of the
formula by Jaun and Vaclavik [1990], which is valid up to second order in k| ps
but limited to n=2. Eq.(5.37) gives, for any harmonic, the two lowest-order terms
of Eq.(4.19) with respect to the fields. That is, as we have kept the integral
representation for Jo(E) which relates pg with the characteristic length of the
equilibrium parameters, Eq.(5.37) is only limited by the approximation of J,(E')
which relates pg with the characteristic length of the fields. We show in Fig.5.6
the approximation of three Bessel functions, J1, J3 and J5, with one (dotted
lines) and two (dashed lines) terms. One clearly sees, in the second case, that
the approximation is good for x larger than one, even for J;. In table 1, we show
the points at which the relative error is equal to 10%. We see that the limit of
validity of the expansion, fixed here at 10% of relative error, is approximately
doubled if we keep the first two lowest-order terms. In this case, the limit of
validity varies like V1.5n+2, and is larger than one already for n=0 with two
terms. Therefore, the formula given in Eq.(5.37) is also valid for kgpg up to
about this value, where ky is the maximum wavenumber of the fields. Note

that as we do not expand Jo(§) and we keep the 6 integral, we are not limited by



this term. This can save a lot of computing time because the complete formula,
Eq.(4.19), is very time-consuming. It also eliminates computation errors which

may appear at high n values and kxpc<\] 1.5n+2, as mentioned above.

n 1 term 2 terms
0 0.6 14

1 0.87 1.89

3 1.23 2.6

5 1.51 3.14

10 2.04 4.21

Table 1: x values at which |Jn(x)-f{x)|/Jn(x)=0.1, where

flx) is given by the first or two first terms in the expansion of Jy(x)



6. RESULTS OBTAINED WITH SEAL

In this Chapter we present the results obtained with the electrostatic code
SEAL, which solves the electrostatic wave equation valid to all orders in
Larmor radii, Eq.(3.10). Most of them have been reported by Sauter et al [1990a],
but the first results were published at the EPS-conference in Dubrovnik [Sauter
and Vaclavik, 1988]. Note that we had presented the model at the 2nd European
Fusion Theory Conference in Varenna, Italy, in December 1987, which was the

very beginning of this work.
6.1 Benchmarks

The main part of the study presented in this Chapter, Sec.6.2, is the
comparison of the results obtained with our code SEAL and with the LMP
experiment [Skiff et al, 1987], done at our institute, in which ion acoustic waves
(IAW) and IBW are launched. This is why we choose the same parameters for
the different studies presented in this Section. They are those of an argon
plasma, with a charge number Z;=1, density n=1017m-3, T,=14 eV, T;=0.1 eV,
B0=0.2T, and k;=100m-1. We first show a convergence study, Sec.6.1.1, and
discuss the limits of integration for x, x', and x" in Eq.(3.10), Sec.6.1.2. Then we
compare the wavelengths of the solution obtained with inhomogeneous
temperature, density and magnetic field, with those obtained from the local

dispersion relation, Sec.6.1.3.

6.1.1 Convergence study

A typical solution is shown in Fig.6.1. One sees that there is a sharp drop

near the antenna, corresponding to the Debye screening effect. We have



zoomed the solution near the antenna in Fig.6.1b and we show how the mesh
points were packed in order to verify that we resolve correctly this drop and that
it has indeed a characteristic length of the order of the Debye length
(ADe=9-10-5m, Ap;=7-10-6m, pe=4.4-10-5m). In the code, we automatically pack
N/10 points in 10 Debye lengths on the right- and left-hand side of the plasma.
The rest of the points are generally equally spaced in between, but can be
packed as well if needed. For example, for N=192 points, we have packed 19
points at each side, i.e. about two points per Debye length, which leaves 154
points inside. Note that the characteristic length of the sreening has a scale
governed by pe, Ape and Ap;. Therefore, in the code, we may pack mesh points
near the edge according to any of these parameters. We cannot make a definite
statement as to which parameter dominates, but it is in most cases the electron

Larmor radius pe.

The convergence study of the values of the real and imaginary parts of @
at the antenna, i.e. at x=xpr, is shown in Fig.6.2. We see that it starts to
converge as 1/N2 for N>192, that is, as the solution has 25 short wavelengths in
the plasma, when there are about 6 to 8 points per wavelength. This is a typical
minimum number of points per wavelength with linear basis functions. This
can also be seen on the whole solution in Fig.6.3, where we have cut off the
points near the antenna. We show in this picture the real part of ®(x) obtained
with N=160 (dashed line), 192 (continuous line) and 256 (dots) points.

We also check the local power absorption formula, Eq.(3.19), and the
accuracy of its computation. For this purpose, we compare it, for the electrons,
with the expanded formula [Vaclavik and Appert, 1987] evaluated with the
electrostatic approximation. In this case, Pre(x) should recover the expanded
formula as kxpe~0.07, except near the edge where the sharp drop is of the order
of pe. In Fig.6.4, we show Pr¢(x) calculated for n=0, and where a change of



variable from 6' to x'=x"-1x-x"1cos8'/cosd was performed, corresponding to
the original formula published by Sauter et al [1990a]. We see that if we take
enough points, Pp(x) recovers exactly the expanded formula (Fig.6.4b). With a
coarser mesh, Pr(x) is much more oscillatory around the correct result, but if
we compare the integrated power profile, I’Le(x), in Fig.6.5a, we see that there
is less than 5% error and that the numerical oscillations are integrated out.
Thus, for computing the diagnostic i’L(x), the coarse mesh is sufficient and is

much less time consuming. Fig.6.5b shows how the power is distributed

between the ions and the electrons in this case.

The limits of integration of x' and x" have not been specified in Eq.(3.10).
We discuss them in this Section in order to assess the problem of "particles
which would hit the wall due to their very large Larmor radii". The limits for x
and x' are the same and are specified by xp] and xpy. They are the limits of the
interval over which Eq.(3.10) is solved. The limits of x" are independent and are
defined by x"p] and x"pr. They correspond to the points at which the guiding
center density profile vanishes. However, the density of the particles does not
vanish at x"p], x"pr, due to their finite Larmor radius. Therefore, in general,
[x"p1, x"pr] should be included in [xp1, Xprl. The difference between them is

determined by the density of the particles:

3 (GC v
Noart (X) = Id v fg (x+m—y(;,vL,v,,) ,
C

where fg C is the guiding center equilibrium distribution function. Assuming

an isotropic Maxwellian:
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Noart (X) = f d’
where ngGc and vrgge are determined by the density and temperature of the
guiding centers. Assuming step profiles:

noc_}c(X) =n0 ’ TGGC(X) =T0 ’ forxe [x"pl ’ X'i)r] N

Ngoe(x) =0 , Tyge(x) =0 , otherwise,

we obtain the following density profile for the particles:

X

X" -X X' -
Dpart (x) = 20 [erf(-B—) - erf(-B

2 V2 Po V2 Po -
Both density profiles (G.C. and npq,t) are plotted near x'pr in Fig.6.6. We see
that the density of the particles drops from ng to about zero in between X"pr-2pc
and x"pr+2pg. Therefore, npart(x)=0 for x>x"pr+2pg, even though it never
vanishes exactly. Thus, the x interval should be such that Xpl<x"pl-2ps and
Xpr>X"pr+2pg, if we want to connect to vacuum, in particular in the E.M. case.
This is seen in Fig.6.7, where we have introduced a source at x=0, inside the
plasma, and specified [xp), xpr] much larger than [x"p], x"pr]. The solution
behaves as if there is a plasma in between x"pI-2ps and X"pr+2pg, and vacuum
outside. However, one should mention that the solution inside [x"p1+2pg, X"pr-
2pg] is not modified if we take xpi=x"p] and xp,=x"py. Note that in the case of

Fig.6.7, we have imposed ®'=0 at Xpl, Xpr as boundary conditions.

We can also calculate the perpendicular temperature profile of the

particles, which determines the Larmor radius squared profile, defined by:
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Wlfm and Tliart are also shown in Fig.6.6 (dashed and dotted lines). We see that

only the particles with very large Larmor radius (temperature) can exist at

part

X>Xpr, but the total perpendicular energy carried by these particles, W L is

about zero at xpr+3pg.

In all the results presented in this work, we have taken xi;1=xp1 and
xi,',-:xpr for simplicity. It may be a little inaccurate within two Larmor radii of
the edge, but it does not change the solution inside. Moreover, for realistic

temperature profiles, the Larmor radius at the edge is very small anyway.

The dispersion relation, Eq.(3.8), obtained with the parameters defined at
the beginning of this Chapter is shown in Fig.6.8. Two modes are present: the
IAW, which is not sensitive to harmonic frequencies because the ratio Te/T; is
large, and the IBW, which exists only above the fundamental. We have chosen
these parameters because the two waves are "decoupled”, which allows us to
identify them more easily. The solution in a homogeneous plasma with these

parameters and w=3.5w¢; was already shown in Sec.6.1.1 (Fig.6.1). At this



frequency, we obtain from Fig.6.8:

WKB WKB
)"ion ac. = 245cm ’ )"Bernstein = 2.37mm ’

where the superscript "WKB" means that it is the wavelength obtained from
the local dispersion relation. The wavelength measured on the solution shown

in Fig.6.3 are:
sol. sol.
}"ion ac. — 240+0.1cm ’ ;"Bernstein = 240+0.03mm ,
which are in very good agreement with the local dispersion relation.

We shall now compare the solution with the local dispersion relation for
two cases with a weak inhomogeneity, such that the WKB approximation is
valid. First we study the case of inhomogeneous temperature profiles. As the
IAW is sensitive mainly to electrons and the IBW to ions , we assume both T,
and T; profiles inhomogeneous :

To(xpl)'To(xpr) 3 Tc(xpl)' To(xpr)

T (x) = - (x+x,)° - 3 . (x+x)? + Tolxy),
4x3 4xp

where xpr=-xp]=xp=3 cm. That is, we take cubic profiles with zero slopes at the

edges and :

Te (XPI) = 30 eV, Te (Xpr) = 2.0 eV N
Ti (Xpl) =0.5 eV, Ti (xPr) = 0.05 eV .

From the dispersion relation, we obtain the following wavelengths for both

waves:



at x=xp]=-3cm : Aion ac. = 3.8 cm ABernstein = 6.3 mm,
x=0cm : ;\fion ac. = 24 cm KBemstein = 2.9 mm ’
X= Xpr =3 cm . lion ac. = 09 cm XBemstein = 2.1 mm.

We see in Fig.6.9 that the solution agrees well with these values.

The second case is that of a nonuniform magnetic field. We introduce a
"toroidal" profile proportional to 1/(Rgtx), depending on whether the antenna
is on the low field side (LFS) or the high field side (HFS) respectively. Note that
this profile is slowly varying as assumed above. We have chosen Rg = 0.647 m,
such that for the HFS case w/wgj = 3.95 at x = Xp] and 3.60 at x = xpy, and vice
versa for the LFS case. From the dispersion relation, we expect the following
wavelengths for the HFS case :

at X= Xp], (D/(Dci = 3.95: )\'ion ac. = 2.1 cm XBernstein = 4.3 mm ’
X= 0 cm, oy(oci = 3.775: Xion ac. = 2.2 cm xBemstein = 4.2 mm,
X= xPr, (l)/mci = 3.60: Xion ac. = 2.4 cm XBernstein = 2.9 mm.

The imaginary part of the solution from the SEAL code is shown in Fig.6.10.
We expect a strong ion cyclotron damping of the ion Bernstein wave when o is
close to a harmonic, i.e. when w/wq; approaches 4. This is clearly shown in
Fig.6.10a, where the antenna is in a region where ® is far from a harmonic.
Therefore both waves are well excited, but as the waves approach the left-hand
side, the cyclotron damping is enhanced and the IBW is damped. On the other
hand, when the antenna is on the LFS, (Fig.6.10b), i.e. in a region of a high ion
cyclotron damping, only the IAW is launched. We see, however, that the IBW
18 reemitted on the left boundary, but naturally with a smaller amplitude than

via direct launching (Fiig.6.10a).



We have shown in this Section that our code SEAL gives correct results for
different homogeneous and inhomogeneous profiles. We have discussed the
convergence properties of the code in Sec.6.1.1 and the effect of the guiding
center profiles in Sec.6.1.2. We shall now use this code to compare its results

with those obtained in a Q-machine experiment performed in our institute.
6.2 Comparison with experiment

In this experiment, electrostatic waves are launched in a homogeneous
cylindrical plasma of 2.5 cm radius and 5 meters length [Skiff et al, 1987]. Two
plasmas have been studied : the first with argon, n = 1017 m-3, By = 0.2 T, w/ag
= 3.5, ks = 200 m-1, Te = 18 eV, and T; = 0.03 eV and the second with barium, n
=1016 m-3, B = 0.25 T, w/eyej = 3.05, k;; =30 m™1, and Te = T; = 0.1 €V.

The wave electrostatic potential in the argon plasma is shown in Fig.6.11a
taken from Skiff et al [1987]. The corresponding numerical result is presented
in Fig.6.11b and shows very good agreement. This is not, however, very
surprising, as in this case the solution is approximately the sum of the two
modes found in solving the dispersion relation. This was already done with a
simpler model, Skiff et al [1987] and is due to the high ratio T¢/T; and the

decoupling of the modes in the dispersion relation, as mentioned before.

In the case of the barium Q-plasma, however, both temperatures are
equal, which changes the dispersion relation dramatically (Fig.6.12). In
isothermal plasmas, it is difficult to distinguish between the ion acoustic and
the Bernstein branches, i.e. between the forward and backward propagating
waves respectively. Another difficulty is the fact that the experimental plasma

is drifting along the cylindrical axis with a non-negligible velocity vqy;ft.



Therefore there is a Doppler shift of the frequency, k/, vdrift » between the
plasma and laboratory frames. Thus we expect an influence of the k;; spectrum
of the antenna, as a change in k;; changes also the effective frequency of the
wave. The antenna is made of two plates at the plasma edge with oscillating
charges. The parallel wavenumber is determined by the size and separations of
the plates along the magnetic field. Therefore k;; is not uniquely defined, which
is why we have computed the solutions for different k/;, introducing the Doppler
shift. The sum of these solutions gives the final solution shown in Fig.6.13b. We
can compare it with the experimental result, Fig.6.13a [Anderegg and Good,
1989], where we see that the wave has a very different behavior_than in the case
of argon. First, it seems that only one mode is present: in this case it is the
IAW. Secondly, as the ion cyclotron damping is important, the wave is rather
quickly damped over a few wavelengths. Fig.6.13 shows that both features, as
well as the relative amplitudes along the wave, are well represented by the
numerical result. It should be emphasized that no instabilities have been
observed in the experiment, which is why our 1-D model was successful in

describing it.



7. RESULTS OBTAINED WITH SEMAL

In this Chapter, we present the results obtained with the code SEMAL,
which solves the E.M. Eq.(4.10), valid to all orders in Larmor radii. Note that
we have not studied the effect of anisotropic temperature. In the first Section,
we show a few benchmarks and check our code using the code ISMENE
[Appert et al, 1986a and 1987]. Most of these results have been published by
Sauter and Vaclavik [1990b], whereas the study of the nonlocal effects of o
particles on second-harmonic heating, presented in Sec.7.2, havé been reported
by Sauter and Vaclavik [1991]. In Sec.7.3, we analyse the mode conversion of a
plasma wave into an IBW near the cold lower-hybrid resonance in the scrape-

off layer.

7.1 Benchmarks

7.1.1 Convergence study

We have studied the convergence properties of the code SEMAL in the
Alfvén range of frequencies (AWRF). The plasma parameters are the
following: Bo=1 T, ne=np=1019 m-3, T¢=1000 eV, Tp=10 eV, ky=0 m-1, k,=3 m-1,
®/w¢p=0.298. The density and temperature profiles are parabolic, the
equilibrium magnetic field is uniform and the antenna is purely poloidal
(Jz=0). The ion temperature is taken very low to make sure that k) pg<<1 and
thus that we can compare the local and the nonlocal models The imaginary
part of Ex is shown in Fig.7.1, obtained with NX=16, 32 and 64 points. With
more than 64 points, we can no longer distinguish the solutions. In Fig.7.2 we
show the real power emitted by the antenna, which is two orders of magnitude

smaller than the imaginary part and is proportional to the real part of Ey(xpr)



in this case. We first compare, in Fig.7.2a, the results obtained with an
equidistant mesh, but with two different numerical method for the x"
integration. With NXPP=NX/2, where NXPP and NX are the number of
intervals for the x" and x meshes respectively, we take the Gaussian
quadrature formula with two points, whereas with NXPP=NX, that is with the
same mesh for x and x", we use a one middle-point formula, which just
computes the value at the middle point times the interval width. Therefore, the
two methods have the same number of integration points, but not the same
accuracy, since the Gaussian formula is supposed to be better. However, in our
case, due to the exponentials and the error function, and the relation which
exists within the equations between x, x' and x", it is much better to take an
equidistant integration point method. Note that one should not take the points
x"=x as integration points, because they would have too much weight, except if
the Larmor radius scale is well resolved. This explains why the solution is very
oscillatory with the Gaussian formula when the number of points is increased.
Note that it is even worse when we take NXPP=NX with the two Gaussian
points formula. In Fig.7.2b, we have taken NX=NXPP, but used an equidistant
mesh (circles) and a mesh packed very close to the plasma edge, within 10p,,
like in the electrostatic case (Fig.6.1).

The convergence of Ex(xp,) is much better, as seen in Fig.7.3. It is the
same for Ez(xpr). We compare here only the two different x" meshes. We see
that with a uniform mesh for the x" integration points, NXPP=NX, both the
real and imaginary parts of Ex converge like 1/NX2, as is the case with a linear
basis function and a standard ODE.

The typical cpu-time needed is very difficult to specify exactly. Most of the
time is spent in computing the kernel contribution, because it involves many

nested loops. As mentioned in Sec.3.2, we do not calculate the contribution for



mesh points such that Eqs.(3.11-12) are not satisfied, that is for x, x' and x"
points too far apart. Thus, the number of times that the kernel is computed is
proportional to the number of points per Larmor radius needed, which depends
on A/pg. For the cases presented in this Section, with equidistant mesh, the
cpu-time is about 25 (NX/400)2 secs. However this number is much higher in
the cases shown in Sec.7.2, because the alpha particle Larmor radius is much
larger, of the order of 6 cm, which gives a width over which the kernel has to be
calculated of more than 50 cm. The cpu-time needed, in addition to the number
Just stated, is about proportional to (pg/Ax)1-5, where Ax is the width of a mesh

interval.

Note that, due to this cutting, Eqs.(3.11-12), the x and x' loops have a
length around 10. That is why we have used the 6 loop as the innermost loop, in
order to improve the vectorization. Nevertheless the length of this loop, typically
between 20 to 40, is very short also and the scalar to vector ratio equals 2.5-3,
which is not very high. However, as different parts of the kernel can be
computed independently, parallel processing could be helpful on a multi-

processor machine.

712 C . th ISMENE

In this Section, we compare the results obtained with the code SEMAL
with those obtained with ISMENE [Appert et al, 1986a and 1987], in the AWRF.
In this domain, we know that the ion Larmor radius is much smaller than the
wavelengths and therefore that both codes should give essentially the same
results. Fig.7.4a shows a frequency scan of the power emitted by the antenna
obtained with the two models. The parameters used are similar to those of the
previous Section; ne=np=1019m-3, Te=1keV, Ti=10eV, Bo=1T, xgr=-x51=12 cm,

Xpr=-Xp]=8 c¢m, x3=8.8 cm, ky=5 m-1, k,=3 m-1, s=1 (J,=0), deuterium plasma.
pr=-Xp y



Density and temperature are taken to be homogeneous. For these parameters,
kzca/ocp = 0.3, where c2p=B2¢/uonm is the Alfven velocity squared. The peaks
due to the kinetic Alfvén wave (KAW) and to the surface mode of the fast
magnetosonic wave (FW) can be seen in this picture. The first mode of the
KAW lies at w/w.j=0.296 with ISMENE and 0.298 with SEMAL, confirming that
SEMAL gives correct results. The imaginary part of Ex of the corresponding
solution is shown in Figs.7.5 and 7.6, respectively. As in the electrostatic case,
Chap.6, there is a sharp drop at the edge, Fig.7.6b, which scales as the electron
Debye length, which is equal to 7.5-10-5 m. The small wiggles in Fig.7.5
correspond to the spurious third branch present in the local model as
discussed in Sec.2.2.2.

The peak of the surface mode has a slight shift in frequency between the
two codes (Fig.7.4a). This is not surprising as this mode depends strongly on
the boundary conditions which are quite different in the two models. Indeed,
even though the vacuum, the antenna and the infinitely conducting shell are
treated in exactly the same way, the density and temperature of the particles
are different at the plasma-vacuum interface. As detailed in Sec.6.1.2, the
profiles of the particles are continuous in the nonlocal model, whereas in the
local model they are discontinuous. This difference has a strong effect on the
surface mode in this case because the profiles are homogeneous and thus the
step is very large. If we take inhomogeneous density and temperature profiles,
Fig.7.4b, then the peaks overlap well. Note that both the position and the
amplitude are identical. The step of the particle profiles in the local model has
another effect at both sides of the trace in Fig.7.4a, where the emitted power
obtained with ISMENE (solid line) becomes negative. This is why we have used
at the lower part of the plot a "negative logarithmic" scale; the dots illustrate
that the line would be continuous with a linear scaling. This non-physical

feature is due to the discontinuity mentioned above, which gives rise to a large



surface energy flux, and is removed in the code SEMAL (dashed line). It also
disappears in the local model when inhomogeneous profiles are used
(Fig.7.4b). However, in this latter case, one needs to incorporate the gradients
of equilibrium quantities in the dielectric tensor [Martin and Vaclavik, 1987),
otherwise the power at the antenna stays negative even with inhomogeneous
profiles. The effect of these gradients have been studied in more detail by Jaun
et al [1991].

In Fig.7.7, we show the local power absorption of the electrons for
0/0.i=0.298 and with inhomogeneous profiles. The top curve is obtained with
the second order expansion [Jaun and Vaclavik, 1990], whereas the three
others are obtained using Eq.(4.19) with different x" and 0' meshes. The first
lowest curve (small dashes) is obtained with 25 intervals for each mesh, the
second (continuous line) with 50 and the third one (dotted line) with 150 points.
We see that we converge towards the results of the expanded formula, which

we have also checked by using the value of the total absorbed power.

7.2 Effects of alpha particles on ICRF heating

We shall discuss in this Section the nonlocal effects of alpha particles on
heating efficiency in ICRF, in particular on second-harmonic heating. This
analysis is based on the work done by Hellsten et al [1985], where they have
studied the effects of alpha particles on second-harmonic heating using a local
model. Note that there have been other works related to this analysis: Van
Eester et al, 1990; Kay et al, 1988; Batchelor et al, 1989¢; Yamagiwa and
Takizuka, 1988. As the Larmor radius of the alphas is very large, they cannot
be treated using a local model, as is shown in Sec.7.2.1, and our code SEMAL is
needed to quantify their effect on heating scenarii. Even though we find that the
alpha particles absorb much less than is predicted by the local model, they still
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have a dramatic effect on second-harmonic heating for a concentration ng/ne
greater than 2 to 3% (Sec.2.3). We have also studied the influence of k; and of
the alpha particle temperature. This latter analysis also allows us to discuss
the modelling of non-Maxwellian distribution functions with our code
(Sec.7.2.2).

Most of the results presented in this Section have been reported by Sauter
and Vaclavik [1991].

7.2.1 Limitati f the local model

In this subsection, we compare and discuss the results obtained with
SEMAL and with ISMENE for the cases presented by Hellsten et al [1985, Figs.2
and 3]. Thus, we use the same standard Jet-like plasma parameters: Xpr=-
xp1=1.25 m, B¢=2.71 T, R9=2.96 m, B(x)=BoRo/(Ro+x), kz=5 m-1, ky=0,
np=n7=0.5-1020 m-3, ne=1020 m-3, To=Tp=TT=5 keV, To=3.5 MeV, xgr=-%51=1.30
m, x3=1.26 m, s=1. The profiles of the guiding centers are proportional to (1-
0.95(x/xpr)2)Y, with y=1 for the density and y=2 for the temperature. We keep the
electron central density fixed and calculate the ion concentrations such as to
satisfy the neutrality condition while maintaining np = nt. The alpha particle
density profile is also parabolic, but the temperature is homogeneous if not
otherwise stated. The concentrations are always specified relative to the

electron central density ne.

The full hot-plasma dispersion relation, valid to all orders in Larmor
radii, is shown in Fig.7.8 for the standard parameters with ny/ne = 1%. Note
that harmonics up to n=+20 were needed to correctly resolve the Bernstein wave
near the resonances. Two cyclotron resonances occur inside the plasma, at x=0

and x=1.0m. At x=0, we have ®=20,p=20¢4=30.T, and at x=1.0m, w=4w,T. The
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wavelength of the fast wave is about 10 ecm throughout the plasma and between
1mm and lcm for the Bernstein wave. Note that the Bernstein wave can be
excited directly from the plasma edge and that it connects to the IBW branch
below 4w.1. Note also that, above the second-harmonic of deuterium, the fast

and Bernstein wave branches connect.

The effect of alpha particle concentrations from ng/ne=0 to 1% is shown in
Fig.7.9 for the local and nonlocal models with w=2wcp at the center. The
integrated power not yet absorbed by the particles, 1- I’L(x)/ f’L(xpl) (Eq.(3.20)),
is plotted versus x. We see that there is a great discrepancy between the two
models. For ny/ne=1%, the local model predicts that 100% is absorbed by the
alphas and none by the deuterium, while the nonlocal model gives 44% and
31% respectively. This difference can be explained by examining the local
power absorption formula. For small k p PL(x) (Eq.(3.19)) is proportional to

J_p , but inversely for large k p as shall be seen in Sec.7.2.2. Therefore, the
power absorbed by the alphas is overestimated by the local model, as already
mentioned by Hellsten et al [1985], and is sufficiently high to absorb the wave
completely before it reaches the cyclotron resonance at the center (Fig.7.9a). On
the other hand, with the nonlocal model, Fig.7.9b, the wave reaches the center
and much more power is absorbed by the deuterium. This is clearly seen in
~ Fig.7.10, where we compare the real part of Ex obtained in both models with
ng/ne=1%. With the local model, code ISMENE, the wave is completely
absorbed already at x=50 cm, whereas with the nonlocal model, code SEMAL, it
reaches the cyclotron resonance (x=0). However, another effect can compensate
this, neglected in the local model, which is absorption at harmonics lying
outside the plasma. For example, in the case considered, w/w.p=2.7 at the
plasma edge. Therefore no power can be absorbed by the deuterium at the third
harmonic, whereas the alphas absorb as much power at the third harmonic

(21.5% of total) as at the second harmonic (22.5%), due to their broad resonance



layer. Note also that the Bernstein wave excited at the plasma edge appears on
Ex, but it only deposits a little energy to the electrons.

The limit to the second harmonic is in fact one of the main drawbacks of
the local model for such scenarii. This is shown in Fig.7.11, where different
scenarii at ®=2w0¢H, 20:3He, 20.p and 20,7 at the center, are compared. They
all have an alpha particle concentration of 1% and in the first two cases, 20% of
hydrogen or 3He has been added. With ISMENE, the scenario tuned to the
second harmonic of H is found to be much better than the others, whereas it is
quite the opposite with SEMAL. This difference is essentially due to higher
harmonic heating. Indeed, as 2w.g = 40, resonances at the fourth to sixth
harmonic of wey occur in the plasma and absorb most of the energy, but these
resonances are neglected in the local model. Moreover, if the frequency is
higher, the distance between two successive resonances is shorter and the
number of cyclotron resonances between the center and the edge of the plasma
is increased. As an example, we show in Fig.7.12 the power absorption density
of the alphas for the case with hydrogen. We see that strong off-center power
absorption occurs at the 5th (39%) and 6th (13%) harmonic compared with
central absorption at the n=4 (11%). In this case, Po/Ptot=63% and Pu/Pist=35%.

In this subsection we shall discuss the effects of T, and of the type of
distribution function, always starting from the previous standard case of a D-T-

o plasma with ng/ne=1% and w=2w.p at the center.

The influence of Ty is shown in Fig.7.13. In Fig.7.13b, we have taken the
same bi-quadratic profile for Ty, as for the other species. We see that the power

absorbed by the alphas is not at all proportional to Ty, confirming the fact that
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the width of the cyclotron resonance is not the main factor, for k; not too small.
In both cases, there is a small interval where Py is larger than Pp, which is
around 1MeV for the homogeneous profile and 0.5MeV for an inhomogeneous
one. These intervals correspond to parameters such that k| py is of the order of
1 in the outer part of the plasma or near the center. In order to understand this
feature, let us go back to the power absorption formula. If we assume a plane
wave for E|] and neglect Ez, as |Ez| << |IE] | in all our cases, Pr,(x) is

proportional to the following expression, changing x" to y = kx(x"-x)/cos®:

. 9 §2
2 n_.q e 5no
Py (x) = de dy( g -0 )
L ]0 f 4nmg ) \k,|vpg

53 ( y |2 9
e W2kypg) |1BrdpniMW+E.J " |.

4 4
2kx Po

The second term in brackets determines the width of the resonance layer and
the last term gives the contribution of the fields modified by a form factor. Note
that it is indeed the product kxpg which enters into this formula. Due to the
Bessel function, this form factor is proportional to (kxpg)? for small kxpg,
inversely proportional to kxps for large kxpg and has a maximum in between.
In Fig.7.14, we have plotted the contribution of Ex to the form factor, as it is the

dominant component of the field, which reads:

* elam ;
gk,py) = | dy oo € W2kypg) |Exodn1+ Jpns1ll
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where we have neglected the x dependence of Exq. Fig.7.14 shows that the form
factor g has a maximum for kyps around n/2, which confirms the result
obtained previously (Fig.7.13). For n=2, we have also plotted the expanded
formula, which yields g=~(kxps)? (large dots). We clearly see that for kepg21, it

strongly overestimates the integral form.

This has another important consequence. It means that the amount of
power absorbed between x and x+dx mainly depends on the effective value of pi‘;
around x. Therefore, if we want to approximate a non-Maxwellian distribution
function with a Maxwellian, both should have the same effective pi, defined as
pi = <vi>(x) / 2(036, where the perpendicular velocity squared is averaged over

the equilibrium distribution function considered:

(vi)(x) = [dvvi fg))(x,v) .

Note that for a Maxwellian, <vi>(x) = v%c(x). In order to illustrate this, we have
compared the results obtained with a single Maxwellian and with a bi-
Maxwellian, that is with two alpha species. For the bi-Maxwellian, we have
taken: Tg1 = 0.4 MeV, Tg2 = 1.2 MeV and ng1/ne = ngo/me = 0.5%; and for the
single Maxwellian: Ty = 0.8 MeV and ng/ne = 1%. These values have been
chosen such that the total alpha particle density and the effective value of pi
are the same, and such that they approximate the slowing-down distribution
defined below. Fig.7.15 shows how they approximate the distribution and also

2

the integrand of the <v > integral assuming isotropic temperature:

fdv vf_ ff,o)(x,v) = Idv vt ng)(x,v).
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The results obtained with SEMAL show that both alpha power absorption
profiles are very similar, as well as the total absorbed power. This shows that
we can approximate any distribution function using a Maxwellian with v?rc(x)
= <v_2L>(x). In particular, the alphas are expected to have a slowing-down
distribution function of the form [Koch, 1991]:

(0) 3 1
= 3 3° H(VO = V),

f.slow . vp\3
41t1n(1+( ) ) VAV,
Ve

(o 2 I

where H(vg - v) is the Heaviside function and vg=1.3-107m/s is the birth velocity
of the alphas. Using the standard parameters and this slowing-down
distribution function, we obtain <Vi>slow = 3.8:1013m?2/s2, which corresponds to
a Maxwellian with Ty = 0.8 MeV, which was used in Fig.7.15. We see that this
equivalent Maxwellian temperature is much smaller than the 3.5MeV of the
birth temperature. This has also been found by Koch [1991], by comparing the
imaginary part of Kxx, the first term of the dielectric tensor, obtained with a
Maxwellian and the slowing-down distribution function. In Fig.7.16, we show
the equivalent Maxwellian temperature defined by Ty, = % ma<v2l> slow Versus
Te. We see that the "effective” temperature of the alphas varies between 0.3 and
1.4 MeV for T, between 0.01 and 100 keV.

7.2.3 Effects of k, and alo} ] .

The effect of k, on the power absorbed by the different species is shown in
Fig.7.17 for the standard case (Ty=3.5MeV, nyg/ne=1%, D-T). We see that Py/P¢ot
only varies between 20 and 40%, for k; not too small, but the distribution of the

power between electrons, deuterium and tritium changes much more. This is
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the same with Ty inhomogeneous. Note that for large k;, electron absorption is
important. For small k;, Pp is smaller than P, at the second harmonic, as
mentioned by Kay et al [1988]. For k,>2m-1 (szOZG)? the main effect of ky is to
determine the amount of alpha power absorption near the edge at the highest

harmoniec.

The concentration ng/ne is, of course, the main parameter which
determines the degradation of heating due to alpha particles. This is clearly
seen in Fig.7.18, where we have taken T,=0.8 MeV, which is the effective alpha
temperature as seen in previous subsection. For a concentration higher than 1
to 2%, more than 50% of the power is absorbed by the alphas for the standard
case considered. This was also seen by Van Eester et al [1990] in a ITER-NET
D-T scenario. The dramatic effect occuring in the homogeneous Ty case,
Fig.7.18a, is mainly due to the enhancement of alpha power absorption at the
third harmonic near the edge such that most of the power is absorbed before it
reaches the center. Once again, it is not really due to a higher absorption at the
second harmonic of alpha compared with the one at the second harmonic of
deuterium. As an example, for ny/ne=6%, Po/Ptot=87.8% at the third harmonic,
but only 10.8% at the second. Moreover, note that in the outer 45 cm (x>80 cm),
already 86% and 1.6% is absorbed by the alphas at the third and second
harmonic respectively, that is 87.6% of the total power. The alpha particle
power absorption is particularly strong in this case, because k| py=3/2, near the
edge, which corresponds to a maximum of the form factor for the third
harmonic, as discussed in previous subsection (Fig.7.14). However, in the case
of inhomogeneous alpha particle temperature profile, Fig.7.18b, the value of
€30 is too large near the edge (134 1>2.5 for x>80 ¢cm) and not much power is
absorbed at the third harmonic of the alpha cyclotron frequency. Therefore, the
power is absorbed in the central region, near w=2m.q, where the electrons can

also contribute to the power absorption (§ge<2.5 for x<90 cm). This is why the
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power is distributed very differently: at ng/ne=6%, Po/Ptot=2% at the third
harmonic and 83.5% at the second, and Pe/Pt,t=13.9%. Note also that 73.2% of
the total power is absorbed for x<50 cm, 65% by the alpha and 7.5% by the
electrons. If the alpha particle temperature near the edge is larger, 1£341 is
smaller and strong absorption occurs at the third harmonic. However the

overall feature shown in Figs 7.18a and b remains essentially the same, except

for small alpha concentrations.

The analysis of the effects of alpha particles on higher harmonic heating
needs a model valid to all orders in Larmor radius. We have shown that the
local model was not adequate, because it strongly overestimates the power
absorbed by the alpha particles, because kxpg=1. Another effect which could not
be seen in the local model is the absorption at a higher harmonic not present in
the plasma, but sufficiently close to the edge such that strong absorption occurs
in the outer part of the plasma, due to the temperature broadening of the
cyclotron resonance layer. We have shown that this effect is in fact very
important in the scenarii studied here, as the alpha particle temperature is
very large. This can also be the case when tails of high energy ions are

generated.

We have also studied the influence of the alpha particle temperature Ty. It
shows, together with a study of the dependencies of PL(x), that the main
parameter is the value of k| ps and that Py(x) has a maximum near k) pg =n/2.
Thus, a non-Maxwellian distribution function can be approximated by a
Maxwellian such that the average Larmor radii are the same, i.e. such that

2 2

2
VgL = <V > where \

This gives for the alphas, using a typical slowing-down distribution function,

is averaged over the distribution function considered.
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an equivalent Maxwellian temperature between 0.4 and 1.2 MeV for Te between
0.1 and 50 keV.

We have also seen that Py/Piot is not very sensitive to the value of kj,
provided that k; is not too small. The main parameter is, of course, the alpha
particle concentration. We have shown that, even though the alphas absorb
much less power than expected from local model, they have a strong influence
for ny/me>2%. If the alpha density or temperature profile is more peaked than
that of the other species it decreases the alpha power absorption near the edge

and greatly improves the heating scenario.

7.3. IBW launching through mode conversion at the lower-hybrid layer

The ion Bernstein wave (IBW) can be used to heat the plasma [Ono et al,
1988; Moody et al, 1988]. One method of launching IBW, already employed in
DIII-D [Chiu et al, 1990] and which will be used for the Frascati Tokamak
Upgrade (FTU), is via mode conversion of a slow wave to an IBW near the
lower-hybrid layer x=x1,1§, where w=wrg [Ono et al, 1983]. We have obtained the
solution, using the FTU parameters given by Cesario [1990], for a few different
values of n/,=k;,c/w. We wanted to see if the electric field near the conversion
point becomes large enough to produce non-linear phenomena. A next step is
to study the coupling for different n;, and different distances between the

antenna, or the waveguide, and the xp,g. This is left for a future study.

The set-up is shown in Fig.7.19. The limiter is at x]j;p=30 cm, the
waveguide mouth at x;=35cm, B¢=7.9242, the major radius is Rg=93 cm and
ky=0. A hydrogen plasma and a frequency of 433 MHz are considered. The

density and temperature profiles are given by:



- 107 -

X-Xlim

n,(x) =ny(x) = ny_ expl - 1, nyp=510"m3 | 2 =310521072,

A.X

s Ta

To(x) =T;(x) = Ty exp[-—Um] , Ty, =50eV , 5, =8.8851-102,

. x

s "a

and are also shown in Fig.7.19. With these parameters, x;,g=32.7 ¢cm. Note

2 .2 .2 2 2 2 2 2. 2 _ i
that, as o] iy = [ ce (@ ci""”pi) + ‘”pe“’ci] / (w ce+o)pe) = W, we have at x=32.7cm:

oLH=4.8 0cH. The fifth harmonic is located just outside the antenna, at 36.75
cm, and the fourth at 10.8 cm, where the IBW will ultimately be absorbed. The
dispersion relations for n;=0.5, 1, and 5 are shown in Figs.7.20a-c. One sees
that, for small ny, there is an evanescent region in front of the waveguide, and
the fast wave is coupled to the IBW near the lower-hybrid layer. For n, larger
than unity, the fast wave has a cut-off on the high-field side of the lower-hybrid
layer and is decoupled from the slow wave, which is propagatory near the

waveguide.

The fields corresponding to the two cases shown in Figs.7.20c and a are
presented in Figs.7.21a-b, respectively. They have been obtained by imposing
Ey=0 on both sides, E;(xp1)=0, E;(xpr)=2, and ky=0. In Fig.7.21a, n;=5, we clearly
see the conversion of the propagatory slow wave to the IBW. The amplitude of
the field at x1,H can be up to about 10 times larger than its value at the antenna.
In the other case, n,=0.5, the wave is evanescent near the antenna, but the
IBW is nevertheless excited. However, the amplitude of the field is smaller
than in the first case, Fig.7.21a, where the waveguide couples to a propagatory

wave.

Another important question, since one cannot control well the density
profile in the scrape-off layer, is whether one can excite the IBW if the lower-

hybrid layer is behind the waveguide. We show, in Fig.7.22, the solution
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obtained by imposing the boundary conditions at xpr=32.6 cm, i.e. x,=32.6 cm,
for the same values of n;, and the same units as in Fig.7.21. The two solutions
are very similar in this case, because the dispersion relation of the IBW does
not depend much on ny. One also sees that, even though the wave is essentially
electrostatic, there is only a small Debye screening effect, due to the fact that
the wavelength of the IBW is very short. However, the amplitude of the wave
field is much smaller than when the waveguide couples to the slow wave
(Fig.7.21a).
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8. CONCLUSION

We have developed a nonlocal model based on the global wave approach
and on the linearized Vlasov-Maxwell equations. It can be used to analyse
electrostatic and electromagnetic (E.M.) waves in hot, magnetized,
nonuniform, bounded plasmas. It is valid for arbitrary density and anisotropic
temperature profiles in 1-D bounded geometry. The boundary conditions are
arbitrary provided that they are consistent with the Maxwell equations. No
assumption is made with respect to the size of the Larmor radii compared with
the inhomogeneity scale lengths of the field and of the equilibrium density and
temperature profiles, and is therefore valid also for high harmonics. The
inhomogeneity is along the x axis and the equilibrium magnetic field By along
z. We assume ky=0 in the perturbed current (because we do not consider drift
wave problems), a Maxwellian distribution function and slowly-varying
magnetic field. We have briefly mentioned how one can obtain the first order
contribution in kypg in the equations in configuration space. Note that the
equation in k space is still completely general, including ky#0 and anisotropic

temperature.

The equations for the electric field consist of a system of one first-order
and two second-order integro-differential equations for Ex and Ey, E,
respectively. The differential part is only due to the Maxwell equations and is
therefore the same as in vacuum. The integral part is due to the contribution of
the particles to the perturbed current. We use the finite element method to solve
these equations. We have shown that, in vacuum, we have to use a basis
function for Ex of one degree less in x than for Ey and E,, to avoid spectral
pollution problems. This is due to the asymmetry of the order of the differential

operator between the different components, as mentioned above. This is why we
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have used piece-wise constant basis functions for Ex and linear basis for Ey and
E;. We did not use quadratic and Hermite-cubic basis, as we integrate
analytically the kernel contribution over x and x', using explicitly the x, x'
dependence of the basis functions. However, this change of basis functions

might be a useful improvement of the code, because they lead to much better
accuracy.

We have derived a local power absorption formula which is also valid for
arbitrary density and temperature profiles and to all orders in Larmor radii. It
is positive-definite if T 5=T)s as expected with ky=0. We have also calculated a
simpler formula obtained by expanding the general one with respect to the field
inhomogeneity, while keeping it valid to all orders with respect to the
equilibrium characteristic length compared with the Larmor radii. This

formula is very useful for higher harmonic heating, as it can be applied for

kxpcof 1.5n + 2.

We have shown that both codes SEAL and SEMAL, solving the
electrostatic and the E.M. problems respectively, have good convergence
properties and give correct results compared with the local dispersion relation.
We have also compared the E.M. code, SEMAL, with the code ISMENE valid up
to second order in k) ps. SEAL has been used to simulate an experiment done

in our institute and has been able to reproduce well the measured wave field.

SEMAL has mainly been used to study the effects of alpha particles on
higher harmonic heating. We have shown that the local model was not
adequate, because it greatly overestimates the alpha absorption, as k) pe>1, and
because it neglects the contribution from harmonics higher than three, which

are dominant even for second-harmonic scenarii.
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We have also discussed how one should approximate a non-Maxwellian
equilibrium distribution function. We have seen that the main parameter, with
regard to heating, is pi =<vi>/2(n§c, where vi
function considered. This gives an equivalent "Maxwellian" temperature for

the alpha particles between 0.4 and 1.2 MeV.

is averaged over the distribution

The study of the effect of the alpha particle concentration, ng/ne, shows
that they have nevertheless a strong influence on heating efficiency already for
ng/ne>2%. Therefore, except if the alpha density profile is more peaked than for
the other species, the ICRF heating will be rapidly inoperative with alpha

particle concentration above 3%.

SEMAL can also be used to study mode conversion, ECRH scenarii, cut-off
regions, etc. In this work, we have presented the simulation of an IBW
launched through a mode conversion at the “cold lower-hybrid resonance” in
the scrape-off layer, as will be done in FTU. We have seen that the electric field
can become quite large at the conversion layer and may produce non-linear
phenomena. However, we do not expect any linear absorption in this region, as
the temperature is very low and the region is far from a harmonic. We have
seen that the antenna, or the waveguide, can excite some IBW for n/<1, but
with a lower amplitude. The electric field shows no sharp drop due to the Debye
screening of the ion Bernstein wave when the waveguide is on the high field
side of the conversion layer. However, a more precise study is needed in order
to determine if most of the wave is reflected into the waveguide. But one needs
in fact to use a coupling code to solve the matching problem. It should take into
account the different modes of the waveguide and use the impedance matrices
obtained by solving Eq.(4.9) for each ky, k; component [Brambilla, 1988a;
England et al, 1989; Chiu et al, 1990].
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A large amount of work was needed for improving the numerical and
analytical treatment of the integral contribution, as well as for decreasing the
cpu-time needed for one run. This was also the case for the computation of the
local power absorption, which would still require some care. But there are still
many possibilities for improving either the numerical method or the model
itself. For example, as already mentioned, one can change the basis functions,
incorporate the anisotropic formulas into the code or parallelize the code if a
multi-processor machine is available. On the other hand, one can couple this
code to a ray-tracing code or a plasma-antenna matching code; or, if drift wave
problems are considered, one can include in the equations the first order

contribution of kypg.



Appendix A

Main structure of SEMAL and SEAL

The code SEMAL solves the E.M. problem to all orders in Larmor radii.
Its structure is sketched in table A.1 below. We have incorporated into the code
SEMAL the code ISMENE, provided by K.Appert, where the gradients of
equilibrium quantities are also included up to second order in k) pgs. This
enables us to compute the perturbed current using either the expanded
formula [Martin and Vaclavik, 1987; Appert et al, 1986a and 1987], or the
complete integral form, Eq.(4.19) and (5.7). In the first case, the matrix
problem is solved using the fact that it is a band matrix. Note that with this
option, we can use many different basis functions: piece-wise constant—linear,
linear—Ilinear, quadratic—cubic, cubic—cubic, where the first type of basis

function refers to the Ex component and the second one to Ey and E,.

The number of harmonics computed in Eq.(4.19) is typically taken from
n=-20 to +20, but it can be larger, as the summation over n is decoupled from
the other loops and does not consume much cpu-time. Note that, for the IBW

mode, one need in general at least contributions up to n=110.

We can obtain the electric field several times in the same global run, when
we change only the frequency or k;, for example. This enables us to have
directly the dependence of the power on these parameters, or to reconstruct a
total solution from a ky, k; spectrum. Note that if only k; is modified, we
incorporate the loop over k; inside the computation of the kernel contribution,
which saves about 30 to 40% of the time.
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Table A.1. Structure of SEMAL

Read Data
y
Mesh, basis,
Print equilibrium
Local model :5 Nonlocal model
| Construct Matrix *
1st order terms Kemnel contribution
2nd order terms y Dyy contribution
V AV A contribution
A
vacuum quantities,
impose boundary
conditions
.
Solve AE=Db
 J
Compute power at Electric field
antenna /
Y Local power
to all orders
Output per run —
prints and plots
\4 Local power
scan over parameters like 2nd order
frequency, kz, etc.
Others
y
Add solutions with Total field and
different kz if needed | total power

!

Save plots, solution
and kernel matrix
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Many input parameters control the different options available as well as
the shape of the profiles, the mesh packing, etc. We have tried to keep these
input variables as close as possible to those of the original code ISMENE. The
minimum set of parameters needed for a simulation of a plasma is the
following: ion species, By, Ro, ngg, Tog, density and temperature profiles,

frequency, kg, Xpl, Xpr, and eventually xg), Xgr, Xa and ky.

The code SEAL is structered exactly in the same way, except that it does
not have the ISMENE option, which is replaced by the computation of the

expanded kernel contribution, and the VAVA and vacuum contributions.
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Appendix B

Kernel contribution to matrix

In this Appendix, we write down the final form of the kernel contribution
which is computed in the code SEMAL, after the analytical integration over x'
and x, in that order. This is intended as a reference to the formulae coded in

SEMAL, for eventual future amendments, or debugging, of the code.

The contribution to the main matrix due to the integral part of Eq.(4.10),
Kt]w’ is given by:

. n x"pr 0)2
K = Zf def dx" — L Y.C (x",8,0)
S Jo x"pl 12n k,vps0ps ™

X [Qij +Eij(‘t1=0,“2=1/2)"'gij("l:m’%:l)] (B.1)

x"DT 20)2 -
. " pPc 1] /— —
+ ey.eny dx “—2Dyy(xi+1’xj+1)’
c x"pl 1 ©
with
nZ,,sinné sin 6 iz—“QM -i.z.‘.’(’iqgm Z.s sin né
p2 sin® T sin 0
",9 C £n0 cosng  2%0 (148, 7 )oosno
C (x",8,0) = - Cyy -—y-cosn Vi +&162ng) COS I
Po
Cxz -Cy, 28,6(1+&,5Z,,5) cos nb
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and where i refers to the test basis function and j to the unknown basis
function. Note that we have not yet coded the anisotropic temperature formula,
but by comparing with Eq.(4.10), this would be straigthforward to do. The
matrix GU is due to the exponential terms obtained after the x' integral, which
is exactly integrable. gij(tl, T2) is obtained, after integrating over x, terms
involving erfl(xy-x"(1-c0s8)-xcos8)/e], v=j or j+1, with e=\/§pcsin9. As
mentioned in Sec.5.3, we cut the [xj, xj;+1] interval into two equidistant intervals
and assume the error function to be constant over the half interval
[xi +o%i +12]’ 11=0 or 1/2, 12=1/2 or 1, with the value at middle point:
X, - X' (1-cos0) - %—{(—iﬂ cos 0

€

erf [

This is why the H contribution over the whole [xi, xj+1] interval is given by
gij(0,1/2) + Llij(ll2,1).

The D;‘,,y term comes from the extra non-resonant term due to Dyy in

Eq.(4.10). The other terms in D of Eq.(4.10), are introduced into the main

matrix, as mentioned in Sec.4.2.
We use the following definition:

A2 o (exy)?

v ’

2
2ps

P, = x,c080+x"(1-cos6) ,
gh=20"Pv

v €
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- 2 - _ Ei+1
AG,(X;,p.j+1) = € AJ+1[-§-e y +(p,-+1-xi+1)ig—“erfy] :
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AGy (Xyyq,j41) = € AJ+1{-12‘1e y [82(y2+1)+£y(3pj+1-xi+1-2x")

+(Pjy1 -X") (3P, - X" - 2%X540)]

j+1
Bi+1

+1

+ [(pj+1 x1+1)(p3+1 x') +8 (3p3+1 X1+1 2x")]ﬁerfy}
gl

1 ifmethod = (i) for basis function ) (x)
mt (3 = -
4 0 otherwise

where method=3 corresponds to taking the piece-wise constant basis ¥j.1/2 as in

Fig.5.1 , whereas method=4 corresponds to the opposite, ¥i+1/2=1, %i-1/2=0. It is

in fact equivalent and we use always method=3. We always use p to denote the

test function indices i, i+1 and v for the unknown basis function j, j+1 We can
ij .

define the Gy, matrix:

wo_
G,=0
9 .

. 4 - Al I
1) g e J+1 1 " 2 g'+1 1
GY, = £ IO orp ) ;:1 {(xj-x )Ajje1 + e E erfy] "
2A.]+1 gj

2 j+1 2 j
. 2 _-Afi1r gh1 4o A glq i
ghtl__ee 7, 17X Ay l-ez)ﬁerfy] w1l g€ J J[ﬁerfy] i+1 5 t4
Xy 2A. s U+ 2 i+l gp 2 j m
Ji+1 Bi Jj+1 B
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2,2 I , ’
ij _ e° - A; Biv1 ¢! . i+l _ 1)
Gyz =5 €7 [%Lerfy]gj dmta > Gy = -Gy j—j+1
i
xw - XWIdmtd >8mig * V=Y 2

ij — ij — j
ny(xi+1) = Ajj+1 cos 6 Gyz(xi+1) Omt4
ij - ij j
sz(xi+1) = Ajj+1 cos 6 Gzz(xi+1) 8mt4

W+l ~H i -
Gvx = valsjmm—*sjmta » VEYE

.. 2
G (X;yy) = —S 080 | AGyy (F;,1,5+1) - AGyy (T, q,+1) ]
2445415541
2

-2; AG, (%;,1,3)

ii+1

.. 2
245141485541

82

2A;

ii+1

+

AG, (F,1,i+1)

Gyp®jpy) = —5——| AGy, (X;,1,3+1) - AG, (%;,1,i+1) ]
2Aii+1Ajj+1

i+l ,— _ ij ,—
Gyz (xi+1) = "Gyz(xi+1)

s 2 ‘e

Gy&iy1) = —— AG,(X;1,5) - 008 0 G (X;, ;)
ji+1

1, g2 _ i+l

Gy (Xj1) = - AG (X 1,3+1) - cos 8 Gy, (Xjyq)
ii+1

ij g2 _ . _

Gz (Xip1) = - ————— [ AG,,(X;,1,5+1) - AG 4 (Xj41,+1) ]
24454185541

Gizj;l(fiu) = - G;Jz (Xj41)

i+1lv iv
va = -va(xi),v=y,z,w=x,y,z



- B.5 -

For the contribution of the error function, we first define:

xv-x" (1-cos 9)-xi+(11”2)/2 cos 6
€

AY
Yit(ty+19)/2 =
Xjpp = X +0(X5,1-%5)

(Aerf)(Tl’T2) = erf(Yi+(1:1+':2)/2) erf(Yi

"
e. — E.iﬂi

i+t ﬁpo
(11,79 =(0,1/2),(1/2,1)

+(11+1:2)/2)

which enables us to specify first the Hi:v components:

HY (1,,15) IE (Aerf) V2 po[ 1L erfy] +72

e1+'t 1

j
x (T1,T9) = H ("1’12) 8mt4 Omt3

12p &2 N Cisvtg i
xy(XJ+1,’tl,12) ﬁ(A rf)—g—[ Y2p,cos6e y? +(x"- xJ+1) erfy O nta

ij+1 €ivty

ij _ ¥l i i 1J+1
Hyx (t1,79) = Hy (11,79 84 Omta

82

i —ij i
H,) (1,15) = H 5 (T1,79) Sppey

ji+1

ij+1 1 ij+1 i
H)D = J(xJ,'cl,tz) ; HI = LHY (71,)

Gi+1v _ le

xw xWiSmtq = Sz * W =XV 2

For the other terms, we still define the following "moments" involving (x-x")

and the basis functions @;(x).
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2

' Xi+tg (x-% )
Hj(xj,4) = dx——‘—-eXP[ =]
Xi+tq 11+1 zpo'

2 e
_ 12p, [ Pog vy (x- '}Elﬂ)ﬁerfy}

A, V2

ii+1 e

i+T9

i+7T1

. Xit19 - _ "2
AH]i](fiH) =j dxulilexp[-(—x—x-é)—](x-x")

Xi+ﬂc1 Aii"l']. 2 po‘

9 P) _y2 ei+1:2
= 2Pg -ez (ﬁp(,y+x"-ii+1)+—‘1ﬁerfy
A V2 2
ii+1 ei+11

. Xi+t
lej(fi+1)=f 2dx——li'—lexp[ (x- x) == 1(x- X")

Xi+Tq Asiva 2 Po-

3 -y2 R €ittg
2Y2 y "
= V_pc -62 [ﬁpc(y2+1)+(x -xl+1)y]+—24ﬂlﬁerfy}
fi+1 €i+tq
Hij _ xl+T (X x ) 3
3(Xi+1)= dx—lileXp[ ](
Xi+1q Ajiv1 2 pc

4 4 -y2 ei+12
=—Pg | € [ﬁpcy(y2+3)+(:€'-ii+1)(y2+1)]+—-—-‘1ﬁ_‘-erfy
Asiv1 2 2 2Y2 2 e.

1+T1

We have then:

fg-(Aerf) sin29 AHi2j(fi+1) 8‘:nt4

1]
(x1+1)

ﬁ(Aerf) sin%0 AHU(x,,,) &

ij
H,% (Xi41) mt4

M+l uJ =
Hyx ' = Hyxlglyy ol o V=752
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H;Jy(iiu’fju) = -EL(Aeﬁ) [ cos26 AHg(fiH)
Ji+1

e 2 v
+(x"-Xj,1) cos 6 AHg (X;,1) +§2_AH‘f (fi_'_l)]

H;,']z(ii+1,ij+1) = -_E_(Aerf)[coseAHg(ii+1)+(x"--fj+1)AH’f(ii+1)]
ji+1
le']y(ii+1’ij+1) = —{E_—-(Aerf) [ cos20 AHg(iiH)
jj+1
+(X 'Xj+1)cose Hl(xl+1) +EAH0(X1+1)]
H;J'z (Rsp1,%j1) = V& (Aerf) [ cos ® AH) (%) +(x"- %ip1) AHJ (%, ]
j+1

j+1 ) (= = i+lv iv .
Htuw = -Ht:.lv(xi+l’xj) ’ va = -HVW(xi’Xj+1) y V,W=Yy,Z

Finally. the term D;‘,]y is defined by the following integral, Eq.(4.10):

x"pr 0)2 2
ZI dX"—’”——Idxni(x)nj(x)[(x-x")z-pﬁ]exp[-(x X))

S Jx “pl Y21 0)2 p?, 9 p(2,_

X "pr 20)2 -
_ " po 1) — —
B ; f ax 5 Dyy Xis1:Xju)

x"pl T ©
which gives:
. e_yz \
! b3 X "n — —
Dy (F;41,Kj4q) =—1L { . [2p2y3+12p (2x _Xi+1_xj+1)(y2+%)
Ajis1Ajje1
Xi+ _xn
+((X"'§i+1)(x"'ii+1)+2p§)Y]+p<2512E_el‘fY} 2pg
X;-x"

V2pg
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with

wi+l Wj — — i+lv iv — —
Dyy = -Dyy(Xi1,X;) and Dy = -Dyy(X;,%) .

The relations between oi+1j and ol are explained by the relation between 1; and

Ni+1 in the interval [x;, xj+1], as explained in Sec.5.3.

With these fourmulas, we obtain for a couple of intervals [x;, x;;1] and [x;,
i+1j ij+1 d i+1j+1
vw @ Qyw 8Na Cyy

components. Scanning over all the intervals gives the total contribution of the

xj+1] the contributions oc:‘,lw, o , to the matrix of each
kernel to the main matrix. Note that due to the exponential terms and the error
functions, the computation of this matrix ol is limited to x, x', x", 6 and o

satisfying the conditions of Eqs.(3.11) and (3.12).

Note also that Gii and Hi do not depend on the harmonic number n and
that C, Eq.(B.1) is independent of x and x'. This is why the summation over n
can be decoupled from the loops over x and x', and therefore is not at all time

consuming.
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Appendix C

Dispersion relation code DISPAL

We have constructed a code, DISPAL, which solves the dispersion relation

valid to all orders in Larmor radii. It solves the following equation:
Re[detD (k?,x,0)] = 0,

where D=det D and D is the tensor multiplying the electric field E in Eq.(4.8).
For given B(x), ns(x), To(x), ky, k; and o, the solution for ki real is obtained for
different values of x. This gives the solution of the dispersion relation
throughout the plasma and indicates also the minimum of points one should
use in SEMAL (about 4 to 8 points per wavelength). The input parameters are
the same as for SEMAL.

The approximation of solving only the real part of the dispersion relation
is valid as long as the imaginary parts of D and o, or ki, of the complex
solution are small compared with the real parts. We check this by computing

the imaginary part of ®, ®;, using:

Im[D@E,x,0,)]

2
o;(k2,x,0,) =
aD/dw|,_,
=%r

’

and verifying that wj/®, is small. Note that as we solve for ki, we can also find

purely evanescent modes, ki<0.

An example of the result of DISPAL is shown in Fig.C.1, for the case of a
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mode conversion at the ion-ion hybrid frequency. We have used similar
parameters as in Appert et al [1986b], i.e. D-3He, with n3ge/ne=6.4% and
np=2.8-1019 m-3, Te=Tp=2000 eV, T315.=600 eV, Bg=3.4 T, Ro=3 m, =33 MHz,
minor radius of 1.25 m, ky=0 m1, k;=3 m1, parabolic density profiles and bi-
quadratic temperature profiles. For comparison, in Fig.C.2, we show the
dispersion relation obtained using the code ISMENE, which approximates the
dispersion relation with a third order polynomial in ki, where ki is complex.
We see that the effect of the polynomial approximation is to fill in the regions
where there are less than three physical roots, but apart from that, the main
features are well represented. Fig.C.3 has been obtained with k,=10 m-1 and it
illustrates that the dispersion relation can become rather complicated. The
dispersion relation obtained with ISMENE in this case is shown in Fig.C.4.
The main features are also well represented, even if the large gap in between
the cold ion-ion hybrid resonance and the first harmonic of the deuterium is
removed. This difference is seen on the wave-field as well as, with the local
model, the slow wave propagates further away from the conversion layer than
with the nonlocal model. However, this does not change much the power

deposition profile.

Another example is shown in Fig.C.5, where one sees the O and X mode
near the electron cyclotron and upper hybrid, wyH, frequencies. We have used
TCV (Tokamak a configurations variables, Lausanne) parameters: Bg=1.43 T,
ne=np=1019 m-3, T.=Tp=1500 eV, ky=0 m1, k;=140 m-1, f=39 GHz, R¢=0.87 m,

minor radius 0.24 m.

Apart from the same standard input variables as in SEMAL, we control
the number of points in x and ki, as well as the limits Xmin, Xmax, kimin’
kimax» in between which DISPAL searches for a root. In this way, we can
concentrate on small intervals, when a very fine mesh is needed, without

increasing too much the number of points, i.e. the cpu-time used. The roots are
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written in a simple way such that the results of different runs, giving roots in
different x intervals, can bé copied one after the other in a new file. Then, they
are read by another code, called READPOINTS, which sorts all the modes in
increasing order with respect to x and plot them. The roots corresponding to
the same mode are grouped together and joined by a continuous line on the

plot.

We have added two special graphic features to these codes, in order to
obtain a plot easier to study. First, we use an inverse hyperbolic sinus for the y-
axis scale. It has the nice properties to be linear near zero and logarithmic for
large values, and moreover it is well-defined for positive and negative values.
In this way, we can clearly see on the same graph: low and high k4 roots, as
well as propagatory and evanescent modes. The second facility is used in
READPOINTS. We can inhibit the drawing of a segment between two roots, by
introducing an extra root equal to zero in between. This enables us to
distinguish better two separate adjacent regions, even though they belong to the
same mode. For example, when there is a region where no solution exists,

points at the left and at the right should not be joined together.
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Appendix D

Solution of the linearized Vlasov equation using the method of the
characteristics

Here we present the main steps for calculating the perturbed distribution
function in the E.M. case with arbitrary inhomogeneous profiles, anisotropic
temperature, but uniform magnetic field. We follow the method presented in
the book of Krall and Trievelpiece [1973, p.396-404].

We want to solve the following equation for the perturbed distribution
function £, Eq.(2.6b):

) d 1 A D (1)) 9 L0)
[—a—t—+v-V+%9;VABO-£]ff,(x,v,t)=--1%9;(E +vAB )-gff, ,(D.1)

where we have assumed that E¢g=0. The equilibrium distribution function
satisfies Eq.(2.6a). Let us introduce the Lagrangian coordinates x', v, t' such
that:

 _yv - ' _ Y9
Fri it ALY -

which gives (Eq.(3.15)):
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x =x+ mli-—[(sin o - sin a’)e, - (cos & - cos ') e | + v, Te,,
co

vV =v (coso'e, +sina'e,) +v,e,,
o = 0-0T, (D.2b)
vV = (VJ_,a,V//) ’

T = t'-t,

using the following boundary conditions:

X , position of particle at time t,

{x'(t'=t) 0.3

v (t'=t) = v, velocity of particle at time t .

In this way, Eq.(D.1) is transformed into:

—def,l)(x',v',t') = . % gD, vABP)(x'.t) KB ng)(x.’v.) . (D4

We can integrate Eq.(D.4) over t' between - and t, and use Eq.(D.3):

0 0)
EP(x),V0),8) = (2 o0), ¥i(eo0), ) - Do f dt(E+VAB)- %L , D.5)
(o) oo v'

where we have suppressed the superscripts (1) and changed t' to t=t-t. We now

introduce the Fourier transform defined by:

g(x,t) = fd3kdmei(kx "0V o (k, @), (D.6)

where a small positive imaginary part is assumed for w (causality condition),

such that the perturbed distribution function is zero at t=-oc. This means that
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the perturbation is turned on smoothly at t=-co.

Inserting Eq.(D.6) into (D.5) we obtain:

5 0 af(0),part
ff, (k,v,m):-n—gﬁ—f dtfdk'l(E+v'AB)(kl-k'l,k,,,m)-T(k’l,v')

(o}

00

D.7

% ei[k(x'-x) - ot] .

The superscript "part" has been added to emphasize that t(:) Part js the Fourier
transform with respect to the particle coordinates. We have seen in Sec.3.1.1
that the precession of the particles around the guiding centers can be factorized
by introducing the Fourier transform with respect to the guiding center

0
coordinates, f( )Gc(k' 1, Vi, v7), Eq.(3.2). We shall omit the superscript "GC" in

(]
what follows.

We then insert Eqs.(D.2b) and (3.2) into Eq.(D.7) and use Eq.(3.16), the
recurrence formulae of the Bessel function J,, as well as the summation
theorem given by [Gradshteyn and Ryzhik, 1980, p. 9791

+o00

e™ g (pe) = Y I, . (pa)d_(pb)ei™, (D.8)

m = =00

where p is a complex number and a, b, ¢ are the sides of a triangle with B being
the angle opposite to b and y the angle opposite to c. We then use the same
definition of the Bessel function J, of a two-dimensional vector d as Yasseen
and Vaclavik [1986]:

dv ind
1n )
n( —-me e , (D.9)

Jo(d) = J
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where 9 is the angle of d with the x axis. We apply this definition to vectors in
the plane (x, y) normal to By. In this way, the summation theorem, Eq.(D.8),

can be written as:
+c0

Jnky -K') = Y Jnn(kDI, (K. (D.10)

m = -oo

With all these, we can perform the integration over t in Eq.(D.7), which yields:

; . (kAv)y -ina
fok,v,0) = - 139 el " Y —© Idk'L

¢ n O-k,v,-ne,
nre 9 gv) o vk .
X {Px[Exav—'*'i((;"‘(k//Ex'kxE//)-l—J'o—)—-(:;—-c-;—x_(kxEy-kyEx)]
1

ViR L
—o— (K Ey-K E,)] ©.11)

co

n d V) . .
+ PpE, V) (k,E, -k, E,)-i
1

3 .k (k -k )E, - (k -k )E
+J.[E,GL +g‘§1'))+1(1- lé:”) x5l -y B

V-L 1 0)00'

.V E , , 0) '
L (Jeg )y (k) ] } 2, v v,

with
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E = E(k'l’ k//, 0)),
P = PRk)) = 1095, (R )+],, (K1,

Py = Py(k)) =-11] 1 (K))-J5 (KT, (D.12)

K o
Jo = Jn(k)) = Jn(_o.l)_v_l_)exmp ,

co

0 0
V) =v, "V ’
v, ov,

and where we have decomposed the term Ej avj—// into E/ ( %‘f av% + % glv) ),
which enables us to have more symmetries in following calculations. Note that
all the terms in Eq.(D.11) divided by ® are due to B(1) and the others to E(1), We
have checked that these latter terms recover the electrostatic case, Eq.(13) of
Yasseen and Vaclavik [1983] or Eq.(3.4), if we introduce E(1)(x, t) = -V&(1)(x, t).
We have also verified that Eq.(D.11) is equivalent to Eq.(11) of Yasseen and

Vaclavik [1986].

This equation is valid for arbitrary density and anisotropic temperature
profiles and does not assume any approximation with respect to k) pg, where pg
is the Larmor radius of species 6. One should not forget that fﬁ”(k 1, V) is the
Fourier transform of the equilibrium distribution function of the guiding
centers, and not of the particles. Thus, one needs to specify the density and

temperature profiles of the guiding centers.
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Appendix E
Discretized dispersion relation

In this Appendix we present the discretized dispersion relation (DDR) of
Maxwell's equations in vacuum, obtained using a finite element method with
Hermite-cubic and quadratic-cubic basis functions. We assume solutions of the

form:

= Y Eg e iy +ES e* Ny (x) , w=x,y,z (E.la)
j

or:

= Y Eq M0+ Eg, e F 12 Li(x)

: (E.1b)

E_ = ZEI lkxJ\(J(x)+E lk"‘.l\yJ(x) , W=Y,2,

w (4]

where v, y, Q and { are sketched in Figs.5.1d and c¢. These two cases are
referred to as the "cubic—cubic and the "quadratic—cubic” cases, respectively.
We use Eq.(E.1) to construct the matrix D (Eq.(5.14)), which leads to calculating
integrals of the type:

iil Fﬂ d*my () 45 a=0,1, B=0,1

dx
j=i-1 Jx51 dx® de

where 1 and x are one of the four basis functions mentioned above. We obtain
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the following DDR for the cubic—cubic case:

with

and

where

DYY,DXZ, = 0,

2 6 -x2p, -1
K a0+5G2 K bl 5G1

DYY,, = det
K2b1+‘é‘G1 bio'b2
dey des
DXZ,, = det ,
C cC
g.xz Q‘ZZ
2 2
K ao =K b].
dey = ,
K2b1 K2b0
h2
_ikz G]. lkz'ﬁGz
dcc =
=XZ y
2 2
ik, 5Cy ik, =G
2 2
o 6g, -9 p..1¢
o2 B+ g 2 2 1 1
d,, = ,
2
w 1
—b;+2G —bgy-b
.2 1+5 1 o2 0-P2

(E.2)
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2 _ ® 2
K = — -k ,
02 z
2
ao = 1+%‘h Gz,
h? 2 1,2
=3 (2.3
Po = 14531 CG2):
= 13 2
by 210 G1
2
b, = -3%(6-11 G,),
_ : sinkh
G]. = l—h ’
G, = _2(1-coskh).
h2

If we introduce the quadratic basis functions for approximating the Eyx

component, we obtain:

DYY, DXZ, = 0, (E.3)

with DYYge =DYY¢, as we did not change the basis functions for Ey, and:

dqc diqc
DXZ,, = det(‘”:: —Zz :
gzx dzz

where
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Gy -ikye
qc
gz = 4k k '
ki 4 '@ 2z gt
1 5h K, 115K_1
k 4k__ .
. -1—52-G1 lﬁlKH
gzx= R
ik, cq -iT54"f-K+1
qc cc
g.zz = gzz ’

with

Introducing the matrices as input to the software Mathematica and expanding
the determinants, one finds the following relation between the XZ and YY

contribution:

2
DXz, = & 23-c8kh) pyy (E.4)
C

qc 92 45

Therefore, DXZq=0 is equivalent to DYY,.=0 and it shows that the quadratic—

cubic method is pollution free.
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constant: xi(xi.1/2)=1; (b) linear: ¢j(xj)=1; (c) quadratic:
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Fig.5.6: Approximation of the Bessel function Jp(x) using the lowest
order term, x"/2nn! (dotted lines), and the first two lowest-order terms,
x"[1-x2/4(n+1)1/22n! (dashed lines), of the ascending series. The
continuous lines represent the exact Bessel functions for n=1, 3 and 5.
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Fig.6.1: Real part of ®(x) for a homogeneous argon plasma with:
Te=14eV, Ti=0.1eV, B=0.2T, k,=100m-!, n=1017m-3, w/w¢;=3.5. In
Fig.6.1b, only the field very close to the right-hand side edge of the
plasma is shown. The dots represent the mesh points. Ape=0.009c¢cm and
ADi=0.0007c¢m. The same units have been used for both plots.
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integrated power using the higher resolution mesh (Fig.6.4b).
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Fig.6.7: Re [®(x)] for the same parameters as in Fig.6.1, but with the source
at x=0 and with the guiding centre interval [xp1,%p;] shortened to [-2,2]. That
is, nge and Tqc are set to zero outside this interval. The ion Larmor radius
pi is equal to Imm and the IBW wavelength about to 2.4mm.
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Fig.6.9: Imaginary part of ®(x) for an argon plasma with the same

parameters as in Fig.6.1, but with inhomogeneous temperature
profiles. Both Te and T; are decreasing from left to right.
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Fig.6.10: Imaginary part of ®(x) with the same parameters as in Fig.6.1,
but with a non-uniform magnetic field. Bo(x) is proportional to 1/(Rg*x),
depending on whether the antenna, located at x=3cm, is on the low field
side (LFS) or tHe high field side (HFS), respectively. Here Rg=64.7cm, such
that a/mei(xp))=3.95 and w/ai(xpr)=3.60 in (a), and vice versa in (b).
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Fig.6.11: Experimental and numerical electrostatic potential in an argon
plasma. The parameters used for the numerical simulation are the
following: Te=18eV, Tj=0.03eV, B¢=0.2T, k/=200m-1, n=1017m-"3, w/w¢=3.5.
They correspond, within error bars, to those of the experiment.
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Fig.6.12: Dispersion relation of a barium plasma with Bo=0.25T,
k/=30m-1, T,=T=0.1eV and n=1016m-3, In this case, p;=1.5mm.



Fig.6.13: Experimental and numerical electrostatic potential in a barium
plasma, with the same parameters as in Fig.6.12. The numerical solutions with
k/=25, 26, 27, 28, 29 and 30 m-1 have been summed. A frequency equal to 2.6am;
in the laboratory frame and a drift velocity vgrift/®¢ij=0.016m have been used.
Thus, w/w¢j=2.6+0.016k/, in the plasma frame is around 3.05.
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Fig.7.1: Imaginary part of Ex for a deuterium plasma with: By=1T,
ne=nD=1019m'3, Te=1000eV, Ti=106V, k//=3m'1, (o/(DcD=0.298,
inhomogeneous density and temperature profiles. Three different
meshes have been used: NX=16 (dashed line), NX=32 (dotted line)
and NX=64 (solid line).
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Fig.7.4a: Power emitted by the antenna vs w/w¢; obtained with ISMENE
(dashed line) and SEMAL (solid line) for the same parameters as in
Fig.7.1, but with homogeneous profiles. The small peaks around ®/m¢=0.3
are due to the KAW, whereas the broad peak is due to the surface mode of
the fast wave. The power obtained with ISMENE is negative for w/m¢<0.293
and 0/w¢;>0.69, therefore a "negative logarithmic" scale has been used for
the lower part of the plot.
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Fig.7.4b: The same plot as in Fig.7.4a, but with inhomogeneous density and
temperature profiles. Note that the equilibrium gradients are needed in
ISMENE (dashed line) in order to have positive power at both edges. With
SEMAL, we had to pack points very close to the edge to avoid numerical
problems, as the power is very low near o/m¢;=0.7.



3.5E-02

Im [Ex]

—8.00 —-4.80

o ] -3sE-02
160 480 800

-1.60
X [em]

Fig.7.5: Im [E] obtained with ISMENE for the first mode of the
KAW, at 0/0i=0.296, with the same parameters as in Fig.7.4. The
small oscillation is due to the extra root of the dispersion relation.
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Fig.7.6a: Imaginary part of Ex obtained with SEMAL for the first
mode of the KAW, at 0/w¢;=0.298, with the same parameters as in

Fig.7.4. The edge parts of the wave field have been cut at
x=t7.94cm. They are shown in Fig.7.6b.

o 1 -35E-02
160 480 800




2 l
f-;" /
L,
£
LEFT BOUNDARY
-8.00 -7.97
X [em]

—-794 7.94

RIGHT BOUNDARY

-y

7.97
X [em]

4.0E-01

-1.3E+00

8.00

Fig.7.6b: Edge parts of Im[Ex] shown in Fig.7.6a. The same units have been
used. The dots represent the mesh points, showing that this fine structure is
resolved numerically. In this case, pe=Ape=7.4-10-3 cm and Ap;=7.4-10-4 cm.

7.33 T

3.66 [

Local Power Absorption

0.00 .

-8.00 —-160 1.60

X [em]

Fig.7.7: PL(x) of the electrons vs x for the same case as in Fig.7.1. The top
curve (long dashes) is obtained with a second order expansion with respect to
k pe of PL(x). The three other curves are calculated using the complete
formula with different x" and ' meshes: N"=N'=25 (short dashes); N"=N'=50
(solid line) and N"=N'=150 (dotted line).

—4.80 8.00



2.0E+04 T

9.7E+03 | :
i3 B
4.8E+03 | Py N 3
2.36+03 | ]
i BERNSTEIN WAVE
1EE+03 | ; -
€ i
> u : ‘\‘.~ -
¥ 5.7E+02 e, ]
8 : ...... . :
XI - E (XU -1
: :
2.8E+02 } ; -
. : .
14402 F | ]
-y | FAST WAVE -
s7es01 £ |\ — — :
3.3E+01 | -
1.6E+0‘| 1 ] 1 1 1 [ 1 1 1
~0.25 0.05 0.35 0.65 0.95 125
w = 20 W = 4.7
X [m]

Fig.7.8: Full hot plasma dispersion relation, using the code DISPAL, for
the standard D-T-o plasma parameters (Sec.7.2), with ng/ne=1% and

homogeneous alpha particle temperature profile. At x=0, @= 20,p= 4=
3.1 and at x=1m, ®=4w,T.



1.00

0.80

Power (ISMENE)
o
o
o

0.00

Ng/Ne=0.1%

-0.25 0.05

1.00

o o
(o)) (0]
(@) (@]

Power (SEMAL)
o
~
o

0.20

0.00

% o

(b)

—-0.25 0.05

0.35 0.65 0.5 125

X [m]

Fig.7.9: Power not yet absorbed by the particles, 1- Pr(x)/ Pr(xp1), vs x
for the standard parameters with ny/ne=0%, 0.1% and 1%. (a) Local
model (ISMENE). (b) Nonlocal model (SEMAL). The dotted lines
correspond to the same parameters as in Fig.7.8.
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Fig.7.10: Real part of Ex for the cases shown in Fig.7.9 with

ng/ne=1% (dotted lines).
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Fig.7.11: 1- P1(x)/ PL(xpl) vs x for different scenarii with ne/ne=1%: (H)
0=20cH; (3He) ©=2w0¢3He; (T) 0=2m,T; and (D) ®=20.p. 20% of H or 3He
has been added in the first two scenarii. (a) Local model (ISMENE). (b)

Nonlocal model (SEMAL). The dotted lines correspond to the same cases
as shown in Fig.7.9.
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Fig.7.12: Local power absorption of alpha particles (total) for the
scenario with hydrogen (H) shown in Fig.7.11b. The contributions of
each harmonic n=4, 5 and 6 are also shown.
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Fig.7.183: _PLO'(Xpl)/ ?L(xpﬂ vs the central alpha particle temperature
for the standard parameters, with k;,=5m-1 and ny/ne=1%. The alpha
particle temperature profile is constant (a) or bi-quadratic (b).
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Fig.7.16: Equivalent Maxwellian alpha particle temperature T
vs the electron temperature. Ty is calculated such that

V=<V >slow; where vi is averaged over the slowing-down
distribution considered.
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Fig.7.17: The same plot as in Fig.7.13, but vs k;, with Ty=3.5 MeV and
ng/ne=1%. (a) Homogeneous and (b) inhomogeneous alpha particle
temperature profiles.
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of alpha particle concentration, but with Tg=0.8 MeV at the center. (a)
Homogeneous and (b) inhomogeneous alpha particle temperature
profiles.
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Fig.7.20: Dispersion relation for the parameters shown in Fig.7.19 with
B¢=7.9242 and R¢=93cm. The dispersion relations (DISPAL) obtained with
three different values of k;; are shown: (a) n;=0.5; (b) n;=1.0; (c) n;=5.0. The
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Fig.7.21: Imaginary part of Ex [a.u.] for the same parameters as in
Fig.7.20 with n/=5.0 (a) and n;,=0.5 (b). The same units, chosen such
that max(Ex)=1 in Fig.7.21a, have been used for both plots.
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Fig.7.22: Imaginary part of Ex for the same parameters and using
the same units as in Fig.7.21, but with x,=32.6cm. That is, the
waveguide mouth is on the high field side of the lower-hybrid layer.
(a) ny=5.0 and (b) n;=0.5.
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