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Abstract

In this paper we present a regularized Lagrangian finite point method (RLFPM) for the numerical simulation of incompressible viscous flows. A Lagrangian finite point scheme is applied to the projection method for the incompressible Navier-Stokes equations. The approximation of spatial derivatives is obtained by the weighted least squares method. The pressure Poisson equation with Neumann boundary condition is solved by a stabilized finite point method. A key aspect of the present approach is the periodic redistribution of the particle locations, which are being distorted by the flow. Again, weighted least squares approximation is implemented to interpolate the properties of the old particles onto the new particle locations. With the proposed regularization technique, problems associated with the flow-induced irregularity of particle distribution in the Lagrangian finite point scheme are circumvented. Three numerical examples, Taylor-Green flow, lid-driven flow in a cavity and flow through a periodic lattice of cylinders, are presented to validate the proposed methodology. The problem of extra diffusion caused by regularization is discussed. The results demonstrate that RLFPM is able to perform accurate and stable simulations of incompressible viscous flows.
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1 Introduction

Recently, in the general area of computational mechanics there is a growing interest in developing so-called meshless methods or particle methods as alternatives to traditional grid-based methods such as finite difference methods and finite element methods. The key idea of these methods is to provide numerical solutions on a set of arbitrarily distributed points without using any mesh to connect them. Mesh generation can be very costly and difficult, especially for the simulation of 3D problems with large deformation and within complex geometry. Compared to that, it is relatively simple to establish a point distribution and adapt it locally. When worked in a Lagrangian form, points used in meshless methods are often called particles because they not only function as interpolation points but also move like mass points. Depending on the methodology used to obtain discretized equations, meshless methods can be classified into two major categories: meshless strong-form methods and meshless weak-form methods. Most of meshless weak-form methods are “meshless” only in terms of the numerical approximation of field variables and they have to use a background mesh to do numerical integration of a weak form over the problem domain, which is computationally expensive. Meshless strong-form methods often use the point collocation method to satisfy the governing differential equations and boundary conditions. They are simple to implement and computationally efficient. Since they do not need any background mesh, they are truly meshless methods. However, they are often less stable and less accurate.

Among the various truly meshless methods, Smoothed Particle Hydrodynamics (SPH) is the longest established grid free Lagrangian method. SPH was originally developed for astrophysical applications [1,2]. Since its invention, it has been extensively studied, extended and applied in many areas such as the dynamic response of elasto-plastic materials [3–5], free surface flows [6], viscous flows [7–10], solid friction [11], heat transfer [12], multi-phase flows [13,14], geophysical flows [15–17], turbulence modeling [18], and viscoelastic flows [19,20]. For a long time, SPH was suffering from several problems: inconsistency; tensile instability; and difficulty in the treatment of boundary conditions. The latter two problems are somehow related to the first one. Various methods have been developed to improve SPH. The symmetrization and antisymmetrization in some SPH formulations [21] were first attempted to improve the accuracy of the SPH particle approximation. A reproducing kernel particle method was developed by Liu et al. [22] to reproduce consistency conditions by correcting the smoothing function which is a key component in particle approximation. Johnson and Beissel [23] proposed a normalized smoothing function algorithm. Dills [24,25] introduced the moving least square approximation into SPH computations. Using Taylor series expansion, Chen and Beraun [26] developed a corrected smoothed particle hydrodynamics method for nonlinear
dynamic problems. Their work was followed recently by Liu et al. [27] who proposed the so-called finite particle method (FPM) and applied it to viscous fluid flows. Zhang and Batra [28] applied a similar idea to transient problems in elastic dynamics and heat conduction. Most of the previous contributions attempting to improve SPH have focused on replacing directly the existing SPH particle approximations to functions and their derivatives by corrected approximations with polynomial consistency enforced. As a consequence, angular momentum and/or linear momentum are usually not strictly conserved by the discrete equations and the long-time simulations are potentially unstable. Differently, Bonet and Lok [29] presented a corrected SPH formulation using a variational framework with the advantage of preserving both linear and angular momentum. Similarly, using an energy-based approach, Fang et al. [30] derived a general set of discrete hydrodynamics equations with conservation properties to which any corrected (high-order) or coupled particle approximation scheme can be applied. From either a variational or an energy-based approach, a close link is found between discrete velocity derivatives and momentum equation, which can be named as the scheme coherence principle. The scheme coherence principle ensures the conservation of momentum. However, it can not be satisfied together with the consistency requirement for the discrete momentum equation. Recently, Oger et al. [31] has shown that the scheme coherence principle could be flouted, allowing the introduction of a more accurate SPH formulation.

Finite point method (FPM) is another truly meshless method proposed by Oñate et al. [32]. FPM uses a weighted least square interpolation scheme within each point cloud, which can be easily constructed to have consistency of a desired order, and adopts the point collocation method to obtain the discrete equations. Therefore, it is easy for numerical implementation and boundary conditions can be implemented in a natural way by just prescribing boundary conditions on points placed on boundaries. Moreover, not like in the classical SPH method, particles in the finite point method do not have a mass associated and they are merely interpolation points for the field information, including density. This makes the method more flexible in terms of an easier particle management and an easier treatment of boundaries. The price to pay for these advantages is that the method is not strictly conservative anymore, as opposed to SPH. The efficiency of FPM for solving a range of problems has been reported in [33–37]. In the same spirit of the finite point method, but using a Lagrangian description, Tiwari and Kuhnert have developed the Lagrangian finite point method (LFPM) and used it in many applications such as two-phase flows [38] and fluid-structure interactions [39]. Be a strong-form method, stabilization of FPM is often necessary. An upwinding approach was used as stabilization procedure in [32]. A residual stabilization technique [33] was later proposed as an alternative stabilization procedure appropriate for FPM. The technique was further developed into the so-called finite increment calculus (FIC) approach by Oñate [40]. Application of the FIC approach to the
solution of fluid flow problems using FPM can be found in [34,35]. Another simple modification for stabilization of the Neumann boundary conditions using equilibrium residuals at the boundaries was presented by Boroomand et al. [41].

Generally speaking, Lagrangian particle methods can handle convection dominated flows and large deformation problems very well due to their Lagrangian and adaptive nature. However, it is also known that, with a fixed support domain (or an Eulerian kernel) for each particle, it is difficult to maintain accurate interpolation based on the Lagrangian particle set, which is usually distorted by the flow map and hence loses its regularity. Sometimes particles undergo so massive amounts of strain that they do not overlap anymore in some directions. SPH solutions obtained from increasingly more irregular particle distributions will exhibit an increasing amount of numerical errors. This is the reason for the accuracy degradation of some SPH simulations. For LFPM, it is even possible to encounter the problem of ill conditioned matrix. To deal with the problem, two kinds of technique have been proposed. The main idea of the first kind is to take advantage of the adaptive distribution of particles. This kind of method includes the adaptive SPH [42,43], the total Lagrangian SPH [44,45], and the anisotropic neighbor searching algorithm [46]. The adaptive SPH introduces anisotropic kernel with tensor smoothing-lengths evolving automatically to follow the mean particle spacing as it varies in time, space, and direction around each particle. The efficiency of the method has not been extensively tested for a variety of flows. In the total Lagrangian SPH the neighborhood of each particle is determined from a reference configuration and remains fixed throughout the simulation. Nevertheless, in case of extremely large distortion, updating the reference configuration is necessary and may induce additional problems. The anisotropic neighbor searching algorithm aimed to select a minimal and robust set considering large anisotropy in the particle arrangement. Special treatment is needed when applying the method to find neighbors of a boundary point. The key idea of the second kind method is to restore regularity of the particle set. The regularized SPH [47] and the similar one called re-meshed SPH [48] belong to this category. The regularized SPH allows the particle distribution to be entirely redefined through a regularization process based on an optimized smoothing-length profile. In the re-meshed SPH (RSPH), the particle locations are periodically re-initialized onto a uniform grid. Regularization or re-meshing introduces resolution dependent numerical diffusion, which has been shown to have a negligible effect on the overall accuracy of the simulations for large Reynolds number flows only when high resolution (40,000 particles for example) is used. It has been demonstrated that the re-meshed SPH is capable of DNS quality simulations. The method has been applied successfully to solve problems such as heat conducting flows [48], chemically reactive flows [49], and virtual surgery [50]. Yet, it is still an open problem how to design suitable regularization techniques in the presence of free surface, which is linked to the loss of adaptivity by reg-
ularization. Another method of the second kind is the particle management technique [51], which partly modifies the particle distribution by merging particles too close to each other and inserting new particles into large holes and gaps. This requires on the one hand efficient detection procedures for nearby particles and large voids, on the other hand correct interpolation of the field data, when particles are merged and inserted. The particle management technique was implemented in LFPM.

Many previous works using SPH methods for simulations of incompressible flows adopted the approach of Monaghan [6], in which the real fluid is approximated by an artificial fluid which is weakly compressible. The artificial fluid has a specially designed equation of state with a speed of sound chosen to be still much larger than the speed of bulk flow and therefore has density fluctuations controlled to be small enough. Although simple for numerical implementation, weakly compressible SPH methods encounter problems such as sound wave reflection at boundaries, a stringent CFL time step constraint due to the high sound speed, and spurious pressure oscillations. To remedy these problems, strictly incompressible SPH (ISPH) methods have been developed [52–55], in which functions and their derivatives are still calculated by the SPH particle approximations. As mentioned before, the SPH particle approximations suffer the problem of inconsistency. If only a discrete velocity-divergence-free condition is enforced, larger density variation or particle clustering may occur and the density errors can accumulate during long time simulations. It was reported [56] that degradation and instability may happen in computations using ISPH for some simple viscous flows such as lid-driven cavity flow. Recently, Hu and Adams [57] proposed a fractional time-step SPH method to solve the difficulties concerning particle clustering and density error accumulation by enforcing both the zero-density-variation condition and the velocity-divergence-free condition at each full time step. A zero-density variation condition similar to that used in [57] was developed previously by Koshizuka et al. [58,59] for another incompressible meshless method, the so-called moving particle semi-implicit method. Ellero et al. [60] developed an alternative zero-density variation method by requiring that the volume of the fluid particles is constant and using Lagrangian multipliers to enforce the constraint. In LFPM [38,39], the Chorin’s projection method [61] for solving the incompressible Navier-Stokes equation using grid-based methods is extended to the Lagrangian and meshless framework with the help of the weighted least squares method.

In this paper, a regularized Lagrangian finite point method for numerical simulation of incompressible viscous flows is proposed. A Lagrangian finite point scheme similar to that proposed by Tiwari and Kuhnert [38,39] is applied to the projection method for the incompressible Navier-Stokes equations. The approximation of spatial derivatives is obtained by the weighted least squares method. Different from the work of Tiwari and Kuhnert [38,39], the pressure
Poisson equation with Neumann boundary condition is solved by a stabilized finite point method and the re-meshing technique is adopted to circumvent the problems associated with irregular particle distribution. Not like RSPH [48], the re-initialized particle distribution is not restricted to be uniform and the weighted least squares approximation is implemented to interpolate the properties of the old particles onto the new particle locations. The proposed regularized Lagrangian finite particle method (RLFPM) is tested against analytical and other numerical solutions for three benchmark problems demonstrating the capability of RLFPM as a meshless method for accurate and robust simulation of incompressible viscous flows.

The outline of the paper is as follows. In the next section, we introduce the partial differential equations (PDEs) governing the incompressible flow of a viscous fluid. In section 3, we describe the proposed methodology for solving the governing equations including the projection method, the weighted least squares method, the stabilized finite point method, and the re-meshing procedure. In section 4, numerical tests are presented. The paper ends up with concluding remarks in section 5.

2 Governing equations

In the Lagrangian form, the governing equations for the motion of a viscous incompressible fluid are

\[ \frac{\partial v_\alpha}{\partial x_\alpha} = 0 \]  
\[ \rho \frac{Dv_\alpha}{Dt} = - \frac{\partial p}{\partial x_\alpha} + \mu \frac{\partial}{\partial x_\beta} \left( \frac{\partial v_\alpha}{\partial x_\beta} \right) + \rho g_\alpha, \]  

where \( \rho \) denotes the fluid density, \( t \) the time, \( v_\alpha \) the \( \alpha \)-th component of the fluid velocity, \( x_\alpha \) the \( \alpha \)-th component of the position vector, \( p \) is the isotropic pressure, \( \mu \) the viscosity and \( g_\alpha \) the component of a body force such as gravity. The Einstein summation convention is used in this paper (the summation is taken over repeated indices). In Eq. (2), \( D/Dt \) is the material (total) derivative defined in a fixed Eulerian frame by

\[ \frac{D}{Dt} = \frac{\partial}{\partial t} + v_\beta \frac{\partial}{\partial x_\beta}. \]  

3 Regularized Lagrangian finite point method

The flow domain is discretized into a finite number of “particles”, who serve as interpolation points and move according to the velocity field. The governing
equations (1) and (2) also known as Navier-Stokes equations are discretized in time using a time-integration scheme and on each particle using the point collocation approach with an interpolation process over neighboring particles. The relevant physical quantities on each particle are then obtained by solving the discrete governing equations. In the following, we describe each aspect of the proposed methodology in details.

3.1 The projection method

We consider the projection method [61] to solve the equations (1) and (2) in time. This is a semi-implicit method and is of first order accuracy in time. It consists of two fractional steps. At the first step the new position and the intermediate velocity for each particle are computed as follows:

\[ x_{n+1}^\alpha = x_n^\alpha + \Delta t v_n^\alpha \]  
\[ v^*_n = v_n^\alpha + \Delta t \mu \frac{\rho}{\partial x_\beta} \left( \frac{\partial v_n^\alpha}{\partial x_\beta} \right) + \Delta t g^\alpha. \]  

Eq. (5) is obtained by integrating the momentum equation forward in time without the pressure gradient term and using a first-order Euler scheme with an explicit treatment of the viscous term. Then, at the second step, \( v^*_n \) is corrected to give the new velocity \( v_{n+1}^\alpha \) as

\[ v_{n+1}^\alpha = v_n^* - \Delta t \rho \frac{\partial p_{n+1}}{\partial x_\alpha}, \]  

where the pressure gradient is added. Meanwhile, the new velocity must satisfy the incompressibility constraint

\[ \frac{\partial v_{n+1}^\alpha}{\partial x_\alpha} = 0. \]  

By taking the divergence of equation (6) and using the constraint equation (7) for ensuring that \( v_{n+1}^\alpha \) is a divergence free vector, we obtain the Poisson equation for the pressure

\[ \frac{\partial}{\partial x_\alpha} \left( \frac{\partial p_{n+1}}{\partial x_\alpha} \right) - \rho \frac{\partial v^*_n}{\Delta t \partial x_\alpha} = 0. \]  

Projecting the equation (6) on the outward unit normal vector \( \mathbf{n} \) of the boundary \( \Gamma \), we obtain the Neumann boundary condition for \( p \), i.e,

\[ \left( \frac{\partial p_{n+1}}{\partial \mathbf{n}} \right)^n = -\frac{1}{\Delta t} \left[ v_{n+1}^\alpha n_\alpha - v^*_n n_\alpha \right]_\Gamma. \]
Assuming $v \cdot n = 0$ (non-penetration) on $\Gamma$, we get

$$\left( \frac{\partial p}{\partial n} \right)^{n+1} = \left[ \frac{\mu}{\rho} \frac{\partial}{\partial x_\beta} \left( \frac{\partial v_\alpha}{\partial x_\beta} \right) n_\alpha + g_\alpha n_\alpha \right]_\Gamma = 0 \quad (10)$$
onumber

on $\Gamma$.

In this Lagrangian projection method, the particle positions change only in the first step. The intermediate velocity, the pressure and the final divergence free velocity are all computed on the new particle positions. The spatial derivatives appearing in the above equations are approximated by the weighted least squares method. The Poisson pressure equation (8) with the Neumann boundary condition (10) is solved by a stabilized finite point method. The re-meshing technique is adopted to avoid the problems associated with irregular particle distribution. As a whole, we name the proposed numerical method as the regularized Lagrangian finite point method (RLFPM).

3.2 The weighted least squares method

In general, we would like to approximate spatial derivatives of a function $f(x)$ in the computational domain $\Omega$. The problem is that we know only discrete function values exactly at the particles positions $x_i \in \Omega, i = 1, \ldots, N$, where $N$ is the total number of discretization points. To approximate a function derivative at a given point $x$, only the discrete function values at the neighbor particles being in the support domain of $x$ (a ball in 3D or a disk in 2D) should be taken into account. The weighted least squares (WLS) method can be applied for that purpose. The method does not require regular distribution of points. This is an advantage of this method. In the following, we explain the weighted least squares method in 2D (extension to 3D is straightforward).

Consider a Taylor’s expansion of $f(x_i)$ around $x$

$$f(x_i) = f(x) + \sum_{\alpha=1}^{2} f_\alpha(x)(x_{i\alpha} - x_\alpha) + \frac{1}{2} \sum_{\alpha,\beta=1}^{2} f_{\alpha\beta}(x)(x_{i\alpha} - x_\alpha)(x_{i\beta} - x_\beta) + e_i, \quad (11)$$

where $e_i$ is the truncation error in the Taylor’s series expansion (here only to second-order, higher order expansions are, of course, possible), $f_\alpha$ is the derivative with respect to $x_\alpha$ (the $\alpha$-th component of the particle position vector $x$) and $f_{\alpha\beta}$ the derivative with respect to $x_\alpha$ and $x_\beta$. The symbols $x_{i\alpha}$ and $x_{i\beta}$ denote the $\alpha$-th and $\beta$-th components of the particle position vector $x_i$ respectively. From the given function values $f(x)$ and $f(x_i) \quad (i = 1, 2, \ldots, n)$, the unknowns $f_\alpha$ and $f_{\alpha\beta}$ for $\alpha, \beta = 1, 2$ (note that $f_{\alpha\beta} = f_{\beta\alpha}$) are computed by minimizing the error $e_i$ for $i = 1, 2, \ldots, n$. Here $n$ is the number of neighbor particles inside the support domain of $x$. 
Using the Taylor’s expansion (11) repeatedly for \( i = 1, 2, \ldots, n \), the system of equations for the five unknowns can be written as

\[
e = Ma - b
\]

with

\[
e = [e_1, e_2, \ldots, e_n]^T,
\]

\[
a = [f_1, f_2, f_{11}, f_{12}, f_{22}]^T,
\]

\[
b = [f(x_1) - f(x), f(x_2) - f(x), \ldots, f(x_n) - f(x)]^T,
\]

\[
M = [p_1, p_2, \ldots, p_n]^T
\]

where \( a \) is the vector containing the five unknowns and \( M \) is a matrix in which the vector \( p_i \) is defined as

\[
p_i = \left[ x_{i1} - x_1, x_{i2} - x_2, \frac{(x_{i1} - x_1)^2}{2}, (x_{i1} - x_1)(x_{i2} - x_2), \frac{(x_{i2} - x_2)^2}{2} \right]^T.
\]

For \( n > 5 \), this system is over-determined with respect to the five unknowns in \( a \). This problem can be simply overcome by determining the unknown vector \( a \) by minimizing the quadratic form

\[
J = \sum_{i=1}^{n} w_i e_i^2;
\]

where \( w_i = w(x_i - x) \) is the value of a weight function \( w \) at point \( x_i \). Standard minimization of \( J \) with respect to \( a \) gives

\[
a = C^{-1} Ab,
\]

where

\[
C = \sum_{i=1}^{n} w_i p_i p_i^T;
\]

\[
A = [w_1 p_1, w_2 p_2, \ldots, w_n p_n].
\]

The weight function is usually built in such a way that it takes a unit value in the vicinity of the point \( x \) where the function derivatives are to be computed and vanishes outside the support domain of \( x \). In this paper, we use a Gaussian weight function of the following form

\[
w(r, h) = \begin{cases} 
\exp \left( -\epsilon r^2/h^2 \right), & \text{if } r \leq h; \\
0, & \text{else},
\end{cases}
\]

where \( r = \|x_i - x\| \) and \( \epsilon \) is a positive constant chosen to be equal to 6.3 in our computations. The size of the searching radius \( h \) determines \( n \), the number
of neighboring particles around \( \mathbf{x} \) to be used for WLS approximation. For consistency reasons some obvious restrictions are required, for example, in 2D there should be at least 5 particles and they should not be on the same line or on a circle. The “linked-list” algorithm \([62]\) for searching the neighboring particles is adopted in this paper.

### 3.3 The stabilized finite point method for the Poisson equation

We want to solve the pressure Poisson equation (8) with the Neumann boundary condition (10) in a meshless structure. We consider the stabilized finite point method proposed by Boroomand et al. \([41]\). A key component of the method is the stabilization of the Neumann boundary condition (see \([41]\) for a detailed description). That is, instead of solving the original equations (8) and (10), the following equations must be solved for points inside or at the boundary of the domain:

\[
\begin{align*}
[A(p^{n+1})]_i &= 0 \quad \text{for } i \in \text{inside points} \\
[B(p^{n+1})]_i - \frac{1}{2} \gamma h_n [A(p^{n+1})]_i &= 0 \quad \text{for } i \in \text{boundary points},
\end{align*}
\]

(19)

where \( A \) and \( B \) represent the operators defined by the left hand sides of the equations (8) and (10) respectively, \( \gamma \) is a suitable factor and \( h_n \) a characteristic length. In our studies, \( \gamma = 0.5 \) or 1 was found to give satisfactory results. The characteristic length \( h_n \) is determined by the following expression

\[
h_n = 2(A_1 + A_2)/(L_1 + L_2),
\]

(20)

where \( A_1 \) and \( A_2 \) are the areas associated to the boundary point \( i \) and its nearest neighboring point inside the domain as shown in Figure 1, and \( L_1 \) and \( L_2 \) are their projections on the boundary.

Again, the spatial derivatives appearing in (19) are approximated by the weighted least squares method described in the previous subsection. The Dirichlet boundary condition is satisfied by simply prescribing the pressures on the corresponding boundary points to the fixed values. The final sparse linear algebraic equations for the unknown pressure values at the present time level \( n + 1 \) are solved by an iterative scheme known as the \textit{preconditioned bi-conjugate gradient method} \([63]\). At the beginning of the iteration, the initially guessed pressure values are taken as those from the previous time level \( n \). If the pressures at the previous time step are close to those of the present time step, a few number of iterations is required to obtain a converged solution. It is also necessary to give the initial pressure value for each particle at time \( t = 0 \). 
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3.4 Regularization of particle distribution by re-meshing

In the simulation procedure proposed in the subsection 3.1, particles move with the fluid velocity. Since the velocity field is the solution itself, one cannot predict in advance what the particle distribution will be. Hence, even if the particles are well distributed initially, they will in general cluster in some regions of the flow field and become insufficient in others. The former can in best case result in an unnecessarily high local resolution and thus computational effort, in the worst case yield numerical instabilities. The latter can spoil the accuracy and cause the problem of ill conditioned matrix in WLS. We use the re-meshing technique to circumvent these problems associated with irregular particle distribution created by the flow strain. In this technique, the position of the particles is periodically re-initialized to give a regular but not necessarily uniform distribution and the properties of the old particles are interpolated onto the new particle locations. This kind of technique has been implemented in a number of particle methods [64] including RSPH [48] but its application has not been reported before, to the best of our knowledge, in the context of FPM.

Various interpolation schemes may be applied for the re-meshing purpose. The simplest approach is to assign the arithmetic mean value of all field quantities at the closest neighboring old points to the new master point. This approach works well in 1d. In higher space dimensions, it is more stable to incorporate more than the closest neighbors into the interpolation. For particle methods such as vortex methods, interpolation formulas based on the integral representation of function are frequently used with a wide choice of interpolation or kernel functions [64]. They were also implemented in RSPH [48] due to their advantage of conserving the interpolated quantity. Since exact conservation is no more a concern in FPM, the choice made for this work is based on the
second order WLS approximation, which has been found to yield satisfying results.

We start again from the Taylor’s expansion (11) given in the subsection 3.2. The only difference from there is that \( f(x) \) now represents the unknown function value at the new point \( x \), which has to be determined together with other unknowns \( f_\alpha \) and \( f_{\alpha \beta} \). We can write the system of equations in the same form as (12) but with

\[
\mathbf{a} = [f, f_1, f_2, f_{11}, f_{12}, f_{22}]^T
\]

and

\[
\mathbf{b} = [f(x_1), f(x_2), \ldots, f(x_n)]^T.
\]

The vector \( \mathbf{p}_i \) is now defined as

\[
\mathbf{p}_i = \left[ 1, x_{i1} - x_1, x_{i2} - x_2, \frac{(x_{i1} - x_1)^2}{2}, (x_{i1} - x_1)(x_{i2} - x_2), \frac{(x_{i2} - x_2)^2}{2} \right]^T.
\]

By using the same WLS approach as described in the subsection 3.2, we finally obtain the unknown vector \( \mathbf{a} \) with the same expression as (15). The first component of \( \mathbf{a} \) is the interpolated function value at the new point, which is looked for. The weight function \( w \) and the number of neighboring old points \( n \) play important roles in the interpolation. In our simulations, we found that the choice of \( n = 9 \) and the same weight function (18) as used for approximating spatial derivatives gives the best results in terms of accuracy and stability.

Re-meshing can be performed with a frequency depending on the strain of the flow map. Since the projection method consists of two fractional steps, re-meshing can be implemented after either the first or the second fractional step. In this paper, re-meshing is performed after the first fractional step. In the case of regularization performed at every full time step, extra diffusion introduced by re-meshing can be quite large. In order to avoid unnecessary re-meshing when a very small time step is used or the strain of the flow is very low, we here introduce the maximum distance criterion for re-meshing, i.e., re-meshing is performed only when

\[
d^\text{max} \geq \xi \Delta d,
\]

where \( d^\text{max} \) is the maximum of distances between new particle positions and previously re-initialized particle positions, \( \Delta d \) the nearest neighbor distance in the previously re-initialized particle configuration, and \( \xi \) a parameter typically set to 0.25. We will show later in the subsection 4.1 that the maximum distance criterion helps to reduce the extra diffusion error significantly. The re-initialized particle distribution can vary at different time levels, which is essential for the simulation of flow problems with time-varying boundaries such as free surface flows. An example will be given in the subsection 4.2.
3.5 Time step selection

Since the numerical scheme is essentially explicit, several time step constraints must be satisfied for numerical stability, including a Courant-Friedrichs-Lewy (CFL) condition,

\[ \Delta t \leq 0.15 \frac{h}{U_{\text{max}}}, \]

and a constraint due to viscous diffusion,

\[ \Delta t \leq 0.125 \frac{h^2}{\nu}, \]

where \( U_{\text{max}} \) is the maximum value of velocity for a given problem and \( \nu = \mu/\rho \) is the kinematic viscosity. If a body force is to be considered, we then have the additional constraint

\[ \Delta t \leq 0.25 \min_{\nu_n} \frac{h}{g_n}. \]

4 Numerical examples

In this section, we examine the validity of RLFPM proposed in this paper for the numerical simulation of incompressible viscous flows. Three benchmark two-dimensional problems are considered. They are Taylor-Green flow, lid-driven flow in a cavity and flow through a periodic lattice of cylinders. For the first problem, we have compared the numerical solutions obtained by RLFPM with the exact ones and analyzed spatial and temporal convergence of RLFPM. The problem of extra diffusion due to remeshing is discovered for large Reynolds numbers. For the second problem, our numerical solutions have been compared with solutions obtained by a finite difference method and a very good agreement of both solutions has been found. In the third problem, we find that RLFPM results are in close agreement with results from a finite element method and better than those from a weakly compressible SPH method.

4.1 Taylor-Green flow

As a first test of RLFPM, we perform a simulation of two-dimensional Taylor-Green flow. The Taylor-Green flow is a periodic array of decaying vortices in the \((x, y)\) plane with velocity components given by

\[ v_x(x, y, t) = -U e^{bt} \cos(2\pi x) \sin(2\pi y), \]
\( v_y(x, y, t) = U e^{bt} \sin(2\pi x) \cos(2\pi y), \) 

(26)

where \( b = -8\pi^2 / \text{Re} \). The Reynolds number here is defined as

\[ \text{Re} = \frac{UL}{\nu}, \]

(27)

where \( L \) is the characteristic length. The computation is performed in a periodic domain \([0, L] \times [0, L]\) with \( L = 1 \text{ m} \). The initial particle velocity is assigned according to Eqs. (25) and (26) with \( t = 0 \) and \( U = 1 \text{ ms}^{-1} \). The initial pressure is given as \( p(x, y, 0) = 0 \). The computational domain was modeled with \( N \times N \) real particles which were placed with a uniform spacing of \( \Delta x = \Delta y \). During the simulation, the re-initialized particle distribution was kept the same as the original one. The searching radius \( h \) was set to \( 3\Delta x \) and the stabilization factor \( \gamma \) was assigned to 1. The periodic boundary conditions in all directions are enforced by placing imaginary particles outside the calculation region. For example, let \( d \) be the horizontal distance of a real particle to the left boundary at \( x = 0 \), if \( d \leq h \), then a imaginary particle is placed at \( x = L + d \) with other properties including the \( y \) coordinate copied from the corresponding real particle.

For the error analysis of the RLFPM simulations, we used the relative error

\[ L_{\infty}^\text{max} = \max_{t=0}^T \left( \frac{u'_{ex}^t - u'^t}{u'_{ex}^t} \right), \]

where \( u'_{ex}^t \) denotes the maximum velocity of the exact solution at time \( t \) and \( u'^t \) the maximum velocity of the numerical simulation at time \( t \). For the analysis of spatial convergence, \( T \) is the time where \( u'^T_{ex} = U/50 \), which is the same as used for RSPH [48]. For the analysis of temporal convergence, \( T \) is the time where \( u'^T_{ex} = U/5 \). Figure 2 shows the relative error \( (L_{\infty}) \) as a function of the number of particles for the RLFPM and RSPH calculations at \( \text{Re} = 1 \). The time step is fixed to \( 5 \times 10^{-5} \text{ s} \) for the RLFPM calculations. For both RLFPM and RSPH, the relative error decreases as the number of particles is increased. The convergence rate of RLFPM is faster than that of RSPH. When the number of particles is larger than 3600, RLFPM \( (L_{\infty} < 1\%) \) is more accurate than RSPH \( (L_{\infty} < 3\%) \). Figure 3 gives the temporal convergence plot of RLFPM for \( \text{Re} = 1 \) with the number of particles fixed to 3600. An intriguing finding is that the error of RLFPM decreases as the time step increases in a certain range. Nevertheless, the same feature has been already discovered in a similar mesh-based method, \textit{semi-Lagrangian method} [65]. Falcone and Ferretti [66] showed that the overall error of semi-Lagrangian method is indeed not monotonic with respect to time step \( \Delta t \) and it has the particular form:

\[ O(\Delta t^k + \frac{\Delta x^{p+1}}{\Delta t}), \]

where \( k \) refers to the order of time integration and \( p \) to the interpolation order.
Fig. 2. Relative error of RLFPM and RSPH simulations of the Taylor-Green flow at Re = 1 with different spatial resolutions.
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Fig. 3. Relative error of RLFPM simulations of the Taylor-Green flow at Re = 1 with different temporal resolutions.
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It can be expected that the overall error form of RLFPM with respect to time step possesses a similar structure as above. The time-depended behavior of the maximum velocity of the flow for Re = 1000 calculated from RLFPM with different options is presented in Fig. 4 and is compared to the analytical solution. With a medium resolution (3600 particles), the RLFPM solution with remeshing performed at every time step ($L_\infty < 24\%$) decays much faster than the exact solution does. This numerical hyperviscous effect is due to extra diffusion introduced by remeshing, which can be quite large in the case of regularization performed at every time step. It can be dominant in the simulations of large Reynolds number flows as shown in this example. By performing remeshing according to the maximum distance criterion, the effect of extra diffusion is reduced and the overall accuracy is improved to $L_\infty < 10\%$.
Fig. 4. Decay of the maximum velocity for $\text{Re} = 1000$. Comparison of the exact solution with (a) the RLFPM solution with 3600 particles and remeshing performed at every time step, (b) the RLFPM solution with 3600 particles and remeshing performed according to the maximum distance criterion, and (c) the RLFPM solution with 10000 particles and remeshing performed according to the maximum distance criterion.

with the same resolution (3600 particles). To remain the simulations accurate enough for large Reynolds numbers ($\text{Re} = 1000$), it is necessary to increase the particle resolution, e.g., the RLFPM solution using 10000 particles yields $L_\infty < 5\%$ (Fig. 4), which is the level of accuracy achieved by the RSPH simulation using 40000 particles. An antidiffusive or high-order interpolation scheme may be implemented into the remeshing process to minimize the error and further improve the overall accuracy.

The CPU cost per full time step in a Pentium 4 PC is 1.8 s for 3600 particles and 6.4 s for 10000 particles. The CPU cost per particle in the latter case is higher than that in the former case because computational cost for solving the pressure Poisson equation does not scale linearly with the number of particles.

4.2 Lid-driven flow in a cavity

The second test case is the flow in a closed square due to a horizontal moving of the top side of the square while the other three sides remain stationary. The flow will form a recirculation pattern after reaching steady state. This is a classic benchmark simulation and steady flow in a cavity has become a popular example for testing and comparing numerical methods for many years. The dimension of the side of the square domain is considered to be $L = 1\text{ m}$. Most of the simulations in literature are performed with constant horizontal velocity over the top side. Because of the velocity discontinuity at
the top two corners, the solution of the Navier-Stokes equations is in some way “singular” at these points (the vorticity becomes infinite). As a consequence, it is difficult to compare solutions since the approximation of the flow close to the singularity affects the accuracy of the solution. To avoid such a singularity, we consider a regular solution of the problem suggested by Tiwari and Kuhnert [67], who proposed to prescribe the velocity on the top side of the cavity as

$$v_x(x, 1) = 16x^2(1 - x)^2, v_y(x, 1) = 0.$$  

Note that the horizontal velocity is not longer constant. Homogeneous Dirichlet boundary conditions $v_x = v_y = 0$ are applied over the rest of the boundaries. The Neumann boundary condition (10) is applied on all the boundaries for solving the pressure Poisson equation.

A total of 2601 ($51 \times 51$) particles were first evenly placed in equal distance ($\Delta x = \Delta y = 0.02$ m) over the problem domain with 200 of them located right on the four sides of the square (51 on each side), which are so called boundary particles. Then, the positions of boundary particles were fixed, while the positions of internal particles were shifted with slight random displacements to give an arbitrary non-uniform particle distribution as shown in Fig. 5. The reason for doing this is to show that RLFPM is more flexible than FDM and RSPH. Again the searching radius $h$ was set to $3\Delta x$ and the stabilization factor $\gamma$ was assigned to 1. The density is set to $\rho = 1$ $\text{kgm}^{-3}$ and the characteristic velocity is chosen to be $U = 1$ $\text{ms}^{-1}$. By changing the viscosity, simulations corresponding to four different Reynolds numbers were performed. Figure 6 and Figure 7 show the steady vertical velocity profile along the horizontal centerline of the square and the steady horizontal velocity profile along the vertical centerline of the square respectively for Reynolds numbers equal to 10, 100, 400 and 1000. The FDM results presented for comparison were ob-
Fig. 6. Comparisons of the results obtained using RLFPM (symbols) and FDM (lines) for the lid-driven flow in a cavity: the steady vertical velocity profiles along the horizontal centerline of the square for Reynolds numbers 10, 100, 400 and 1000.

Fig. 7. Comparisons of the results obtained using RLFPM (symbols) and FDM (lines) for the lid-driven flow in a cavity: the steady horizontal velocity profile along the vertical centerline of the square for Reynolds numbers 10, 100, 400 and 1000.

obtained by using a finite difference method to solve the Navier-Stokes equations in streamfunction and vorticity formulation with a fine grid of 301 × 301 (see [68] for details). It can be observed that the results obtained using RLFPM and FDM are almost identical in the lower Reynolds number cases and they are in good agreement in the higher Reynolds number cases. For all these simulations, in the re-meshing procedure, the re-initialized particle distribution was kept the same as the initial one. For the Reynolds number 400, we also performed the simulation by varying the re-initialized particle distribution at each re-meshing step and in a random way as described before. The simulation went well and no significant differences were observed between the results with
Fig. 8. Comparisons of the results obtained using RLFPM with fixed and variable re-initialized particle distribution for the lid-driven flow in a cavity: the steady vertical velocity profiles along the horizontal centerline of the square for Reynolds number 400.

Fig. 9. Comparisons of the results obtained using RLFPM with fixed and variable re-initialized particle distribution for the lid-driven flow in a cavity: the steady horizontal velocity profile along the vertical centerline of the square for Reynolds number 400.

variable re-initialization and those with fixed re-initialization (Fig. 8 and Fig. 9).

Finally, to check the convergence of RLFPM, we performed the simulation with a refined discretization using 10201 (101 × 101) particles for the case of Re = 1000. The results are shown in Figure 10 and Figure 11 for the steady vertical velocity profile along the horizontal centerline of the square and the steady horizontal velocity profile along the vertical centerline of the
Fig. 10. Comparisons of the results obtained using RLFPM with coarse and refined discretization for the lid-driven flow in a cavity: the steady vertical velocity profiles along the horizontal centerline of the square for Reynolds number 1000.

Fig. 11. Comparisons of the results obtained using RLFPM with coarse and refined discretization for the lid-driven flow in a cavity: the steady horizontal velocity profile along the vertical centerline of the square for Reynolds number 1000.

square respectively. It can be seen that the differences between the RLFPM results with coarse mesh and those with refined mesh are small, and the results obtained by RLFPM using the refined mesh (101 × 101) is almost overlapped with the results obtained by FDM using a very fine grid (301 × 301).
4.3 Flow through a periodic lattice of cylinders

The third test of the proposed method involves flow through a square lattice of cylinders, which has been studied extensively as a simple model of flow through fibrous porous media. The computational domain of the problem consists of a single cylinder of radius $a$ and its associated volume within the lattice (see Fig. 12). Flow is driven by a body force along the $x$-direction ($g_x = F$). On the four sides of the square, periodic boundary conditions are applied to model an infinite periodic arrangement of cylinders. On the boundary of the single cylinder, no-slip boundary condition is applied.

Numerical simulation of flow through a periodic lattice of cylinders was performed using RLFPM for $L = 0.1$ m, $a = 0.02$ m, $\nu = 10^{-6}$ m$^2$s$^{-1}$, and $F = 1.5 \times 10^{-7}$ m$^2$s$^{-2}$. Replacing $L$ with $a$ in Eq. (27) and choosing the characteristic velocity to be $U = 5 \times 10^{-5}$ m$s^{-1}$ gives $Re = 1$. The same problem has been also modelled using a weakly compressible SPH method (WSPH) and a finite element method (FEM) in [8]. The WSPH simulation used approximately 3000 particles. To be comparable with it, our simulation was run using 2264 particles with 50 of them being located on the perimeter of the cylinder. The nearest neighbor distance $\Delta x$ was about 0.002 m and the searching radius $h$ was set to $3\Delta x$. The periodic boundary conditions on the four sides of the square are implemented by generating imaginary particles in the same way as in the first test case.

Steady velocity and pressure distributions for $\gamma = 0.5$ and $\gamma = 1$ are compared by plotting values along the four paths defined in Fig. 12. The arc of path 3 was taken 0.002 m beyond the cylinder surface. Fig. 13 shows velocity profiles...
obtained using RLFPM for path 1 and path 2. The differences between the results with $\gamma = 0.5$ and the results with $\gamma = 1$ are negligible. A direct visual comparison with the velocity profiles in Fig. 6 of [8] shows that the results obtained using RLFPM are in close agreement with those from the WSPH and the FEM throughout the flow domain. In Fig. 14, we plot the dynamic pressure profiles along paths 3 and 4. There are only small differences between the predicted pressures with $\gamma = 0.5$ and those with $\gamma = 1$. The predicted pressure profile along path 3 with $\gamma = 1$ shows small local fluctuations in the areas just before and after the cylinder, while that with $\gamma = 0.5$ is fluctuation free. Again, through a direct visual comparison with the pressure profiles in Fig. 8 of [8], we find that the simulated pressure profiles using RLFPM are
in good agreement with those simulated by the FEM and superior to those predicted by the WSPH which exhibit unphysical fluctuations.

5 Conclusions

A regularized Lagrangian finite point method (RLFPM) is proposed in this paper for the numerical simulation of incompressible viscous flows. Due to the adoption of the truly incompressible approach (the projection method), the proposed method is not subject to a severe restriction on time step and does not produce unphysical pressure oscillations. Therefore, it could be more efficient than other Lagrangian particle methods who use the weakly compressible approach, particularly as the Reynolds number is increased. Two key components of RLFPM are the application of the stabilized finite point method for solving the pressure Poisson equation with Neumann boundary condition and the implementation of the re-meshing technique for overcoming the problems associated with irregular particle distribution, which is encountered typically in Lagrangian particle methods. Numerical tests including Taylor-Green flow, lid-driven flow in a cavity and flow through a periodic lattice of cylinders are presented to validate the proposed methodology. The results indicate that RLFPM is an accurate and robust numerical method for the meshless solution of incompressible viscous flows. The accuracy and stability of RLFPM comes with a minimal additional computational cost due to re-meshing. However, with medium spatial resolutions and for large Reynolds number flows, extra diffusion caused by re-meshing has been shown to have a non-negligible numerical hyperviscous effect on the overall accuracy of the simulations, especially when re-meshing is performed at every time step. The maximum distance criterion for re-meshing can help to alleviate the effect of extra diffusion. To further reduce the extra diffusion error, it is necessary to increase the particle resolution or consider the implementation of an antidiffusive process.
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