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Abstract

In this paper we present two enhanced variants of the smoothed particle hydrody-
namics (SPH) method for the numerical simulation of free surface flows of viscous
fluids. Improvements are achieved by deriving a new set of general discrete SPH-like
equations under an energy-based framework and applying a corrected (high-order)
or coupled particle approximation scheme for function derivatives. By doing so, we
ensure that the enhanced variants retain the conservative nature of SPH which is
important for the stability of long-term simulations. Among various corrected ap-
proximations, we here implement the one obtained by the so-called finite particle
method (FPM) within the framework to produce a higher-order SPH method which
conserves both linear and angular momentums. In order to improve the efficiency
of the higher-order variant, a coupled approach with the idea of using the SPH ap-
proximation for the interior particles and the FPM approximation for the exterior
particles is also proposed and tested in this paper. Three prototype tests concern-
ing free deformation of a viscous fluid patch with free surface are presented with
comparisons between different methods to demonstrate the performance of the two
proposed methods. Numerical results show that both the higher-order version using
FPM and the coupled version using FPM/SPH outperform the original version of
SPH in respect of accuracy and stability.
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1 Introduction

Recently, in the general area of computational mechanics there is a growing
interest in developing so-called meshless/meshfree methods or particle meth-
ods as alternatives to traditional grid-based methods such as finite difference
methods and finite element methods. Among the various meshfree and particle
methods, Smoothed Particle Hydrodynamics (SPH) is the longest established
and is quickly approaching a mature stage. The SPH method was originally
developed for astrophysical applications [18,28]. Since its invention, it has been
extensively studied, extended and applied in many areas such as the dynamic
response of elasto-plastic materials [2,23,24], free surface flows [31], viscous
flows [17,36,45,46], solid friction [29], incompressible fluids [10,42], heat trans-
fer [7], multi-phase flows [32,37], geophysical flows [1,8,38], turbulence model-
ing [34], viscoelastic flows [13,14], and free surface viscoelastic flows [16]. For
more information on the SPH method, we refer the reader to the book by Liu
and Liu [25] and the most recent review of the method by Monaghan [35].

SPH is a Lagrangian meshless method in which the problem to be solved is
discretized using particles that are free to move rather than by fixed grids or
meshes. The governing PDEs are converted into equations of motion for these
particles. SPH has several advantages over grid-based methods. Amongst these
we highlight the following:

• It handles convection dominated flows and large deformation problems very
well due to its Lagrangian and adaptive nature;

• Complex free surfaces, including those with fragmentation, are modeled
naturally without the need of any form of explicit surface tracking;

• Complicated physics such as multi-phase, realistic equations of state, com-
pressibility, radiation and solidification can be added easily;

• It handles easily complex geometries in two and three dimensions;
• Programming for complex problems is an easy task compared with other

methods such as finite element methods.

Another unique and attractive characteristic of the SPH method is the harmo-
nious combination of the Lagrangian formulation and particle approximation,
which makes the SPH particles not only function as interpolation points like
the particles in other mesh-free methods but also carry material properties.

Yet, SPH suffers from several drawbacks: low accuracy; tensile instability; dif-
ficulty in enforcing essential boundary conditions. This paper mainly addresses
the first of these deficiencies, which originates from the particle approximation
procedure adopted in SPH (see Section 3.3 for details). Where appropriate,
tensile instability which is closely related to the problem of low accuracy, will
also be discussed. Various methods have been developed to improve the accu-
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racy of the conventional SPH. The symmetrization and anti-symmetrization
in some SPH formulations [30] were first attempted to improve the accuracy
of the SPH particle approximation. A reproducing kernel particle method was
developed by Liu et al. [27] to reproduce consistency conditions by correct-
ing the smoothing function which is a key component in particle approxi-
mation. Johnson and Beissel [22] proposed a normalized smoothing function
algorithm. Dilts [11,12] introduced the moving least square approximation into
SPH computations. Using Taylor series expansion, Chen and Beraun [6] de-
veloped a corrected smoothed particle hydrodynamics method for nonlinear
dynamic problems. Their work was followed recently by Liu et al. [26] who
proposed the so-called finite particle method (FPM) and applied it to viscous
fluid flows. Zhang and Batra [47] applied a similar idea to transient problems
in elastic dynamics and heat conduction. Most of the previous contributions
attempting to improve SPH have focused on replacing directly the existing
SPH particle approximations to functions and their derivatives by corrected
approximations with polynomial consistency enforced. As a consequence, an-
gular momentum and/or linear momentum are usually not strictly conserved
by the discrete equations and the long-time simulations are potentially un-
stable. Differently, Bonet and Lok [3] presented a corrected SPH formulation
using a variational framework with the advantage of preserving both linear
and angular momentum.

The purpose of this paper is to derive and test a new set of discrete con-
servative hydrodynamics equations for the simulation of free surface flows of
viscous fluids with improved accuracy and stability by using a corrected or
coupled particle approximation within an energy-based framework. It turns
out that the energy-based formulation here is consistent with the variational
formulation [3] and the so-obtained new set of discrete equations is a bit more
general than that in the latter. The outline of the paper is as follows. In the
next section, the partial differential equations (PDEs) governing the flow of
a viscous fluid are outlined. In Section 3 we first give brief introductions on
the two particle approximations, namely, SPH and FPM, and then derive a
general set of discrete hydrodynamics equations from the PDEs by following
an energy-based approach [15] from which conservation of linear momentum
is guaranteed and conservation of angular momentum is also ensured when a
particle approximation of first-order consistency is used. After that, a conven-
tional SPH formulation is revisited in the energy-based framework and two
new particle hydrodynamics methods are obtained by actualizing the general
set of discrete hydrodynamics equations with the FPM particle approximation
and a coupled FPM/SPH particle approximation, respectively. In Section 4,
three prototype tests concerning free deformation of a viscous fluid patch are
used to discuss the performance of various methods. The paper ends up with
concluding remarks in Section 5.
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2 Governing equations

In a Lagrangian frame, the continuity equation and α-th projection of the
momentum balance equation for a viscous fluid may be written as

Dρ

Dt
= −ρ

∂vβ

∂xβ
, (1)

ρ
Dvα

Dt
= − ∂p

∂xα
+

∂ταβ

∂xβ
, (2)

where ρ denotes the fluid density , vβ the β-th component of the fluid velocity,
p the isotropic pressure, ταβ the (α, β)-th component of the viscous stress
tensor. If neglecting the heat flux and the body force, the energy equation can
be written as follows.

ρ
De

Dt
= φ− p

∂vβ

∂xβ
, (3)

where e is the internal energy per unit mass. The dissipation function φ is
defined by

φ = ταβdβα, (4)

where the traceless symmetric velocity gradient tensor is

dαβ =
1

2

[
∂vα

∂xβ
+

∂vβ

∂xα

]
− 1

λ

[
∂vγ

∂xγ

]
δαβ (5)

with δαβ = 1 if α = β and δαβ = 0 if α 6= β, and λ the spatial dimension. The
viscous stress tensor is given by

ταβ = 2ηdαβ (6)

with the shear viscosity denoted by η and the bulk viscosity assumed to be
null. In the above equations, the spatial coordinates xα and time t are the
independent variables and D/Dt is the material (total) derivative defined in
a fixed Eulerian frame by

D

Dt
=

∂

∂t
+ vβ ∂

∂xβ
. (7)

Note that the Einstein summation convention (the summation is taken over
repeated indices) is applied in this paper to α or β but not to i or j.

In the standard SPH method for solving compressible flows, the pressure is
calculated by the local density and internal energy through the equation of
state. The real fluids such as water are compressible, but with a speed of
sound c which is very much greater than the speed of bulk flow. Hence using
the actual equation of state of the fluid will lead to prohibitive time step
that are extremely small. It can be shown [31] that the density variation is
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proportional to the square of the Mach number M2 (M ≡ V/c, where V
is a typical reference velocity). For fluids like water, with c ∼ 103 m/s, the
Mach number is extremely small, and it is customary to approximate the fluid
by a theoretically incompressible fluid. Though it is possible to include the
constraint of the constant density into the SPH formulations, the resultant
equations are too cumbersome. Many previous works using the SPH method
for the simulation of fluid flows adopted a different approach [31], in which
the real fluid is approximated by an artificial fluid which is more compressible
than the real fluid. The artificial fluid has a specially designed equation of
state with a speed of sound which is still much larger than the speed of bulk
flow and therefore has very small density fluctuations. In this paper, we follow
this approach by using the following equation of state:

p(ρ) = c2(ρ− ρ0), (8)

where ρ0 is a reference density. A suitable choice of c can produce the desired
density variation. For the simulations performed in this paper, we control the
density variation to within 1% so that the behavior of the artificial compress-
ible fluid is sufficiently close to the real fluid.

3 Discretisation

3.1 SPH method

The interpolation process of SPH is based on the integral representation of a
field function f(x),

〈f(x)〉 =
∫

Ω
f(x′)W (x− x′, h)dx′, (9)

where W is the so-called smoothing function or kernel function and h is the
smoothing length defining the influence area of W . The integral representation
converges when W satisfies the following conditions:

∫

Ω
W (x− x′, h)dx′ = 1 (10)

and
lim
h→0

W (x− x′, h) = δ(x− x′). (11)

Moreover, to be valid, it is often required that

W (x− x′, h) > 0 over Ω (12)

and
W (x− x′, h) = 0 when |x− x′| > kh, (13)
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where k is a constant which is a measure of the effective (non-zero) area of
the smoothing function centered at a point having position vector x. This
effective area is called the support domain of the point x. Using the compact
condition (13), integration over the entire problem domain is localized as the
integration over the support domain of a given point. If the smoothing function
W is an even function in x, by using the Taylor series expansion of f(x′)
around x, it can be shown that, with the normalization condition (10), the
integral representation of f(x) is of second order (O(h2)) accuracy. However,
this is true only for interior regions. For boundary regions, the SPH integral
approximation does not have second order accuracy.

The continuous integral representation (9) can be discretized as a summation
over all particles in the support domain to give the so called particle approxi-
mation as follows:

〈f(x)〉 ' ∑

j

mj

ρj

fjW (x− xj, h), (14)

where mj and ρj are the mass and density of the particle j respectively (mj/ρj

gives the volume Vj associated with the particle j) and j = 1, 2, ..., N in which
N is the number of particles within the support domain of particle x. Note
that the discretized form of the normalization condition

∑
j W (x−xj, h)Vj = 1

is valid only for some simple cases, but not valid for randomly distributed par-
ticles or particles close to the boundaries. Hence the SPH particle approxima-
tion for a function does not have zero-th order consistency even for particles
in interior regions i.e. it does not exactly reproduce a constant (0-th order
polynomial) function. However, several numerical studies indicate that SPH
is at least first order accurate when the particle set maintains its regularity
and the overlap property.

The particle approximation for the spatial derivative ∂f(x)/∂x can be ob-
tained simply by substituting f(x) with ∂f(x)/∂x in Eq. (9). After integrat-
ing by parts and using the divergence theorem, this leads to

〈
∂f(x)

∂x

〉
=

∫

S
f(x′)W (x− x′, h)ndS −

∫

Ω
f(x′)

∂W (x− x′, h)

∂x′
dx′. (15)

The first term on the right-hand side of Eq. (15) is the so-called residual
boundary integral. In the original SPH approximation, it is neglected. By
doing so and using summation over particles to replace continuous integration
in the second term in Eq. (15) as was done in deriving Eq. (14) from Eq. (9),
we obtain 〈

∂f(x)

∂x

〉
' −∑

j

mj

ρj

fj
∂W (x− xj, h)

∂xj

. (16)

It is important to note that the residual boundary integral is zero when the
support domain of a given particle is located within the problem domain due
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to the compact condition (13) for W . However, it is normally no longer zero
when the support domain is truncated by the boundary of the problem domain.
The latter case is closely related to the problem of particle deficiency near or
on the boundary. For particles near or on the boundary, only particles inside
the boundary contribute to the SPH summation for the gradient calculation
and there is no contribution from outside. The one-sided contribution causes
inaccurate solutions. A natural attempt at solving the problem by reverting to
the original integral estimate and using the boundary conditions through the
residual boundary integration failed for some simple problems. So, common
practice in solving the problem of particle deficiency is still to use the various
techniques based on virtual (or, ghost) particles [36,41,45].

The particle approximation for a function and its derivatives at particle i can
finally be written in condensed form as

fi =
∑

j

mj

ρj

fjWij, (17)

(
∂f

∂x

)

i

=
∑

j

mj

ρj

(fj − fi)
∂Wij

∂xi

, (18)

where Wij = W (xi−xj, h) and ∂Wij/∂xi = ∂W (xi−xj, h)/∂xi. It should be
noted that the gradient ∂Wij/∂xi is calculated with respect to xi not xj as in
Eq. (16), so the negative sign in Eq. (16) is removed in Eq. (18). Eq. (18) also
introduces “−fi” into the discrete particle approximation in order to ensure
that the derivatives of a constant function vanish. Because Wij is a function
of the distance r = |xi − xj| between the particles i and j, we have

∂Wij

∂xi

=
(

xi − xj

r

)
∂Wij

∂r
, (19)

and therefore

∂Wji

∂xj

= −∂Wij

∂xi

. (20)

The smoothing function is one of the most important ingredients of the SPH
method. Its choice is related to the accuracy, efficiency, and stability of the
resulting algorithm. In the literature many possible forms for it have been pro-
posed ranging from Gaussian functions to spline functions with the compact
condition. In this paper we chose the quintic spline function as the smoothing
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function. Writing q = r/h and choosing k in Eq. (13) equal to 3, it reads

Wij = W (r, h) = w0 ×





(3− q)5 − 6(2− q)3 + 15(1− q)5, 0 ≤ q < 1;

(3− q)5 − 6(2− q)3, 1 ≤ q < 2;

(3− q)5, 2 ≤ q < 3;

0, q ≥ 3,

(21)
where the normalization factor w0 = 7/(478πh2) in two-dimensional problems.

In SPH method, the velocity gradients are calculated by using the formula
(18) to give (

∂vα

∂xβ

)

i

=
∑

j

mj

ρj

(
vα

j − vα
i

) ∂Wij

∂xβ
i

. (22)

3.2 Finite particle method

Following the work of Chen and Beraun [6], Liu et al. [26] proposed a set of
correction formulas for both the SPH kernel function and the derivatives of the
SPH kernel function, which they called finite particle method. A similar work
was independently done by Zhang and Batra [47]. We here briefly describe the
finite particle method as below.

A sufficiently smooth function f(x) at point x can be expressed by a Taylor
series expansion to first order as follows:

f(x) = fi + (xα − xα
i )fi,α, (23)

where fi and fi,α are defined as

fi = f(xi), (24)

fi,α =

(
∂f

∂xα

)

i

. (25)

Multiplying both side of Eq. (23) with a weight function ϕ(x − xi, h) with
a compact support and integrating over the problem space Ω can yield the
following equation:

∫

Ω
f(x)ϕ(x−xi, h)dx = fi

∫

Ω
ϕ(x−xi, h)dx+fi,α

∫

Ω
(xα−xα

i )ϕ(x−xi, h)dx.

(26)
Like SPH, the integrals in the above equation can be numerically approximated
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by summation over the particles surrounding point xi, that gives

∑

j

f(xj)ϕ(xj−xi, h)Vj = fi

∑

j

ϕ(xj−xi, h)Vj+fi,α

∑

j

(xα
j−xα

i )ϕ(xj−xi, h)Vj.

(27)
This equation can be rewritten in the form of matrix equation as:

Amn
i F n

i = Bm
i , (28)

where

F n
i = [fi, fi,α]T , (29)

Bm
i =

∑

j

f(xj)ϕ
m(xj − xi, h)Vj, (30)

and

Amn
i =


∑

j

ϕm(xj − xi, h)Vj,
∑

j

(xα
j − xα

i )ϕm(xj − xi, h)Vj


 . (31)

Corresponding to one-, two-, and three-dimensional cases, there are 1 function
value, and 1, 2 and 3 first order derivatives that will be approximated by
solving the matrix equation (28). It is clear that m is from 1 to 2, 3, and
4 respectively corresponding to one-, two-, and three-dimensional cases and
therefore a set of weight functions ϕm(xj−xi, h) needs to be determined. Since
the purpose of this paper is to improve SPH method, the kernel function in
SPH and its derivatives are also used in FPM as the weight functions. For
two-dimensional case, we have

ϕ1(xj − xi, h) = Wij, (32)

ϕ2(xj − xi, h) =
∂Wij

∂x1
i

, (33)

ϕ3(xj − xi, h) =
∂Wij

∂x2
i

, (34)

where Wij is given in Eq. (21). Solving the local matrix equation (28), the
function value as well as the first derivatives at particle i can be calculated as

fi =
∑

j

mj

ρj

fjW̃ij, (35)

(
∂f

∂x

)

i

=
∑

j

mj

ρj

fj

˜∂Wij

∂xi

, (36)

where Vj is replaced by mj/ρj and the corrected kernel function W̃ij and its
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derivatives ∂̃Wij

∂xi
are given by




W̃ij

∂̃Wij

∂x1
i

∂̃Wij

∂x2
i




=




∑
j WijVj

∑
j(x

1
j − x1

i )WijVj
∑

j(x
2
j − x2

i )WijVj

∑
j

∂Wij

∂x1
i

Vj
∑

j(x
1
j − x1

i )
∂Wij

∂x1
i

Vj
∑

j(x
2
j − x2

i )
∂Wij

∂x1
i

Vj

∑
j

∂Wij

∂x2
i

Vj
∑

j(x
1
j − x1

i )
∂Wij

∂x2
i

Vj
∑

j(x
2
j − x2

i )
∂Wij

∂x2
i

Vj




−1 


Wij

∂Wij

∂x1
i

∂Wij

∂x2
i




.

(37)

Again, like in SPH, the velocity gradients are calculated by FPM as

(
∂vα

∂xβ

)

i

=
∑

j

mj

ρj

(
vα

j − vα
i

) ˜∂Wij

∂xβ
i

. (38)

3.3 An energy-based framework

In this section, we apply an energy-based approach to build a new set of
discrete hydrodynamics equations for which any particle approximations (cor-
rected or not) can be adopted. The energy-based approach has been proposed
for the first time by Español and Revenga [15] to derive the so-called smoothed
dissipative particle dynamics with the additional aid of the GENERIC formal-
ism [19,39].

In this energy-based framework, the fluid is discretised into a finite number of
“particles”, which possess individual material properties and move according
to the governing equations. The relevant physical quantities on each particle
are calculated by an interpolation process over neighboring particles. Every
particle is regarded as a moving thermodynamic subsystem with a position xi,
velocity vi, constant mass mi, density ρi, volume Vi = mi/ρi, and the internal
energy Ei = miei.

A general discrete model for Eqs. (1)-(3) can be written as

ρ̇i = −ρi

(
∂vβ

∂xβ

)

i

, (39)

v̇α
i = − 1

ρi

(
∂p

∂xα

)

i

+
1

ρi

(
∂ταβ

∂xβ

)

i

, (40)

Ėi = Viφi − Vipi

(
∂vβ

∂xβ

)

i

. (41)

The total energy of the particle system is given by

E =
∑

i

[
mi

2
vα

i vα
i + Ei

]
. (42)
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Using Eq. (3), we can show that its time derivative is

Ė =
∑

i

[
miv̇

α
i vα

i − Vipi

(
∂vβ

∂xβ

)

i

+ Viφi

]
. (43)

To obtain a discrete approximation of the pressure gradient in the momentum
equation, we here consider first an inviscid fluid. In this case, with the help of
Eq. (40), Eq. (43) becomes

Ė =
∑

i

[
Pα

i vα
i − Vipi

(
∂vβ

∂xβ

)

i

]
, (44)

where

Pα
i = −Vi

(
∂p

∂xα

)

i

(45)

is the α-th component of the force exerted on the particle i due to the pressure
gradient. The velocity gradients can be formally approximated as

(
∂vα

∂xβ

)

i

=
∑

j

(
vα

j − vα
i

)
Cβ

ij, (46)

where Cβ
ij are interpolation coefficients for a given particle approximation, for

example, SPH and FPM introduced in sections 3.1 and 3.2, respectively.

We now introduce the Euler’s homogeneous function theorem, which states
that a function f(x) = f(x1, x2, . . . , xn) that is homogeneous of degree k has
first order partial derivatives which satisfy

n∑

i=1

xi
∂f(x)

∂xi

= kf(x). (47)

We say that f(x) is homogeneous of degree k if the equation

f(ax) = akf(x) (48)

holds for a scalar a. Denoting the second summation term in the right hand
side of Eq. (44) as Π, i.e.,

Π =
∑

i

Vipi

(
∂vβ

∂xβ

)

i

, (49)

it is then straightforward to show that the potential function Π with the
velocity gradients expressed by Eq. (46) is a homogeneous function of degree
k = 1 with respect to the variables vα

i (α = 1, 2, 3; i = 1, . . . , n). Therefore,
by applying the Euler’s homogeneous function theorem to Π, Eq. (44) can be
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transformed to

Ė =
∑

i

vα
i

[
Pα

i −
∂Π

∂vα
i

]
, (50)

which suggests that a suitable expression for Pα
i is given by

Pα
i =

∂Π

∂vα
i

, (51)

which leads to energy conservation, i.e., Ė = 0. After some differential opera-
tions, we finally obtain

Pα
i =

∑

j

VjpjC
α
ji −

∑

j

VipiC
α
ij. (52)

Similarly, to derive discrete versions for the gradients of viscous stresses, we
resort to an energy consideration that friction forces should produce an in-
crease of internal energy in order to conserve total energy, i.e., the work done
by the friction forces on the particles should be equal to the energy dissipated.
With this idea and the help of Eqs. (40) and (43), and note that Eq. (44) is
zero with the specific choice of Pα

i given before, we obtain

∑

i

[Fα
i vα

i + Viφi] = 0, (53)

where

Fα
i = Vi

(
∂ταβ

∂xβ

)

i

(54)

is the α-th component of the friction force exerted on the particle i due to
the divergence of viscous stresses and the viscous dissipation function φi is
evaluated as

φi = 2η
(
dαβ

)
i

(
dβα

)
i
. (55)

Introducing the viscous potential Πv as

Πv =
−∑

i Viφi

2
, (56)

it can be readily shown that Πv with the velocity gradients expressed by Eq.
(46) is a homogeneous function of degree k = 2 with respect to the variables
vα

i (α = 1, 2, 3; i = 1, . . . , n). Again, according to the Euler’s homogeneous
function theorem, Eq. (53) can be rewritten as

∑

i

vα
i

[
Fα

i −
∂Πv

∂vα
i

]
= 0. (57)
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From the above equation, a suitable form of Fα
i is obtained as

Fα
i =

∂Πv

∂vα
i

, (58)

which conserves the total energy. After some algebra, we have

Fα
i =

∑

j

Viτ
αβ
i Cβ

ij −
∑

j

Vjτ
αβ
j Cβ

ji. (59)

To summarize, a new set of discrete hydrodynamics equations for evolving
density and momentum is obtained as

ρ̇i = ρi

∑

j

(
vβ

i − vβ
j

)
Cβ

ij (60)

and

v̇α
i =

1

mi


∑

j

Viσ
αβ
i Cβ

ij −
∑

j

Vjσ
αβ
j Cβ

ji


 , (61)

where

σαβ = −pδαβ + ταβ. (62)

Compared to the conventional SPH equations [30] which were derived by fol-
lowing some golden rules tailored for the SPH particle approximation and the
corrected version of SPH derived by the variational approach [3], the parti-
cle hydrodynamics equations derived here using the energy-based approach is
more general in the sense that the choice of particle approximation is open,
i.e., any particle approximations including a mix of different schemes can be
implemented directly in it. Moreover, we will show in the next subsection that
the proposed particle hydrodynamics equations with a proper choice of particle
approximation conserve the total angular momentum, while the conventional
SPH equations do not conserve it.

3.4 Conservation of momentum

In the absence of external forces, the motion of a number of particles must con-
serve the total linear and angular momentum. In the following we will discuss
the condition under which the proposed discrete hydrodynamics equations will
meet this requirement.

The total linear momentum of the system of particles is given by

Gα =
∑

i

miv
α
i . (63)

13



The rate of change of the total linear momentum is

Ġα =
∑

i

Pα
i +

∑

i

Fα
i . (64)

From Eq. (52), the force exerted on particle i due to pressure gradient can be
expressed as the sum of interaction forces between pairs of particles as

Pα
i =

∑

j

Pα
ij , (65)

where

Pα
ij = VjpjC

α
ji − VipiC

α
ij. (66)

It is straightforward to show

∑

i

Pα
i =

∑

i

∑

j

Pα
ij = 0 (67)

because the total sum of all interaction pairs vanish as a consequence of the
property, Pα

ij = −Pα
ji. Following the same approach, we can prove

∑

i

F α
i = 0. (68)

Hence conservation of linear momentum is guaranteed by these internal forces
derived in the previous subsection using the energy-based approach.

The total angular momentum of the system of particles with respect to the
origin is given by

H =
∑

i

xi ×mivi. (69)

Time differentiation of the above equation gives

Ḣ =
∑

i

xi × Pi +
∑

i

xi × Fi. (70)

To conserve angular momentum, the total moment of the internal forces about
the origin should vanish, that is,

∑

i

xi × Pi = 0 (71)

and ∑

i

xi × Fi = 0. (72)

To check whether angular momentum is preserved by the internal forces pro-
posed in the previous subsection, we follow the procedure used by Bonet and
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Lok [3]. First, recall that a rigid body rotation about the origin is described
by a set of velocities given in terms of an angular velocity vector δw as

δvi = δw × xi. (73)

The variation of the potential Π with respect to this type of motion is given
by

δΠ =
∑

i

Pi · δvi =
∑

i

Pi · (δw × xi) = δw ·∑
i

xi × Pi. (74)

It is clear that, if the potential function is invariant (δΠ = 0) with respect to
the rigid body rotation given by Eq. (73), then the condition given by Eq. (71)
must be satisfied due to the arbitrary nature of the angular velocity δw. In
the same way, we can show that the condition (72) is satisfied if the potential
Πv is invariant with respect to the rigid body rotation. Therefore, it can be
concluded that the invariance of the potential functions Π and Πv with respect
to rigid body rotations leads to preservation of angular momentum.

In order to examine whether the potential functions Π and Πv are invariant
with respect to rigid body rotations consider again one such motion defined
by

v(x) = w × x, (75)

where w is the angular velocity vector with components [wx, wy, wz]
T. By

simple derivation, the true gradient of this velocity field is found to be

∇v =




0 −wz wy

wz 0 −wx

−wy wx 0




. (76)

It is obvious that its trace∇·v and the rate of strain tensor d = (∇v+∇vT )/2
vanish given the skew nature of ∇v. When the particle approximation given
by Eq. (46) is used to calculate the gradient of the velocity field, the cor-
rect skew tensor is only obtained if the particle approximation scheme is of
first-order consistency, i.e, be able to exactly reproduce any linear function
and its gradient. Therefore, only when a particle approximation of first-order
consistency such as FPM is adopted for the calculation of the velocity gra-
dients, the potential functions Π and Πv which are functions of d and ∇ · v
would be independent of rigid body rotations and hence angular momentum
is preserved.

3.5 Particle hydrodynamics methods

In this subsection, we present some particle hydrodynamics methods by ac-
tualizing the general set of discrete hydrodynamics equations with a given
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particle approximation. For all the methods presented below, the particle po-
sitions are moved consistently according to

dxα
i

dt
= vα

i . (77)

3.5.1 Smoothed Particle Hydrodynamics

A comparison between Eq. (22) and Eq. (46) gives

Cβ
ij =

mj

ρj

∂Wij

∂xβ
i

. (78)

By introducing this expression into Eq. (60) and Eq. (61) and exploiting Eq.
(20), a commonly used set of SPH equations for evolving density and momen-
tum is recovered, i.e.,

ρ̇i = ρi

∑

j

mj

ρj

(
vβ

i − vβ
j

) ∂Wij

∂xβ
i

(79)

and

v̇α
i =

∑

j

mj

σαβ
i + σαβ

j

ρiρj

∂Wij

∂xβ
i

. (80)

Note that angular momentum is not conserved by the above SPH equations
since the particle approximation by Eq. (22) is not first-order consistent, i.e.,
it does not correctly evaluate the gradient of any linear velocity field.

3.5.2 Finite Particle Hydrodynamics

A comparison between Eq. (38) and Eq. (46) gives

Cβ
ij =

mj

ρj

˜∂Wij

∂xβ
i

. (81)

By introducing this expression into Eq. (60) and Eq. (61), we obtain a FPM-
based set of discrete equations for evolving density and momentum as follows:

ρ̇i = ρi

∑

j

mj

ρj

(
vβ

i − vβ
j

) ˜∂Wij

∂xβ
i

(82)

and

v̇α
i =

∑

j

mjσ
αβ
i

ρiρj

˜∂Wij

∂xβ
i

−∑

j

mjσ
αβ
j

ρiρj

˜∂Wji

∂xβ
j

. (83)
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Note that ∂̃Wji

∂xj
6= − ∂̃Wij

∂xi
. The numerical model derived here by using the

corrected particle approximation (FPM) in the energy-based framework es-
tablished before will be called Finite Particle Hydrodynamics (FPH). Since
the particle approximation by FPM restores the first-order consistency, FPH
preserves the total angular momentum.

3.5.3 Coupled Particle Hydrodynamics

Since FPH involves solving the local matrix equation for each particle, it is
computationally more expensive than SPH. This is the price to pay for an
improved accuracy. We here propose a coupled approach for the purpose of
reducing the computational cost of FPH while still maintaining a comparable
accuracy with FPH. The idea is to use the SPH approximation of velocity
gradients for the interior particles and the FPM approximation of velocity
gradients for the exterior particles. Practically, in this paper, the following
criteria is used to distinguish between interior and exterior particles, i.e, when
a particle finds at least one boundary/surface particle within its support do-
main, it is regarded as a exterior particle, otherwise, it is regarded as a interior
particle. Here a particle on the free surface is defined as a surface particle. In
particle methods, there are usually three methods to identify surface par-
ticles. One straightforward approach is to record the initial surface particles
and these surface particles will remain to be surface particles during the entire
simulation. Other particles that turn to be surface particles are not taken into
consideration. We use this straightforward approach in our implementations.
Another approach is to check the density of the particles by the summation ap-
proach (see, for example, Shao and Lo [42]). Since there is no particle outside
the surface particles, the approximated densities for the surface particles will
be less than the reference value. If the density loss of a particular particle is
bigger than a predefined tolerance value, this particle can be regarded as sur-
face particle. This approach seems more effective, though the tolerance value
is empirical. Dilts [12] proposed a purely geometric two-dimensional boundary
detection algorithm which can detect the boundary particles exactly.

When such an idea of mixed interpolation is adopted within the energy-based
framework, we obtain a coupled numerical model for evolving density and
momentum as follows:

ρ̇i = ρi

∑

j

(
vβ

i − vβ
j

)
Cβ

ij (84)

and

v̇α
i =

1

mi


∑

j

Viσ
αβ
i Cβ

ij −
∑

j

Vjσ
αβ
j Cβ

ji


 , (85)
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where

Cβ
ij =





mj

ρj

∂Wij

∂xβ
i

, i ∈ interior particles;

mj

ρj

∂̃Wij

∂xβ
i

, i ∈ exterior particles

(86)

and

Cβ
ji =





mi

ρi

∂Wji

∂xβ
j

, j ∈ interior particles;

mi

ρi

∂̃Wji

∂xβ
j

, j ∈ exterior particles.

(87)

The coupled numerical model proposed here will be called Coupled Particle
Hydrodynamics (CPH). In principle, CPH still preserves the linear momen-
tum, but does not conserve the total angular momentum exactly due to the
retaining of the SPH formula for the interior particles. In CPH, the local ma-
trix equations are only solved for the exterior particles, which is normally a
small portion of the total particles, hence the computational cost is signifi-
cantly reduced.

3.6 Time integration scheme

To solve the system of ordinary differential equations (Eq. (77), Eq. (79) and
Eq. (80) for example) along the particle paths, a simple predictor-corrector
scheme [31] is adopted. If X represents the vector of variables (xi, ρi, vi, S

αβ
i )

and F the vector of right-hand sides of the equations., the predictor step
predicts the midpoint value of X so that, with time step ∆t, the midpoint
Xn+1/2 is

Xn+1/2 = Xn + F n∆t/2. (88)

Then in the corrector step, the value of X at the end of one time step is given
by

Xn+1 = Xn + F n+1/2∆t. (89)

For numerical stability, several time step constraints must be satisfied, includ-
ing a Courant-Friedrichs-Lewy (CFL) condition,

∆t ≤ h

c
, (90)

and additional constraints due to the hydrodynamical force acting on the
particle Fa,

∆t ≤ min
∀a

(
h

Fa

)1/2

, (91)

and viscous diffusion,

∆t ≤ 0.5
h2

ν
, (92)
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where ν = η/ρ0 is the kinematic viscosity. Eq. (90) states that the maxi-
mum speed of numerical propagation must exceed the speed of sound c. Eq.
(91) is based upon the requirement that the time step is always smaller than
the inverse Einstein frequency of the system. Eq. (92) comes from the usual
condition for an explicit finite difference method for simulating diffusion. At
sufficiently high resolution (sufficiently small h) or large viscosity, Eq. (92) is
the dominant constraint for the time step.

4 Numerical examples

In this section, three numerical examples concerning free deformation of a
viscous fluid patch with free surface are presented to test the performance of
the FPH method and the CPH method proposed in this paper to simulate
free surface flows of viscous fluids. A common feature of these examples is
that there are no solid boundaries. This allows us to focus on the analysis of
accuracy and stability of the proposed methods without complications caused
by the presence of solid boundaries. Various ways of implementing the solid
boundary conditions have been reported in the past. Yet, it is still a challenging
topic in the SPH community.

Kinematic and dynamic conditions are usually required to be satisfied on free
surface boundary. Due to their Lagrangian property, the SPH, FPH ,and CPH
methods implicitly fulfills the kinematic condition. The dynamic condition
imposes an appropriate pressure on the free surface. In practice, no additional
treatment is made in SPH to impose such a condition. Nevertheless, it is easy
to show that SPH automatically enforces a zero-pressure on the free surface
thanks to the surface integral in Eq. (15), which is neglected in the final
SPH approximation for function derivatives. However, it is not clear whether
this is also true for FPH and CPH. Practically, we could have two choices:
either making no additional treatment for the dynamics condition like SPH
or enforcing zero-pressure on the surface particles. Note that, in the former
choice, the pressure on the surface particles is still obtained from the equation
of state using the density calculated from the continuity equation like all the
other particles. In the following, we will only present the results using the
former choice since it gives smoother appearance of the free surface than the
latter does and the differences between the two choices are not significant in
other aspects.
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Fig. 1. The initial particle positions of the coarse grid.

4.1 Drop stretching

Two-dimensional simulation of the stretching of an initially circular water
drop is presented in this section. This example has been used already in the
literature of SPH methods [3,31] since an analytical solution is available for
comparison [9]. We here consider a drop of a viscous fluid with the viscosity
η = 10−3 kgm−1s−1. Eq. (8) is adopted as the equation of state with the speed
of sound c = 1400 m/s and the reference density ρ0 = 103 kg/m3.

The initial geometry of the water drop is a circle of radius R = 1 m with its
center located at the origin (x = 0, y = 0). There is no external forces but a
initial velocity field as vx

0 = −A0x, vy
0 = A0y with A0 = 100 s−1 and a initial

pressure field

p0 =
1

2
ρ0A

2
0

[
R2 − (x2 + y2)

]
. (93)

The latter satisfies a Poisson equation for the pressure ensuring that the fluid
is incompressible. The particles comprising the water drop were initially set on
our Cartesian grid and those particles within the circle defining the circumfer-
ence were retained. As a result the drop has a slightly roughened appearance.
To check the convergence of the methods, two grids 50×50 and 100×100 were
used with the number of particles actually involved in the simulations equal to
1961 and 7845 respectively. The coarse grid gives an initial nearest neighbor
separation ∆d = 0.04 m, while the refined grid gives ∆d = 0.02 m. The initial
particle positions of the coarse grid is shown in Fig. 1. The “linked-list” al-
gorithm [20] for searching the nearest neighbor particles (within the distance
of 3h) was adopted with the smoothing length h = 1.3∆d. A time step of
1 × 10−6 s was used to ensure numerical stability. No significant differences
were observed between the results using the two grids except that the pres-
sure histories predicted by the SPH method using the coarse grid show more
pronounced oscillations. In the following, the results using the refined grid are
presented. Otherwise, it is indicated explicitly.
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Fig. 2. Numerical and theoretical solutions of a varying with time.

During the calculation the drop should remain elliptical and the value of ab
(semi-minor axis times semi-major axis) should remain constant. The solution
of a varying with time can be analytically obtained as

da

dt
= −aA (94)

and
dA

dt
=

A2(a4 − ω2)

a4 + ω2
(95)

where ω is the initial value of ab. The initial conditions are a(0) = R and
A(0) = A0. The expression of the velocity field is vx = −A(t)x and vy = A(t)y.
The solution for the pressure is

p(x, y, t) =
1

2
ρ0

[
Ȧ(x2 − y2)− A2(x2 + y2)− a2(Ȧ− A2)

]
. (96)

A detailed derivation of the above analytical expressions can be found in the
PhD thesis of Colagrossi [9]. Although the derivation given in the thesis is
for a non-viscous fluid. It is straightforward to show that the derivation is
also valid for a viscous fluid since the velocity field remains linear in space
hence the viscous contribution is zero. Eq. (94) and Eq. (95) can be solved
together to high accuracy by standard numerical methods such as a Runge-
Kutta method. Here a fifth-order Runge-Kutta method with adaptive time
step is used. Once A(t) and a(t) are known, the velocity and pressure fields
at any time can also be evaluated.

In Fig. 2 we compare the solutions of a varying with time obtained by different
numerical methods and the theory. It turns out that the accuracy of FPH is
better than that of CPH, which is better than the accuracy of SPH. The
results obtained using FPH is very close to the theory. The maximum errors
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Fig. 3. Numerical and theoretical predictions of the pressure history at the center
of the drop.

for FPH, CPH and SPH compared to the theory are less than 1%, 5% and
10%, respectively.

The pressure history at the center of the drop is shown in Fig. 3. The pressure
history predicted by SPH shows pronounced non-physical oscillations, while
those predicted by FPH and CPH show much less oscillations. Again, the
pressure history obtained by FPH is very close to the theory. Nevertheless,
FPH still produces a small amplitude of pressure oscillation which is due
to the weakly compressible approximation used in the method. The results
presented here support the conjecture [9] that high amplitude of pressure
oscillations predicted by SPH are connected to lower-order formula adopted
in the SPH for the pressure gradient.

Fig. 4 plots the particle positions simulated by the three numerical methods
using 1961 particles at the time 0.01 s. The overall particle positions obtained
by FPH and CPH are more uniformly distributed and the outer surfaces are
far smoother than standard SPH method.

The total CPU time for a typical simulation using 1961 particles and running
in a Pentium 4 PC for 10000 time steps is 2089s, 2635s, and 3885s for SPH,
CPH, and FPH, respectively. CPH gains a 32% computational saving relative
to FPH. It is expected that the percentage of computational saving by CPH
increases with increasing the total number of particles.

Finally, it is important to note that the results predicted by SPH and CPH
become worse at longer times (see Fig. 2 and Fig. 3). This is due to the
fact that we are using an isotropic kernel with a constant smoothing length
h = 1.3∆d, which corresponds to a particle support domain with a width of
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(a) (b)

(c)

Fig. 4. The positions of 1961 particles at the time 0.01 s predicted by (a) FPH, (b)
CPH, and (c) SPH.

3.9∆d. At a particular point in time, say at t = 0.008s, the strain reaches
2 in the y direction. The particle kernel which initially reached 3 layers of
neighbors in the y direction can only reach one y-layer of neighbors by the
time 0.008s. This is the reason for the accuracy degradation of SPH and CPH
simulations: particles undergo so massive amounts of strain that they do not
overlap anymore and the particle set loses its regularity. With this in mind,
the accuracy of FPH is quite remarkable for these deformations. However,
as the simulation goes on and the deformation increases further, FPH will
eventually encounter the problem that the matrix (37) becomes ill conditioned.
The method proposed in [40,43] may be implemented to solve the problems
associated with large deformation. The idea is to replace the isotropic kernel
function W defined in Eq. (21) by an adaptive anisotropic kernel function
with tensor smoothing lengthes which are not fixed but evolved according to
specific equations to follow the mean particle spacing as it varies in time, space,
and direction around each particle. The particle regularization technique [4]
and the similar one called re-meshing (or re-initialization) [5] can also be
considered. Yet, it is an open problem how to design suitable regularization or
re-meshing techniques in the presence of free surface as in case of a deforming
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Fig. 5. Total angular momentum with time.

drop.

4.2 Drop rotating

In this example we present numerical simulations in the case of a circular
drop under rigid body rotation as considered for example in Hoover et al. [21].
The purpose of this example is to check whether the total angular momen-
tum is preserved by the three methods studied in this paper and verify the
corresponding theoretical argument in sec. 3.2.

The initial geometry of the drop is exactly the same as in sec. 4.1 and an
initial velocity field of vx

0 = 0.1y, vy
0 = −0.1x representing a constant rigid

body rotation is assigned. The initial pressure is set to zero everywhere. A
high viscosity η = 500 kgm−1s−1 is used. Eq. (8) is again adopted as the
equation of state with the speed of sound c = 14 m/s and the reference
density ρ0 = 103 kg/m3. The space discretization uses a total of 1961 particles
whose initial positions are generated from a coarse grid as described in sec.
4.1. The initial nearest neighbor separation is ∆d = 0.04 m. As in sec. 4.1,
the smoothing length h is set to 1.3∆d. A constant time step of 1× 10−5 s is
used.

Fig. 5 shows the total angular momentum with time. From the figure, it is seen
that the total angular momentum is conserved by FPH method, but not by
SPH method. This verifies the theoretical argument in sec. 3.2. Theoretically,
CPH method should not preserve the total angular momentum due to the
loss of first-order consistency for the interior particles. However, practically,
CPH preserves the total angular momentum as well as FPH does for the case
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studied here. This supports our thought that it may be sufficient to restore
first-order consistency only for the exterior particles. Numerical results (not
shown here) also confirm that all the three methods conserve the total linear
momentum.

4.3 Rotation of a square fluid patch

The third example is about the rotation of a free surface square fluid patch.
A 2D patch of viscous fluid is initially square in shape and subjected to the
following velocity field: vx

0 = ωy, vy
0 = −ωx, where ω denotes an arbitrary

angular velocity. In this test case, the fluid patch undergoes large free boundary
deformations, which are responsible for the occurrence of strong instabilities.
This challenging test for the SPH methods was first proposed and studied
by Colagrossi [9]. In our simulations, the initial square is 2 m long each side
and centered at (x = 0, y = 0), ω is set to 100 s−1, the initial pressure field
is taken as zero everywhere, though an analytical incompressible solution of
the Poisson equation exists [9], the fluid viscosity is η = 0.5 kgm−1s−1, the
equation of state with the sound speed and the reference density is the same as
in the first example. A total of 2601 (51× 51) particles with ∆d = 0.04 m and
h = 1.3∆d and a constant time step of 1× 10−6 s are used in the simulations.

Fig. 6 and Fig. 7 show the particle positions at t = 0.015 s and t = 0.02 s
respectively. The results are qualitatively in agreement with those obtained
by Colagrossi [9]. Due to centrifugal forces, the four corners of the fluid patch
are stretched and finally develop into four arms. Meanwhile, the square size
of the patch decreases. At the time t = 0.015 s, unrealistic fluid fragmen-
tation due to particle clumping is observed in the results by SPH, but does
not appear yet in the results by CPH and FPH. At a latter time t = 0.02
s, fragmentation is further enlarged in the results by SPH, becomes obvious
in the results by CPH, and starts to show a little bit in the results by FPH.
These numerical fractures progressively degrade the interpolation procedure
and deteriorate the entire simulation. The phenomena is not unique in the case
simulated here, but a common one reported in many applications of SPH. The
reason behind is the so-called tensile instability [44], which states that, when
the material is in a state of tensile stress (negative pressure for example),
particles start to form clumps and the motion of the particles becomes un-
stable. From the results presented here, we can see that tensile instability is
closely related to the low-order formula for the pressure gradient approxima-
tion and it can be greatly reduced by using higher order variants of SPH such
as FPH and CPH. However, neither FPH nor CPH removes completely the
problem of tensile instability. Monaghan proposed an artificial stress term for
the momentum equation [33]. This prevents particle clumping, but unfortu-
nately contaminates the simulation with induced chaotic pressure and velocity
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(a) (b)

(c)

Fig. 6. The positions of 2601 particles at the time 0.015 s predicted by (a) SPH, (b)
CPH, and (c) FPH.

distributions.

It is known that SPH methods can be stabilized using artificial viscosity [30].
We here test its effects on FPH and CPH. An artificial viscosity term is added
to the discrete momentum equation as usually done for SPH methods. This
term is given as

Πij =
−αΠc̄ijφij + βΠφ2

ij

ρ̄ij

for vij · xij < 0, (97)

and

Πij = 0 for vij · xij ≥ 0, (98)

where

φij =
hvij · xij

|xij|2 + 0.01h2
, (99)

c̄ij = (ci + cj)/2, (100)
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(a) (b)

(c)

Fig. 7. The positions of 2601 particles at the time 0.02 s predicted by (a) SPH, (b)
CPH, and (c) FPH.

ρ̄ij = (ρi + ρj)/2, (101)

vij = vi − vj, (102)

xij = xi − xj. (103)

In the above expressions, αΠ and βΠ are constants that are all typically set to
1 approximately. The 0.01h2 term is included to prevent numerical divergence
when two particles are approaching each other. Fig. 8 presents the results with
αΠ = 0.1 and βΠ = 0.2 at t = 0.02 s. It is found that, with this small added
artificial viscosity, unrealistic fragmentation is almost gone for FPH and CPH
and dramatically reduced for SPH.
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(a) (b)

(c)

Fig. 8. The positions of 2601 particles at the time 0.02 s predicted by (a) SPH, (b)
CPH, and (c) FPH. Artificial viscosity is used with αΠ = 0.1 and βΠ = 0.2.

5 Conclusions

Enhancement of the smoothed particle hydrodynamics (SPH) method for the
simulation of free surface viscous flows has been considered in this paper.
We have applied an energy-based framework to derive a general set of dis-
crete hydrodynamics equations which conserves the total linear momentum
for any particle approximations and the total angular momentum for particle
approximations of first-order consistency. Two new methods, the finite par-
ticle hydrodynamics (FPH) method and the coupled particle hydrodynamics
(CPH) method, have been proposed within the framework. In FPH, finite
particle method (FPM) is used to generate the corrected particle approxima-
tion which has first-order consistency. In CPH, a coupled FPM/SPH particle
approximation is adopted. In terms of accuracy and stability, both FPH and
CPH outperform the SPH method in the three test cases of free deformations
of fluid patches with free surfaces. It is shown that CPH is computationally
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more efficient than FPH.
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