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Abstract

In the present context of finding ways to decrease CO2 emissions linked with human
activity, district energy systems including polygeneration energy conversion tech-
nologies are likely to play a major role. District energy systems meet the heating,
hot water, cooling and electricity requirements of a district. Because they meet
several types of energy requirements, and for more than one single building, dis-
trict energy systems represent good opportunities to implement polygeneration en-
ergy conversion technologies. Polygeneration energy conversion technologies indeed
provide different energy services simultaneously, helping to decrease the CO2 inten-
sity compared to energy conversion technologies that meet only one energy service.
Moreover, when providing energy to a whole district, polygeneration energy conver-
sion technologies can take advantage of the various load profiles of the buildings by
compensating the fluctuations and having therefore a smoother operation.

A district energy system comprises essentially two parts: the plant with the poly-
generation energy conversion technologies, and the distribution networks (heating
and cooling). When designing the energy system for a district, one has therefore to
define which type of polygeneration energy conversion technologies are best suited
for the district, as well as which building are worse connecting to the system and
which buildings shouldn’t be connected (for instance if they are located too far
away from the other buildings or if they have too small requirements to justify a
connection from the plant). Moreover the operation strategy needs to be defined.

In the present thesis, a method is developed that helps designing and optimizing
district energy systems, from the structuring of the information available for the
district (energy consumption profiles, location of the buildings, available energy
sources, possible layouts for the pipes,...), over the thermo-economic modelling of
the energy conversion technologies, the design of the network and the simulation
of its operation strategy, and finally the evaluation of the results in terms of CO2

emissions and costs. The design and optimization of the district energy system is
a multi-objective Mixed Integer Non Linear Programming problem. To solve this
problem, a decomposition strategy including a master and a slave problem was
developed. The master optimization problem takes care of the energy conversion
technologies, whereas the slave optimization problem optimizes the network part.
The two sub-problems are solved iteratively and result in the definition of a Pareto
optimal curve that gives the trade-offs between the emissions and the costs for
various configurations satisfying the requirements of the district. A configuration
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6 ABSTRACT

is characterized by given types and sizes of energy conversion technologies, their
location in the district, the network layout, as well as the operation strategy of
the technologies. Due to the time dependent energy consumption profiles and the
geographical location of the buildings and plant, the method developed combines
two well known types of problems, namely the multi-period optimization problems
and the network problems.

The method developed allows to take into account various constraints such as
limited availability of energy sources, forbidden connections between buildings (for
instance if a large river separates these two buildings), or else space limitations in
underground technical channels. The capabilities of the method are demonstrated
by means of a test case, as well as a real case in the Canton of Geneva. The
results show the importance of considering all the energy services together (and
not separately). Energy systems including a gas engine or a gas turbine combined
cycle, together with heat pumps, indeed help decreasing both the emissions and the
costs compared to the actual configurations. In the Geneva case study for instance,
emissions can be decreased by up to 45%, with a simultaneous costs reduction of
24%. However, the method only deals with water networks, while in some cases
space limitations and safety issues make the use of water impossible. A new type of
district energy system based on CO2 as energy transfer medium (instead of water),
is therefore developed in order to take such issues into account. This new system,
that led to the submission of a patent, meets all the different types of energy require-
ments with only two pipes (instead of three or four like in conventional water based
system), and uses the latent heat of CO2 as driving force, instead of the specific heat.

Keywords: District energy systems, Mixed Integer Non Linear Programming,
Branch-and-bound, Evolutionary algorithm, Thermo-economic modelling, CO2 mit-
igation, CO2 based energy system



Résumé

Dans le contexte actuel de réduction des émissions de CO2, les systèmes urbains sont
appelés à jouer un rôle important. Les systèmes urbains satisfont les demandes de
chauffage, eau chaude sanitaire, climatisation et électricité de quartiers entiers. Dû
au fait qu’ils satisfont plusieurs besoins (et pas seulement le chauffage par exemple),
pour plusieurs bâtiments, les systèmes urbains représentent des opportunités idéales
pour l’installation de technologies de conversion d’énergie avec polygénération. Les
technologies avec polygénération fournissent plusieurs types d’énergie simultanément
et réduisent ainsi les densité de CO2 émises. D’autre part, utilisées dans des systèmes
urbains, ces technologies peuvent mettre à profit les différents profils de consomma-
tion de chacun des bâtiments en compensant les fluctuations et ainsi être opérées à
des régimes relativement constants.

Un système urbain est composé essentiellement de deux parties: les technologies
et les réseaux de distribution (chaud et froid). Pour concevoir un système urbain il
faut donc déterminer le type et la taille des technologies qui vont être utilisées ainsi
que la configuration des réseaux (en tenant compte du fait que certains bâtiments
trop éloignés du reste du quartier, ou ayant des profils de consommations trop faibles,
auraient avantage à ne pas être connectés et à avoir leur propre système). D’autre
part il faut définir le régime de fonctionnement des installations.

Une méthode a été développée afin de configurer et optimiser des systèmes
urbains. Cette méthode comprend une phase de structuration de l’information
disponible pour le quartier (profils de consommation, emplacement des bâtiments,
sources énergétiques disponibles, tracés de conduites autorisés,...), des modèles
thermo-économiques pour les technologies de conversion d’énergie, la configuration
des réseaux et le régime de fonctionnement des installations, et enfin l’évaluation
des résultats obtenus en termes d’émissions et de coûts. La configuration et
l’optimisation de systèmes urbains est un problèmes multi-objectif, non linéaire,
en nombres entiers. Pour résoudre ce problème une stratégie de décomposition a
été développée afin de séparer le problème en un sous-problème mâıtre et un sous-
problème esclave. Ces deux sous-problèmes sont résolus de manière itérative, et le
résultat est donné sous forme d’une courbe de Pareto comprenant différentes con-
figurations, avec leurs émissions et leurs coûts. Une configuration est caractérisée
par des types et tailles de technologies donnés, leur emplacement dans le quartier, la
configuration des réseaux, ainsi que le mode opératoire des technologies. Dû à son
aspect temporel (profils de consommation) et spatial (emplacement des bâtiments
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8 RESUME

et technologies), ce problème de configuration et optimisation de systèmes urbains
combine deux types de problèmes bien connus: les problèmes multi-périodes et les
problèmes de réseaux.

La méthode développée permet de tenir compte de différentes contraintes
telles que la disponibilité limitée de certaines ressources énergétiques, les tracés de
conduites interdits entre deux bâtiments (par exemple si un large fleuve sépare les
deux bâtiments), ou encore la place limitée pour les conduites dans des galeries
techniques par exemple. La méthode est démontrée à l’aide d’un cas d’étude
ainsi que d’un cas réel dans le canton de Genève. Les résultats démontrent
l’importance de considérer tous les services énergétiques simultanément (et non
individuellement). Des systèmes énergétiques comprenant des pompes à chaleur
combinées à un moteur à gaz ou à un cycle combiné (turbine à gaz et turbine à
vapeur), permettent en effet de diminuer non seulement les émissions de CO2, mais
également les coûts (par rapport aux systèmes actuels). Dans le cas de Genève
par exemple, les émissions peuvent être réduites de 45% tout en diminuant les
coûts de 24%. Cependant, la méthode développée ne permet de considérer que des
réseaux de distribution utilisant de l’eau comme fluide de travail, alors même que
dans certains cas l’eau n’est pas opportune, soit pour des raisons de limitation de
la place disponible, soit pour des raisons de sécurité. Un tout nouveau type de
systèmes urbains utilisant le CO2 comme fluide caloporteur à la place de l’eau a
donc été développé afin de tenir compte de ces facteurs. Ce nouveau système, qui
a abouti à une demande de dépôt de brevet, permet de répondre aux différents
besoins énergétiques à l’aide de conduites seulement (en lieu et place des quatre
ou trois conduites habituellement requises), et se sert de la chaleur latente du CO2

plutôt que de la chaleur spécifique.

Mots clés: Systèmes énergétiques urbains, problème de programmation non
linéaire en nombres entiers, branch-and-bound, algorithme évolutif, modélisation
thermo-économique , émissions de CO2, système énergétique basé sur le CO2
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Symbols

Roman letters

Acs,i,j Surface area of the pipe between nodes i and j in the supply cooling
network [m2]

Ahs,i,j Surface area of the pipe between nodes i and j in the supply heating
network [m2]

AHEX
cs,k Area of the heat exchanger between the cooling network and the

building at node k [m2]

AHEX
hs,k Area of the heat exchanger between the heating network and the

building at node k [m2]

Anaw Annuity factor for the individual back-up air/water heat pump(s)
[-]

Anboiler Annuity factor for the individual back-up boiler(s) [-]

Anchiller Annuity factor for the individual back-up chiller(s) [-]

AnHEX Annuity factor for heat exchanger(s) [-]

Ani Annuity factor of any device i [-]

Anpipe Annuity factor for the pipes [-]

Anpump Annuity factor for the circulation pump(s) [-]

Anww Annuity factor for the individual back-up water/water heat
pump(s) [-]

bgrid Price paid by the grid when buying electricity from the district
energy conversion technologies [CHF/kWh]

C Investment cost of a device (in general) [CHF]

Caw Total annual investment costs for individual back-up air/water heat
pump(s) including amortisation and maintenance [CHF/year]

Caw
fix Fixed cost for individual back-up air/water heat pump(s) [CHF]

caw
prop Proportional cost for individual back-up air/water heat pump(s)

[CHF/kWth]

Cboiler Total annual investment costs for individual back-up boilers includ-
ing amortisation and maintenance [CHF/year]

Cboiler
fix Fixed cost for individual back-up boilers(s) [CHF]
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14 SYMBOLS

cboiler
prop Proportional cost for individual back-up for boilers(s) [CHF/kWth]

CCE Investment cost for the civil engineering and auxiliary equipment
for a combined cycle [CHF]

Cchiller Total annual investment costs for individual back-up chiller(s) in-
cluding amortisation and maintenance [CHF/year]

Cchiller
fix Fixed cost for individual back-up chillers(s) [CHF]

cchiller
prop Proportional cost for individual back-up chillers(s) [CHF/kWth]

CCO2 Total annual penalties for CO2 emissions [CHF/year]

cgas Specific gas cost [CHF/kWh]

Cgas Total annual costs for natural gas [CHF/year]

cGE Specific investment cost for a gas engine [CHF/kWel]

CGE Investment cost for a gas engine [CHF]

CGT Investment cost for the gas turbine belonging to the combined cycle
[CHF]

cgrid Specific grid cost [CHF/kWh]

Cgrid Total annual costs for the electricity from the grid [CHF/year]

Chex Total annual investment costs for the heat exchangers including
amortisation and maintenance [CHF/year]

CHEX inv
cs,k Investment costs for the heat exchanger between the building at

node k and the cooling network [CHF]

CHEX inv
hs,k Investment costs for the heat exchanger between the building at

node k and the heating network [CHF]

cHP Specific investment cost for a district heat pump [CHF/kWth]

CHP Investment cost for a district heat pump [CHF]

coil Specific heating oil cost [CHF/kWh]

Coil Total annual costs for heating oil [CHF/year]

Cpipe
cs Total annual investment costs for the pipes of the cooling network

including amortisation and maintenance [CHF/year]

Cpipe
hs Total annual investment costs for the pipes of the heating network

including amortisation and maintenance [CHF/year]

Cpipe
fix Fixed cost for the pipes (supply and return) [CHF]

cpipe
prop Proportional cost for the pipes (supply and return) [CHF/(m2· m)]

Cpump Total annual investment costs for the circulation pump(s) including
amortisation and maintenance [CHF/year]

Cref Investment cost for a device taken as reference (in general) [CHF]

CST Investment cost for the steam turbine belonging to the combined
cycle [CHF]

Cww Total annual investment costs for individual back-up water/water
heat pump(s) including amortisation and maintenance [CHF/year]
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Cww
fix Fixed cost for water/water heat pump(s) [CHF]

cww
prop Proportional costs for water/water heat pump(s) [CHF/kWth]

co2
gas Specific CO2 emissions for natural gas [kg-CO2/kWh]

co2
grid Specific CO2 emissions for electricity from the grid [kg-CO2/kWh]

co2
oil Specific CO2 emissions for heating oil [kg-CO2/kWh]

COP aw
t,k Coefficient of performance of the individual back-up air/water heat

pump at node k during period t [-]

COP chiller
t,k Coefficient of performance of the individual back-up chiller at node

k during period t [-]

COPww
t,k Coefficient of performance of the individual back-up water/water

heat pump at node k during period t [-]

cpGT
Exhst Specific isobaric heat of the exhaust gas from the gas turbine

[kJ/(kg·K)]

cpliq
H2O Specific isobaric heat of water [kJ/(kg·K)]

cpvap
H2O Specific isobaric heat of steam [kJ/(kg·K)]

Dt Duration of period t [h/year]

Disti,j Distance between nodes i and j [m]

Ėaw
t,k Average hourly electricity rate required by the individual back-up

air/water heat pump at node k during period t [kW]

Ėchiller
t,k Average hourly electricity rate required by the individual back-up

chiller at node k during period t [kW]

Ėcons
t,k Average hourly electricity rate required by the building at node k

during period t [kW]

Ėexp
ht,t Average hourly electricity rate exported to the grid during period

t by device ht [kW]

Ėgrid
t Average hourly electricity rate bought from the grid during period

t [kW]

Ėloss
t Average hourly electricity rate losses during period t [kW]

Ėpump
t Total pumping power for the cooling and heating networks during

period t [kW]

Ėsold
t Average hourly electricity rate sold during period t [kW]

Ėtech
ht,t,k Average hourly electricity rate produced or required during period

t at node k by device ht [kW]

Ėww
t,k Average hourly electricity rate required by the individual back-up

water/water heat pump during period t at node k [kW]

ExH Yearly exergy requirements for heating [kJ/year]

ĖxH,t,k Average hourly heating exergy rate requirements [kW]

Ėxq Exergy rate of the energy rate Q̇ [kW]

Fmaw Maintenance factor for individual back-up air/water heat pump(s)
[-]
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Fmboiler Maintenance factor for individual back-up boiler(s) [-]

Fmchiller Maintenance factor for individual back-up chillers(s) [-]

FmHEX Maintenance factor for heat exchanger(s) [-]

Fmpipe Maintenance factor for the pipes [-]

Fmpump Maintenance factor for the circulation pump(s) [-]

Fmww Maintenance factor for individual back-up water/water heat
pump(s) [-]

ĥair Surenthalpy of air at the outlet of the compressor [kJ/kg]

ĥfuel Surenthalpy of fuel at 30◦C [kJ/kg]

hH2O Enthalpy of water/steam in the heat recovery steam generator
[kJ/kg]

∆hevap,cp
H2O Latent heat of water at the condensing pressure in the heat ex-

changer after the steam turbine [kJ/kg]

∆hevap,hp
H2O Latent heat of water at the higher pressure level of the steam turbine

[kJ/kg]

∆hevap,lp
H2O Latent heat of water at the lower pressure level of the steam turbine

[kJ/kg]

∆hlhv
fuel Lower heating value of fuel [kJ/kg]

Iel Total annual income from the selling of electricity [CHF/year]

K Heat transfer coefficient [kW/m]

L Length of the pipe [m]

M Arbitrarily chosen big value [-]

Ṁ Mass flow rate (in general) [kg/s]

Ṁair Mass flow rate of air [kg/s]

Ṁ cr,t,i,j Mass flow rate of water flowing during period t from node i to j in
the cooling return network [kg/s]

Ṁ cs,t,i,j Mass flow rate of water flowing during period t from node i to j in
the cooling supply network [kg/s]

Ṁhr,t,i,j Mass flow rate of water flowing during period t from node i to j in
the heating return network [kg/s]

Ṁhs,t,i,j Mass flow rate of water flowing during period t from node i to j in
the heating supply network [kg/s]

Ṁfuel Fuel mass flow rate [kg/s]

Ṁbuild
cn,t,k Mass flow rate of water from the cooling network flowing during

period t through the heat exchanger between the building at node
k and the network [kg/s]

Ṁbuild
hn,t,k Mass flow rate of water from the heating network flowing during

period t through the heat exchanger between the building at node
k and the network (for heating and hot water purposes) [kg/s]
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ṀGT
Exhst Mass flow rate of the exhaust gas from the gas turbine at part load

[kg/s]

ṀGT0

Exhst Mass flow rate of the exhaust gas from the gas turbine at nominal
load [kg/s]

Ṁhn ww
hn,t,k Mass flow rate of water from the heating network flowing during

period t through the heat exchanger between the individual back-
up water/water heat pump implemented in the building at node k
and the network [kg/s]

Ṁhp
H2O Mass flow rate of steam flowing through the high pressure steam

turbine [kg/s]

Ṁ lp
H2O Mass flow rate of steam flowing through the low pressure steam

turbine [kg/s]

Ṁ tech
cn,t,k Mass flow rate of water from the cooling network flowing during

period t through the heat exchanger between the district energy
conversion technologies at node k, and the cooling network [kg/s]

Ṁ tech
hn,t,k Mass flow rate of water from the heating network flowing during

period t through the heat exchanger between the district energy
conversion technologies at node k, and the heating network [kg/s]

Ṁub
cs Maximum mass flow rate of water that can potentially flow in the

cooling supply network cs between any two nodes, all periods in-
cluded [kg/s]

Ṁub
hs Maximum mass flow rate of water that can potentially flow in the

heating supply network hs [kg/s] between any two nodes, all periods
included [kg/s]

Msaw Marshall-Swift factor for the desired accounting year for individual
back-up air/water heat pump(s) [-]

Msboiler Marshall-Swift factor for the desired accounting year for individual
back-up boiler(s) [-]

Mschiller Marshall-Swift factor for the desired accounting year for individual
back-up chiller(s) [-]

MsHEX Marshall-Swift factor for the desired accounting year for heat ex-
changer(s) [-]

Mspipe Marshall-Swift factor for the desired accounting year for the pipes
[-]

Mspump Marshall-Swift factor for the desired accounting year for the circu-
lation pump(s) [-]

Msww Marshall-Swift factor for the desired accounting year for individual
back-up water/water heat pump(s) [-]

N i Lifetime of a device i (in general) [year]

pdrop
t Specific pressure losses for a 1 meter long pipe during period t

[Pa/m]

Q̇ Energy rate [kW]
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q̇loss
t Average hourly specific heat losses for a 1 meter long pipe during

period t [kW/m]

Q̇cs,t,i,j Hourly energy stream between nodes i and j in the cooling supply
network during period t [kW]

Q̇hs,t,i,j Hourly energy stream between nodes i and j in the heating supply
network during period t [kW]

Q̇aw
t,k Hourly heat rate provided by the individual back-up heat pump

during period t at node k for the heating and hot water requirements
[kW]

Q̇boiler
t,k Hourly heat rate provided by the individual back-up boiler during

period t at node k for the heating and hot water requirements [kW]

Q̇build
cs,t,k Hourly cooling rate provided by the cooling supply network during

period t at node k [kW]

Q̇build
hs,t,k Hourly heat rate delivered by the heating supply network for heat-

ing and hot water requirements during period t to the building at
node k [kW]

Q̇CC
hs Hourly heat rate provided by the combined cycle to the heating

network [kJ/kg]

Q̇chiller
t,k Hourly cooling rate provided by the individual back-up chiller dur-

ing period t at node k for the cooling requirements [kW]

Q̇cons
C,t,k Average hourly cooling rate requirements during period t at node

k [kW]

Q̇cons
H,t,k Average hourly heat rate requirements during period t at node k

[kW]

Q̇cons
HW,t,k Average hourly hot water rate requirements during period t at node

k [kW]

Q̇dimen
H,k Design size of the heating (and usually hot water) equipment im-

plemented in building k [kW]

Q̇GT0

Exhst Usable heat rate contained in the exhaust gas of the gas turbine,
at full load [kW]

Q̇hn ww
hs,t,k Hourly heat rate delivered by the heating network to the wa-

ter/water heat pump implemented at node k (if the temperature of
the network is too low) during period t [kW]

Q̇loss
t,k Average hourly heat loss rate in the heating supply network during

period t, compensated by the district energy conversion technologies
located at node k [kW]

Q̇max
H,k Maximum heating and hot water rate requirement of node k (all

periods included) [kW]

Q̇min
H,k Minimum heating and hot water rate requirement (greater 0) of

node k (all periods included) [kW]

Q̇nb
cn,t,k,d Excess cooling rate transferred during period t from interval d to

interval (d−1) at node k in the network-building heat cascade [kW]
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Q̇nb
hn,t,k,d Excess heat rate transferred during period t from interval d to in-

terval (d + 1) at node k in the network-building heat cascade [kW]

Q̇net
cs,t,d Cooling rate requirements of the network during period t in tem-

perature interval d [kW]

Q̇req
C,t,d,k Cooling rate requirements of the building at node k during period

t in temperature interval d [kW]

Q̇net
hs,t,d Heat rate requirements of the heating network during period t in

temperature interval d [kW]

Q̇req
H,t,k,d Average hourly heat rate requirements of the building at node k

during period t in temperature interval d [kW]

Q̇req
HW,t,k,d Average hourly hot water rate requirements of the building at node

k during period t in temperature interval d [kW]

Q̇tech
ct,t,k Hourly cooling rate delivered by the district energy conversion tech-

nology ct implemented at node k, during period t [kW]

Q̇tech
ct,t,k,d Hourly cooling rate delivered by the cooling district energy con-

version technology ct implemented at node k during period t in
temperature interval d [kW]

Q̇tech
ht,t,k Hourly heat rate delivered by the district energy conversion tech-

nology ht implemented at node k, during period t [kW]

Q̇tech
ht,t,k,d Hourly heat rate delivered by the heating district energy conversion

technology ht implemented at node k during period t in tempera-
ture interval d [kW]

Q̇tn
cn,t,d Excess hourly cooling rate transferred during period t from inter-

val d to interval (d − 1) at node k (provided a cooling district
energy conversion technology is implemented at that node) in the
technology-network heat cascade [kW]

Q̇tn
hn,t,d Excess hourly heat rate transferred during period t from interval d

to interval (d + 1) in the technology-network heat cascade of the
heating network [kW]

Q̇ww
t,k Hourly heat rate provided by the water/water heat pump during

period t at node k for the heating and hot water requirements [kW]

ri Interest rate of a device i (in general) [-]

Rgas
t Average hourly gas consumption rate during period t [kW]

Rgrid
t Average hourly electricity rate bought from the grid during period t [kW]

Roil
t Average hourly heating oil consumption rate during period t [kW]

S Design size of a piece of equipment (in general) [kW]

Sct Design size of the district cooling technology ct [kW]

Sht Design size of the district heating technology ht [kW]

Saw
k Design size of the individual back-up air/water heat pump that

needs to be implemented at node k [kW]

Sboiler
k Design size of the individual back-up boiler that needs to be imple-

mented at node k [kW]
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Schiller
k Design size of the individual back-up chiller that needs to be im-

plemented at node k [kW]

SGE Design size of the gas engine [kW]

SGT Design size of the gas turbine [kW]

sH,k Slope of the heating energy signature of building k [-]

SHP Design size of a district heat pump [kW]

Spump
cn Design size of the circulation pump of the cooling network [kW]

Spump
hn Design size of the circulation pump of the heating network [kW]

Sref Design size of a device (in general) taken as reference [kW]

Sww
k Required design size of the water/water heat pump that needs to

be implemented at node k [kW]

Tcr,t Return temperature of the cooling network during period t [K]

Tcs,t Supply temperature of the cooling network during period t [K]

TCr,t,k Return temperature of the cooling hydronic circuit of the building
during period t [K]

TCs,t,k Supply temperature of the cooling hydronic circuit of the building
during period t [K]

Tend,t Temperature at the end of a one meter long pipe considering the
heat losses during period t pipe [K]

Tg Temperature of the ground in which the pipes are buried [K]

TH2O Temperature of the water/steam in the heat recovery steam gener-
ator [K]

Thr,t Return temperature of the heating network [K]

Ths,t Supply temperature of the heating network [K]

THr,t,k Return temperature of the heating hydronic circuit of the building
[K]

THs,t,k Supply temperature of the heating hydronic circuit of the building
[K]

T atm Atmospheric temperature [K]

T comb
Gas Combustion temperature of the gas [K]

T cond Condenser temperature of a heat pump [K]

T dimen
H,k Minimum temperature for which the heating system in building k

has been designed, to meet the heating requirements [K]

T evap Evaporator temperature of a heat pump [K]

T ext
t Average outside temperature during period t [K]

TGT
Exhst Temperature of the exhaust gas after the gas turbine, at part load

[K]

TGT0

Exhst Temperature of the exhaust gas after the gas turbine, at nominal
load [K]
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∆Tct Temperature reduction generated by the district energy conversion
technology ct in the district cooling network [K]

∆Tht Temperature lift generated by the district energy conversion tech-
nology ht in the district heating network [K]

∆TExhst Minimum temperature difference between the exhaust gas and the
water/steam in the heat recovery steam generator [K]

v Velocity of the water in the pipes [m/s]

Xcr,i,j =1 if nodes i and j are connected in the cooling return network and
0 otherwise [-]

Xcs,i,j =1 if nodes i and j are connected in the cooling supply network
and 0 otherwise [-]

Xhr,i,j =1 if nodes i and j are connected in the heating return network
and 0 otherwise [-]

Xhs,i,j =1 if nodes i and j are connected in the heating supply network
and 0 otherwise [-]

Xct,k =1 if the district cooling technology ct is implemented at node k
and 0 otherwise

Xht,k =1 if the district heating technology ht is implemented at node k
and 0 otherwise

xct,t = 1 if the district cooling technology ct is operated during period
t, 0 otherwise

xht,t = 1 if the district heating technology ht is operated during period
t, 0 otherwise

Xi,j =1 if nodes i and j are connected (in the heating or cooling network)
and 0 otherwise [-]

Xaw
k = 1 if an individual back-up air/water heat pump is implemented

at node k, 0 otherwise

Xboiler
k = 1 if an individual back-up boiler is implemented at node k, 0

otherwise
Xchiller

k = 1 if an individual back-up chiller is implemented at node k, 0
otherwise

XHEX
cn,k =1 if a heat exchanger is implemented between the building at node

k and the cooling network, and 0 otherwise [-]

XHEX
hn,k =1 if a heat exchanger is implemented between the building at node

k and the heating network, and 0 otherwise [-]

Xww
k = 1 if an individual back-up water/water heat pump is implemented

at node k, 0 otherwise

Xcn =1 if a district cooling network exists and 0 otherwise

Xhn =1 if a district heating network exists and 0 otherwise

Y pipe
cs,i,j =1 if a cooling network already exists in the district and has a

connection between nodes i and j, and 0 otherwise

Y pipe
hs,i,j =1 if a heating network already exists in the district and has a

connection between nodes i and j, and 0 otherwise
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Y pipe
i,j =1 if a network already exists (heating or cooling) in the district

and has a connection between nodes i and j, and 0 otherwise

Y tech
k =1 if k is an eligible node to implement a district (plant) technology and 0 otherwise

Greek letters

γ Calorific ratio (γ = cp
cv

= 1.4) [-]

εel Electric efficiency of a device (in general) [-]

εht
el Electric efficiency of device ht [-]

εgrid Efficiency of the grid [-]

εGE0

el Electric efficiency of the gas engine at nominal load [-]

εGT 0

el Electric efficiency of the gas turbine at nominal load [-]

εGT
el Electric efficiency of the gas turbine at part load [-]

εComp
is Isentropic efficiency of the compressor [-]

εGT
is Isentropic efficiency of the gas turbine [-]

εST
is Isentropic efficiency of the steam turbine [-]

εth Thermal efficiency of a device (in general) [-]

εht
th Thermal efficiency of device ht [-]

ηhp Exergetic efficiency of small back-up individual back-up heat pumps
[-]

ηHP Exergetic efficiency of large district heat pumps [-]

κct Minimum possible part load for the district cooling technology ct
[-]

κht Minimum possible part load for the district heating technology ht
[-]

κGT Part load fraction of the gas turbine [-]

λ Friction coefficient in the pipes (= 0.02 [77]) [-]

πC Pressure ratio between the inlet and the outlet of the compressor
[-]

πGT Pressure ratio between the inlet and the outlet of the gas turbine
[-]

ρ Density of the water in the pipes of the heating and cooling networks
[kg/m3]

τC Temperature ratio between the inlet and the outlet of the compres-
sor [-]

τGT Temperature ratio between the inlet and the outlet of the gas tur-
bine [-]



Chapter 1

Introduction and motivation

1.1 Introduction

This chapter presents the motivation that led to the research work presented in
this thesis, namely the development of a method to design and optimize district
energy systems. District energy systems are believed to have a great potential to
contribute to the reduction of greenhouse gas emissions linked mainly with heating,
but also electricity and, increasingly, cooling. District energy systems represent,
therefore, an option for a more sustainable development. However, designing an
optimal district energy system that meets the energy requirements of a given district
while minimizing CO2 emissions and costs, requires a new dedicated methodology.
The development of this methodology is the topic of the present thesis. However,
before going directly into the details of the methodology, this first chapter introduces
a few notions that help understanding some of the key points related to the issue of
CO2 emissions. After this introductory chapter, Chapters 2 to 4 explain in details
how the methodology has been developed, and which algorithms have been used
to solve the problem of the design and optimization of district energy systems.
The application of the methodology is demonstrated in Chapters 5 and 6 where
two case studies are presented. The first case is a virtual test case dedicated to the
development of the methodology, and the second a real case in the Canton of Geneva.
Chapter 7 takes some distance from the methodology for a short moment to present
a novel type of district energy system based on CO2 as working fluid, and compares
this system to the more conventional water based district energy systems. Finally
Chapter 8 concludes this thesis and gives a few hints for further developments.

1.2 Sustainability and sustainable development

In this section the notions of sustainability and sustainable development are intro-
duced. The word ”sustainability” has become very popular in recent years, especially
since the ratification of the Kyōtō protocol and it is used, as well, by politicians,

23
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leaders of the industry, leaders of non-profit organizations, and people in everyday
life. However, the notions of sustainability and sustainable development are not
new, and their origins can be dated back to as far as 1972. The important mile-
stones that led from the very first environment programme of the United Nations,
to the ratification of the Kyōtō protocol, including the definition of sustainability,
are summarised hereafter.

1972 The first United Nations Conference dealing with sustainable development
takes place in Stockholm [90]. The conference leads to the formation of the
United Nations Environment Programme (UNEP), as well as to the ”Decla-
ration of Stockholm”, and an action plan is set up that ”defines principles for
the preservation and enhancement of the natural environment and highlighted
the need to support people in this process”.

1980 The United Nations constitutes the World Commission on Environment and
Development (Brundtland Commission).

1987 The World Commission on Environment and Development sets up the famous
definition of what sustainable development is, namely: ”a development which
meets the needs of present generations without compromising the ability of
future generations to meet their own needs”.

1988 The Intergovernmental Panel on Climate Change (IPCC) which brings to-
gether hundreds of scientists to study, among others, the impact of human
activities on the Earth’s climate, is founded by the UNEP and the World
Meteorological Organization (WMO).

1992 The first ”Earth Summit” is held in Rio de Janeiro, Brazil, after climate
change and the increase in ”extreme weather events” [91] quickly becomes the
major issue for leading organizations like the United Nations. This summit
leads to a further action plan.

1994 The United Nations Framework Convention on Climate Change (UNFCCC)
enters into force. This convention sets an overall framework for intergovern-
mental efforts to tackle the challenge posed by climate change [91].

1996 The IPCC publishes a report assessing the link between the warming of the
earth’s surface and the increasing concentration of greenhouse gas in the atmo-
sphere. From there on, the mitigation of greenhouse gas becomes the priority
for the United Nations Framework Convention for Climate Change.

1997 The Kyōtō Protocol is adopted. This protocol contains legally binding com-
mitments (in addition to those included in the UNFCCC). The countries that
sign the protocol agree to reduce their anthropogenic emissions of greenhouse
gases (CO2, CH4, N2O, HFCs, PFCs, and SF6) by at least 5% below 1990
levels in the commitment period 2008 to 2012.

2002 10 years after the Earth Summit of Rio, a ”World Summit on Sustainable
Development” is held in Johannesburg, South Africa. The result of this summit
is a further action plan.

2005 The Kyōtō protocol becomes effective, 90 days after the fulfilment of both
compulsory conditions: The protocol had to be ratified by at least 55 countries,
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representing at least 55% of the CO2-emissions emitted by the industrialised
countries.

From 1972 till today, the notion of sustainability thus gradually gained some
importance. The awareness increased, that ”addressing climate change and the
activities causing climate change is a key challenge for the 21st century, for both
developed and developing countries, if sustainable development is to be attained”,
as stated by the European Environment Agency in 2002. Examples of this awareness
can be found in the various programs, laws and action plans that are set up not only
on the worldwide level of the United Nations, but also on local levels (SuisseEnergie1

for instance in Switzerland or Berliner Energietage in Germany to mention two), or
in private companies.

Sustainable behaviour can be applied in many different areas, like for instance
industrial processes, agriculture, urban development, human behaviour and leisure,
to mention a few. Table 1.1 gives for each of these areas an example of what
sustainable acting would be versus non sustainable acting, considering the definition
of sustainability given above. Further examples can be found in [34].

Although the link between climate change, sustainability and greenhouse gas
emissions has been assessed by the United Nations, based on the works of hundreds
of researchers around the world, it is worth noticing that the importance of the
influence of greenhouse gas emissions on the climate change is still much debated by
a few researchers (see for instance Khandekar [59]). It is however in the opinion of
this author that it would not be responsible to take the risk of remaining inactive.

Figure 1.1 shows the evolution of the CO2 emissions in some selected countries, in
tons per capita [91]. The United States of America and Australia have been chosen
because they belong to the most emitting countries in the world2, and both did
not ratify the Kyōtō protocol. Japan and France belong to the most industrialised
countries in the world (together with the United States of America) but both ratified
the Kyōtō protocol. Sweden has been chosen because it is a leading country in
Europe for the implementation of district energy systems, and Austria represents
a good comparison to Switzerland, both in size and structure of the country, as to
the policies adopted for the promotion of renewable energy sources or the rational
use of energy. Finally, the two big upcoming economies China and India are also
represented. The projection for the year 2012 shown in dotted lines, represent the
objectives set by the Kyōtō protocol for the selected countries. China and India
having been considered as developing countries, no specific target has been set by
the Kyōtō protocol for these two countries. Among the developed countries, one
can see that since 1970, Australia, Austria and Japan have an increasing trend,
while Sweden and France show a decreasing trend and Switzerland remains stable.

1This action plan was started in 2001 and sets targets that have to be met by the year 2010,
such as for instance the yearly increase in electricity consumption that shall not exceed 5%, or the
fact that the generation of electricity with renewable energy sources shall increase by at least 1%
per year and that of heat by at least 3% per year [44].

2Australia finally ratified the Kyōtō protocol at the very end of the present thesis...
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Non sustainable acting Sustainable acting

Industrial processes
Reject excess high value
heat

Integrate the processes in
order to recycle excess
heat from one process
into another process

Urban development
Build buildings too close
to each others

Leave space between
buildings for plants to
grow and sunlight to
light up the rooms

Human behaviour and leisure Use a private car
Use public transporta-
tion

Agriculture Intensive use of fertilizer
Let the land lie fallow
from time to time

Table 1.1: Examples of sustainability in different sectors

Sweden, France and Switzerland are the least emitting developed countries, followed
by Austria and Japan. Australia and the United States emit about 4 times more
than Switzerland in 2005. The emerging economies China and India are the least
emitting countries, but show an increasing trend (especially China).

Figure 1.2 shows the shares of the different greenhouse gases for 1990 and 2005 in
CO2-equivalent for Switzerland [91]- [87]. Among the different greenhouse gas emit-
ted by human activities, CO2 is clearly the most important gas with approximately
80% of the total emissions. Although the figures are given for Switzerland, the same
observation is valid for the major part of the industrialised countries. It can therefore
be considered sufficient to focus the study on the decrease of CO2-emissions when
it comes to find new solutions for more sustainable energy systems, even if CO2 has
the lowest Global Warming Potential among all the registered greenhouse gas, as
can be seen in Table 1.23. Not only do CO2-emissions represent by far the largest
part of the emissions, but decreasing CO2-emissions will inevitably have a positive
impact on other much emitted gas such as N2O. Almost all greenhouse gases, except
CH4 as well as the HFCs and PFCs, are indeed generated by combustion processes.
By avoiding the combustion of highly CO2 emitting fuels, the emissions of the other
gas will therefore decrease as well.

3The Global Warming Potential (GWP) has been defined as the ratio of the time-integrated
radiative forcing from the instantaneous release of 1 kg of a trace substance relative to that of 1
kg of a reference gas (usually CO2) [55]. This factor is for instance very much used in Life Cycle
Analysis.
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Figure 1.1: CO2 emissions in ton per capita for some selected countries, including
the target set by the Kyōtō protocol (2012) [91]

In Switzerland, more than 40% of the total distributed energy is dedicated to
heating purposes [69]. Considering the fact that the generation of electricity in
Switzerland is almost free of CO2 emissions (nuclear and hydraulic power being
used), the CO2 emissions due to heating can be evaluated to almost 60%, the rest
being imputable to transportation (diesel and petrol). Heating is therefore a prior-
ity candidate among energy services when considering ways to decrease the overall
emissions of Switzerland4. Figure 1.4 shows the share of CO2 emissions generated
by the different distributed energies.

1.3 Equation of Kaya

The link between sustainability and CO2 emissions was first put in the form of an
equation by Holdren and Ehrlich in 1974 [52]. More recently, Kaya proposed a
new formulation (1989) which became famous under the name of equation of Kaya,
thus emphasizing the multiplicative effect of the different factors influencing the
environmental deterioration:

CO2 = Pop · GDP

Pop
· En

GDP
· CO2

En
[ton-CO2] (1.1)

4The other big candidate being of course transportation.
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Figure 1.2: Shares of the greenhouse gas emissions in CO2 equivalents for Switzerland
for 1990 (left) and 2005 (right) [87, 91]

with:

Pop population [capita]

GDP gross domestic product [CHF]

En energy consumption [J]

CO2 CO2 emissions [ton-CO2]

GDP

Pop
living standard [CHF/capita]

En

GDP
energy intensity [J/CHF]

CO2

En
carbon intensity [ton-CO2/J]

The annual growth rate of CO2 emissions is given by differentiation of Equa-
tion 1.1 as the sum of the growth rates of the respective four components: population
growth, living standard, energy intensity and carbon intensity. Population growth
has a direct quantitative effect on the evolution of the volume of CO2 emissions. An
increase of the living standard is currently synonymous of a higher volume of CO2

emissions, other things being equal, since activity and comfort demand increase with
economic development. The evolution of the energy intensity relates to structural
and technological changes of the system considered. And finally, the evolution of the
carbon intensity is a metric which indicates changes in the mix of energy sources [14].

Figure 1.3 shows the evolution of the GDP, the population, the final energy con-
sumption and the CO2 emissions in Switzerland since 1975 [44]. The evolution of the
CO2 emissions is a result of the decreasing carbon intensity of industrial processes
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but also of a trend of western European countries to translocate CO2-intensive pro-
duction processes abroad, and to keep the services trade in the country [44]. This
explains why the CO2 emissions in Switzerland do not increase, according to the
equation of Kaya, with the increase in population and living standard that occurred
in Switzerland over the last decades. One has therefore to regard these figures
with caution, since they do not reflect the CO2 emissions generated by the Swiss
population in other countries.

Gas GWP

CO2 1

CH4 23

N2O 296

HFC-23 12’000

HFC-125 3’400

HFC-134 1’100

HFC-143a 4’300

HFC-152 43

HFC-227ea 3’500

HFC-236fa 9’400

CF4 5’700

C2F6 11’900

SF6 22’200

Table 1.2: Global Warming Potential (GWP) of the different greenhouse gases, using
CO2 as reference [55]

Considering the equation of Kaya, there are two reasonable ways to decrease
CO2-emissions: reduce the energy intensity, or reduce the carbon intensity. The
reduction of energy intensity can be achieved by implementing more efficient pro-
cesses (improve industrial production processes with increased process integration,
decrease the petrol consumption per kilometre driven for a car by using hybrid en-
gines, increase the insulation thickness in a house, and many more). The reduction
of the energy intensity is often coupled with higher investment or refurbishment
costs, however these higher costs are usually compensated by lower operating costs
[53]. The reduction of the carbon intensity can be achieved for instance by the use
of renewable energy sources, or the integration of a CO2 capture step in an energy
conversion process generating CO2 emissions.
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Figure 1.3: Evolution of the GDP, the population, and the final energy consumption
(left Y-axis), as well as the CO2 emissions (right Y-axis) in Switzerland between 1970
and 2005 [16, 46]

1.4 Energy related definitions

At this stage, it is important to give following energy related definitions (following
Haldi et al. [50]), that will be used throughout this manuscript:

Primary energy Energy as encountered in nature (fossil fuel deposit, flowing wa-
ter, wind,...) that contains energy that can not readily be used without being
first transformed.

Intermediate energy Energy that is conditioned for distribution.

Distributed energy Energy as bought by the end-user and that can be used di-
rectly as raw material in an energy conversion technology to provide the re-
quired energy service (car fuel, electricity, home delivered heating oil,...).

Energy service Energy linked to the expected end-use service, providing the com-
fort sought-after (heating at the requested temperature level to have a com-
fortable warm building, light, operating computers,...),

Primary energy, intermediate energy, distributed energy and energy service may
be seen as the different stages covered by the energy before it ends up as low graded
energy in the environment. Examples for each of the definitions are given in Fig-
ure 1.5 starting from different types of primary energies, namely uranium, oil, natural
gas, forest, wind, damned water and waste (the list is not exhaustive). Uranium,
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Figure 1.4: CO2 emissions in Switzerland for 2005 according to the fuel type [89, 70]

for instance, can be used in a nuclear power plant to generate electricity that finally
provides light. Natural gas can be extracted, purified and dried, if necessary, to
obtain city gas that can be distributed to provide heat at the requested temperature
level. Note that the term natural gas is often used to designate not only the primary
energy, but also the intermediate and the distributed energies. Trees of a forest can
be transformed into wood which, in turn, is transformed into pellets to provide heat
and hot water, or syngas which, in turn, is transformed into electricity and heat to
power devices and heat up dwellings.

Besides these definitions, it is important to note the following points regarding
this manuscript:

• By misuse of language and to keep it shorter, the term electricity is usually used
to express both the distributed energy and the energy service, although the
energy service corresponding to electricity should be operating devices (light or
operating computers for instance). In this manuscript, following this general
trend, the term electricity will be used instead of the term operating devices.

• Again by misuse of language, and to keep it shorter, the terms heating and
cooling will often be used in this manuscript to designate the energy service
corresponding to ”heating at the requested temperature level to have a com-
fortable warm building” and ”cooling at the requested temperature level to
have a comfortable cool building”. Besides, regarding heating it can be used to
designate the energy related to the sole heating requirements of the buildings,
or else to designate both the heating and the hot water related energy (like
in the expressions heating network, which expresses the network that transfers
the heat to the buildings for both heating and hot water requirements). The
way the term heating shall be understood, will be clear from the context or
else specified. Finally, regarding cooling, only air-conditioning is considered
and no refrigeration (except in Chapter 7 where it is explicitly mentioned)
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• Since the term city gas is less used than the term natural gas, this latter term
will be used throughout this manuscript to designate the intermediate and the
distributed energies.

• Instead of the expression to provide an energy service, the equivalent expression
to meet/satisfy an energy requirement will sometimes be used.

Distributed
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Figure 1.5: The energy chain with the different classification categories (after [50])
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1.5 Energy services in cities and polygeneration

In Section 1.2 it was shown that the energy service heating contributes to almost 60%
of the CO2 emissions in Switzerland. However, considering heating only, without
simultaneously looking at other energy services like electricity for instance, bears
the risk to miss low (or less) CO2 emitting concepts which would be interesting on
an energetic point of view. Polygeneration energy conversion technologies, indeed,
satisfy different energy services simultaneously. By doing so, they help decreasing
the CO2 intensity compared to energy conversion technologies that meet only one
energy service, as will be shown further down this section as well as in Section 1.6.
On the other hand, beside defining the energy service(s) for which actions can/need
to be undertaken (like heating for instance), it is also important to define where
these actions can/should take place. In this respect, cities are more appropriate
than less populated areas. Because of their dense population, modern cities are
faced with major challenges regarding the satisfaction of the energy requirements
and the related CO2 emissions. Cities can be considered therefore an early-warning
indicator of environmental impacts, with problems emerging faster than elsewhere
[13]. For example, in the city of Geneva the actual population density amounts
to 11’500 inhabitants/km2 [71] and the trend is increasing. Such densely populated
areas require large amounts of distributed energies to meet the different requirements
in terms of heating, hot water, cooling and electricity, as well as large amounts of
car fuel. Table 1.3 gives an illustrative example of the consumption of distributed
energies for the Canton of Geneva, for the year 2005. Beside these distributed
energies, large amounts of sewage water and waste have to be treated, that contain
high energetic potentials that can be exploited5. Table 1.4 shows that the amount
of waste treated in 2005 in the Canton of Geneva.

Distributed
energy

Annual
total

Annual
per capita

Hourly
per capita6

Annual CO2

emissions
per capita

Electricity 10 056 TJ 22 785 MJ 0.72 kWh/h 696 kg7

2 848 kg8

Natural gas 8 891 TJ 20 145 MJ 0.64 kWh/h 1 287 kg

Heating oil 12 746 TJ 28 880 MJ 0.92 kWh/h 2 351 kg

Coal 106 TJ 240 MJ ∼ 0 kWh/h 40 kg

Car fuel 9 959 TJ 22 565 MJ 0.72 kWh/h 1 570 kg

Table 1.3: Distributed energies consumed in the Canton of Geneva in 2005 [71]

5The waste incineration plant Les Cheneviers in Geneva, that generates electricity and district
heating (Cadiom) , illustrates this.
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Disposal type Annual total
Annual per
capita

Energy per
capita

Waste
Incinerated 213 122 to 483 kg 1 596 kWh/year9

Recycled 487 629 to 1 106 kg -

Sewage water 79 000 000 m3 179 m3 2 077 kWh/year10

Table 1.4: Disposals treated in the Canton of Geneva in 2005 [71]

Beside being an early-warning indicator of environmental impacts, cities feature
an important emission reduction potential. Any action undertaken in a large city to
mitigate emissions will indeed have significantly more impact than the same action
undertaken elsewhere. This is particularly true for energy services.

To provide the energy services of the different buildings in a city, there are
basically two possibilities:

1. Use individual energy conversion technologies in each building.

2. Use centralized energy conversion technologies that meet the requirements of
a large city or even a whole country, together with a distribution network.

The use of individual energy conversion technologies (solution 1) prevails in the
western European countries for energy services such as heating, hot water and cool-
ing. Examples of such technologies are mainly boilers, but also heat pumps and
individual air conditioning units. The main characteristic of these technologies is
that they are easy to handle and do not require the proximity to the primary energy
source. The use of centralized energy conversion technologies, on the other hand,
prevails for electricity, with the large nuclear, hydraulic or coal power plants. They
require professional control and, in some cases, a direct access to the primary energy
source (hydraulic plant), making it therefore obvious for people today to have a
network for the distribution of the electricity from a power plant to the consumers.
For heating, hot water and cooling the use of a distribution network is still very
rare. In Switzerland, only 4% of the entire heating requirements are met by district
heating networks [69]. It is only in some specific cases, when the recycling of heat
generated by the combustion of city waste allows it (Cadiom in Geneva), or that the
combustion of biomass (wood) near a forest justifies it [23], that a heating network is

6According to [50] the actual Swiss average energy consumption amounts to 6 kWh/h per
capita, including the grey energy. The sum of all the distributed energies consumed in the Canton
of Geneva amounts to 3 kWh/h, which is below the Swiss national average. This can be explained
among others by the fact that the 3 kWh/h don’t include the grey energy, or else that the Canton
of Geneva doesn’t host any high energy consuming industry (chemical industry for instance).

7Swiss mix: 0.11 kg-CO2/kWhel
8UCTE mix: 0.45 kg-CO2/kWhel
9Considering a heating value of 3.305 kWh/kg [22]

10Considering that a ∆T of 10◦C can be exploited
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implemented to use this heat. Regarding the cooling requirements, they are usually
met by individual electric chillers (where allowed11).

The major drawback of having some of the energy services provided by individ-
ual energy conversion technologies at the building level (boilers for instance), and
others by centralized energy conversion technologies at national level (nuclear power
plant for instance), is that the implementation of efficient, integrated, polygenera-
tion energy conversion technologies is hindered. Polygeneration energy systems are
systems that generate more than just one single energy service. Examples of such
systems are combined cycles including a gas turbine and a steam turbine, or fuel
cells. These systems generate both electricity and heat. Another example of poly-
generation energy system generating also cooling (beside heating and electricity),
includes fuel cells integrated with absorption-chillers. Polygeneration systems fea-
ture better overall efficiencies when converting primary or distributed energies to the
final requested energy services, than if the same energy services are provided by a
serie of single, individual or centralized, energy conversion technologies. Due to their
higher efficiencies, polygeneration energy systems can play a major role to decrease
CO2 emissions. It is indeed also important to note that even when using renew-
able energy sources such as biomass or waste, the advantage of being renewable or
even ”CO2 neutral” (biomass12) shall not exempt the engineers from searching effi-
cient technologies, such as polygeneration energy conversion technologies, to convert
these energy sources into energy services. However, to ensure that polygeneration
systems operate as often as possible at or near their optimal load, they should be
implemented so as to meet the requirements of more than just one building. By
doing so, it is possible to take advantage of the various load profiles of the buildings
by compensating the fluctuations and having therefore a smoother operation. It is
only in some cases that polygeneration energy systems are appropriate for a single
building, namely if this building is large (skyscraper for instance) and houses differ-
ent allocations like hotels, department stores, office buildings,... (see Section 1.6).
Besides, since these systems are complex and de-facto difficult to operate, they are
usually not justified in an individual building where no continuous professional con-
trol can be guaranteed. It is much more advantageous to implement them in a small
plant that serves several buildings, or a district, and that is managed, for instance,
by an energy service company. However, the definition of the number of buildings
that shall have their energy services met by a polygeneration energy conversion
technology is not a trivial task. Implementing polygeneration energy systems for a
whole country for instance, results in too large heat losses and pressure drops, not
to mention the security of supply in case of failure. Polygeneration energy systems
are therefore appropriate for districts or small cities, where they can help wipe out
the following disadvantages of both individual and centralized energy conversion
technologies, beside contributing to decrease CO2 emissions:

11In the Canton of Geneva, individual air conditioners are forbidden.
12Although biomass is often considered as being CO2 neutral, note that this is only true if the

transportation of the biomass is not considered.
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1. Individual energy conversion technologies:

• take space in the building that could otherwise be used more effectively
(especially boilers that require space for the oil or gas storage),

• lack good efficiencies compared to their larger counterpart (the exergetic
efficiency of a small single family house heat pump for instance amounts
to about 40% [105], compared to 60% for larger heat pumps of several
MW [75], individual chillers on the other hand have even been prohibited
in some cantons of Switzerland due to their low efficiencies and high
electricity requirements),

• have to follow the exact consumption profiles of the building for each of
the energy services (unless there is a little storage tank), preventing from
a smooth operation.

• represent an important source of emission in densily populated areas (in
the case of individual boilers for instance).

2. Centralized energy conversion technologies:

• imply transmission losses due to the energy transfer between the plant
and the consumers,

• represent an issue in terms of security of supply (for instance in case of a
breakdown),

• can lack acceptance among the population because people are not ready
to give up the idea of the individual energy conversion technology on
which they have the entire control, for a more centralized solution.

In the following, an example of the way a polygeneration energy conversion
technology can help mitigating CO2 emissions is illustrated. The polygeneration
energy system includes a gaz turbine combined cycle coupled with a heat pump,
to provide heating. This system shall be compared to a conventional boiler, for a
heating requirement of 100 units of energy. Let us assume the following efficiencies:

Boiler εth = 0.9

Gas turbine combined cycle with cogeneration [73] εel = 0.5

εth = 0.4

Heat pump13 COP = 3.5

The amount of natural gas required by each system to meet the requested heat-
ing requirement is given in Figure 1.6. As can be seen, the boiler requires 111 units
of energy whereas the combined cycle coupled with the heat pump requires only 46.5
units of energy, thus resulting in an energy saving (and therefore a CO2 emissions
reduction potential) of 57%. Another way to look at this issue is to compute the
energy that could be obtained by giving the 111 units of natural gas to the combined

13Average value of different systems [75]
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cycle coupled with the heat pump, instead of giving them to the boiler. In this case,
the polygeneration system could provide 100 energy units of heat and an additional
40 energy units of electricity. This example clearly shows the advantage of using
polygeneration, and specially the benefit that can be gained by combining polygen-
eration systems with heat pumps. Heat pumps indeed make an efficient use of the
energy available in the environment and are therefore assigned an important role in
the heating sector when it comes to decrease CO2 emissions. Further polygenera-
tion examples and their respective energetic and exergetic efficiencies are given in
Figure 1.7.

If the combined generation of heat and power is currently the most used poly-
generation system, the integration of cooling in polygeneration systems is of utmost
importance when considering a rational use of energy. Cooling is indeed becoming
a major issue even in countries like Switzerland, Finland [85] or Denmark [88].

The energy services considered in this thesis include heating, hot water, cool-
ing and electricity.

An example of a study including the design and operation optimization of a polygen-
eration energy system is shown in the following section. Even though the example is
given for a large standalone office-building, that justified the implementation of such
a complex system, this type of system could as well serve a group of buildings (a
small district). The study presented was conducted for an office-building downtown
Tōkyō [99] and [100]. However, the method developed for the study as well as the
basic ideas underlying the study (namely the use of ploygeneration energy system)
remain valid for any other location.

1.6 Polygeneration energy system in an office-

building

In the study presented in this section ([99] and [100]), the goal was to analyse the
potential of a polygeneration energy system to decrease the CO2 emissions linked to
the energy services for an office building (compared to conventional energy systems
including boilers, electric chillers and electricity from the grid), and at what cost
this CO2 emissions reduction could be achieved. The polygeneration energy system
includes a solid oxide fuel cell based system comprising the following technologies
(see Figure 1.8):

1. a solid oxide fuel cell (SOFC) for electricity and heat (via the heating storage
STH),

2. a double-stage absorption chiller (AC2) and a single-stage absorption chiller
(AC1) for cooling purposes (via the cooling storage STC),

3. two storage devices (for heating: STH, and for cooling: STC).
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Figure 1.7: Different polygeneration systems with their respective energetic and
exergetic efficiencies for heating [35] (Grid heat losses: 4%, Network thermal losses:
5%, Heat pump first law efficiency: 3.33, Heat pump second law efficiency: 0.65%,
Network temperature: 65◦C, Atmospheric temperature: 0◦C, Cogeneration unit
thermal losses: 10%): 1. Nuclear power and direct electric heating, 2. Electricity from
a combined cycle power plant and direct electric heating, 3. Hydraulic power and
direct electric heating, 4. Boiler, 5. Nuclear power and heat pump, 6. Electricity from
a cogeneration engine and heat pump, 7. Electricity from a combined cycle power
plant and heat pump, 8. Electricity from a combined cycle with heat recovery and
heat pump, 9. Electricity from a cogeneration fuel cell and heat pump, 10. Electricity
from a hybrid plant including a fuel cell and a natural gas combined cycle with heat
recovery and a heat pump, 11. Hydraulic power and heat pump.
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Figure 1.8: Solid oxide fuel cell based polygeneration system for an office-building
downtown Tōkyō (after [100])

The choice of the solid oxide fuel cell as basis technology is justified by the large
interest shown by Japanese people for what is considered in Japan to be a very
promising technology [56, 46, 61]. Solid oxide fuel cells generate electricity, that
can be used directly in the building in which the system is implemented, and heat
(hot exhaust gas) that can be used either to activate absorption-chillers during the
hot and humid Japanese summer, or for heating purposes in winter. The exhaust
gas from the SOFC circulates through the double stage absorption chiller, the single
stage absorption chiller and/or the heat storage. If no heating is required or if one
of the absorption-chillers is not necessary, the exhaust gas by-passes the respective
device. If neither heating nor cooling is required, the exhaust gas is directly released
to the atmosphere, by-passing all the devices. (The by-passes have not been depicted
on Figure 1.8, to avoid overloading the figure.)
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Figure 1.9: Electricity, cooling and heating requirements of the office building in
Tōkyō for January and August [100]

1.6.1 Description of the building conditions

For the purpose of the study, the following building conditions are used:

1. 20 story office building (with 200 office-rooms),

2. 50 m2 per office-room,

3. 7 persons working in each office room,

4. 12 working hours per day (from 08:00 to 20:00),

5. 5 working-days per week, minus official Japanese holidays.

The consumption profiles for the building have been computed based on measured
data [60]. For each month, one representative day has been chosen. Figure 1.9 shows
for instance the profiles for January and August. The following assumptions have
been made for the building energy demands:

1. The electricity requirements for lighting and electric appliances are the same
in each office room and remain constant throughout the working-day. These
electric requirements do not include the electricity requirements for the cooling
and heating of the building.

2. Japanese offices typically use an electric water-heater to provide hot water,
which is included in the “base electricity demand”. Therefore, there is no hot
water requirement.

3. The electricity requirements at night (i.e. for server computers, refrigerators,
etc.) is assumed to be 10% of the daytime requirements.

Regarding the energy conversion technologies, the following assumptions were made:
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1. All the efficiencies and coefficients of performance are assumed constant, re-
gardless of the part load factor.

2. The SOFC cannot be operated at a part load smaller than 30%.

3. The values for the emissions and the costs (electricity from the grid, manufac-
turing of the devices, gas) are specific to the city of Tōkyō.

1.6.2 Resolution strategy and results

The resolution strategy developed to compute the performances of the polygenera-
tion energy system in terms of yearly CO2 emissions and yearly costs is divided in
two levels: the equipment design level, and the performance computation level. In
the design level, a multi-objective optimizer is used to optimize the sizes of the stor-
age devices, the size and configuration parameters of the SOFC, and the sizes and
configuration parameters of the absorption-chillers. The performance of the system
is then computed for the 12 representative daily load profiles, considered to represent
the annual range of hourly electricity requirements, heating loads, and cooling loads
for the analyzed office building. This resolution strategy was the starting point for
the method developed in the present thesis for district energy systems, that will be
explained in further details in Chapters 2 to 4.

The study showed that the integrated energy system presented above allowed
to reduce CO2 emissions by about one third compared to a conventional energy
system that uses electric chiller-heaters for cooling and heating demands and takes
all electricity from the grid. The CO2 emissions generated in the integrated energy
system are mainly due to the operation of the SOFC. The limit in the CO2 savings
potential of the given integrated energy system is given by the amount of CO2

emitted by the SOFC. Note that in this study, the size of the building does not
have much influence on the CO2 emissions reduction potentials, because the energy
consumption profiles have been assumed to vary linearly with the size of the building.
The price to pay in order to achieve these CO2 emissions reduction is still very high,
due to the high costs of solid oxide fuel cells: an increase of about 70% compared to
the conventional system.

1.7 District energy systems and the need for a

new design method

In the previous section it was shown how an integrated polygeneration energy system
could help mitigating CO2 emissions for a large office building. It is important to
stress that in order for such a system to be viable, especially when considering
electricity requirements, the following conditions have to be taken into account:
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1. The sizing of the equipment becomes of utmost importance for two reasons.
First, because the system is integrated, the different pieces of equipment have
to match. Second, because the investment costs of such systems are high,
an excessive ”over-sizing” can rapidly increase the costs in a senseless way.
These two aspects differ much from conventional systems for which electricity
is taken from the grid and heating is provided by a boiler. For the consumer,
the investment costs of these latter systems are low. This often results for
instance in boilers being sized too large, since the ”over-size” does not increase
the investment costs much when dealing with boilers, but gives a feeling of
”being on the safe side” to the consumer.

2. The energy consumption profiles of the supplied building(s) have to be of the
order of magnitude of the design size of the implemented polygeneration energy
conversion technologies, several hundreds of kilowatts for a gas engine, several
tens or hundreds of megawatts for a gas turbine combined cycle to mention
but a few. Otherwise, the technologies will not have reasonable electrical
efficiencies (≥ 40% electric efficiency at design load for gas engines or 48-54%
for gas turbine combined cycles with municipal heat recovery [41]).

3. The integrated polygeneration energy system should ideally meet the en-
ergy requirements of an entity featuring various different energy consump-
tion profiles such as a group of buildings, or else a very large building (sky-
scraper) housing different types of allocations such as hotels, offices, depart-
ment stores,... as you can find them in Tōkyō. The benefit for the polygener-
ation energy conversion system of having different consumption profiles is to
take advantage of the fluctuations of the profiles to smooth the operation, and
therefore operate as often as possible at or near the optimal part load.

4. Continuous professional control of the complex integrated polygeneration en-
ergy system should be guaranteed.

Note that in Switzerland, the large buildings mentioned in Point 3 are not yet
very common, and therefore polygeneration energy systems are more likely to be
implemented so as to meet the energy requirements of a group of buildings or a
district. The rest of this manuscript will therefore concentrate on this latter case14.

When having a group of a few buildings, up to a whole city (especially a small city
in the size range of Swiss cities), with its thermal and electrical energy requirements
met by an integrated polygeneration energy system, a distribution network will be
required. For electricity the existing grid can be used, but for heating (including
hot water) and cooling, distribution networks need to be designed. The resulting
system will be called hereafter a district energy system.

14It is important to stress that if the method has been developed based on Swiss districts, it
remains, nonetheless, valid for any district in any country.
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A district energy system, is a system comprising one or more integrated poly-
generation energy conversion technologies, together with the required distri-
bution network(s), fulfilling the task of providing energy services (heating,
hot water, cooling and/or electricity) for more than one building.

Note that with the given definition of a district energy system, a district can be
of any size, starting from two buildings.

Despite the advantages of district heating and cooling, related to the high ef-
ficiencies of the polygeneration energy systems that can be implemented, district
energy systems still have a hard time emerging in countries like Switzerland. The
main reasons for this can be summarized as follows:

1. As already mentioned, people prefer relying on their own system (boiler for
instance) rather than having a system which is out of their control. The picture
is different for electricity because the processes used up to now to generate
electricity are much more complex than a simple combustion and require large
installations (nuclear power plant) or technologies located at specific places
(dams).

2. In Switzerland, the owner of the dwelling is often not the inhabitant, so that
considerations such as space availability, namely the space ”lost” for the gas or
heating oil tank, are not taken into account when choosing the heating system
[67].

3. District energy systems require high investment costs.

However, if district energy systems are required to play an important part in the
reduction of CO2 emissions, one must bear in mind that before implementing such
a system, it is important to study its relevance for the analysed district. District
energy system could indeed become uninteresting if:

1. The density of the required energy rate per km2 is too low,

2. The distribution losses countervail or even wipe out the advantages of poly-
generation energy systems.

The first case (point 1) occurs when the buildings are too remote from each other
or the energy consumption profiles are too low [103]. In these cases, individual
energy systems are more appropriate (especially for the thermal requirements, but
in some cases even for the electricity requirements). Figure 1.10 shows by means
of an example for heating, how buildings which are remote from all other buildings
have their own energy conversion technologies, whereas the buildings having close
neighbours are connected to a district energy system.

The aim of the research work described in the present thesis is therefore to de-
velop a method, that helps decision makers and stake-holders define the optimal
energy system for districts, for retrofit actions as well as for new districts. To define
an optimal system, two objectives shall be taken into account by the method, namely
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Buildings having their own
energy conversion technology

Buildings connected to a
district heating system

Figure 1.10: District energy system (after [17])

the yearly CO2 emissions and the yearly costs. This method shall link up the distinc-
tive characteristics of the district for which an energy system needs to be defined,
with the different technically feasible solutions, thus considering the minimization
of yearly CO2 emissions and yearly costs as the two objectives. This method will
help to optimize the configuration (type of energy conversion technologies and dis-
tribution network), the design (size of the energy conversion technologies) and the
operation strategy of district energy systems whenever such systems are found to be
optimal. The method will also enable the computation of configurations including
only individual energy conversion technologies (whenever the energy density is too
low for a district energy system to be justified) or a combination of both district
and individual energy systems as shown on Figure 1.10. The method will be a tool
to perform the following tasks:

• structure the information/data of the analysed district, which is relevant to
design and optimize the way the energy services will be provided,

• bring to light the different technological opportunities allowing to meet the
requirements of the consumers, taking into account:

– the energy requirements,

– the temperature levels at which the energy requirements are requested,

– the renewable energy sources available,
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– the different types and sizes of energy conversion technologies (including
district and individual energy conversion technologies),

– the different solutions for the design of the distribution network,

– the synergies between consumers (for instance if one building needs to be
cooled down and another to be heaten up, an energy exchange can take
place),

• define the optimal configuration for the network and the energy conversion
technologies, as well as the optimal operating strategy of the energy conversion
technologies,

• define appropriate criteria to discuss the different configurations computed
(since there are two objectives, the result of the optimization will not be just
one single optimal configurations, and criteria will be needed to discuss the
different configurations and choose one).

Briefly said, the method will help determining if, for a given selected district
or region, a district energy system is appropriate, and, if yes, it will help
answering the following questions:

• Which type and size of energy conversion technologies shall be imple-
mented in the district?

• Where in the district should these technologies be implemented?

• How should the distribution network look like?

• Which operating strategy is to be followed?

The method shall primarily be a design tool and is not intended to take over
any controlling functions. This will justify the use of rough energy consump-
tion profiles and simplified technology models. However, if controlling aspects
shall be included, the method, which shall be developed in a modular way,
can be easily adapted (by using detailed consumption profiles and energy
conversion technology models).

To develop the method, software tools will be involved (simulation of the en-
ergy conversion technologies, simulation of the network, single- and multi-objective
optimization). The method is validated based on case studies thank to the collab-
oration with several partners (Service Cantonal de l’Energie du Canton de Genève
and Centre de Recherches Energétiques et Municipales in Martigny).

1.8 Prior art

District energy systems have already been widely studied, and continue to be the ob-
ject of much interest among researchers. The literature on district energy systems
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however mainly concerns systems that provide heating, hot water and electricity.
The integration of the cooling demands has not yet been extensively studied at the
district level. Besides, the majority of the literature on district energy systems con-
cerns the optimization (mainly in terms of costs) of the operation strategies of the
energy conversion technologies, and/or the thermo-economic design and optimiza-
tion of the energy conversion technologies. The literature review can be divided in
four main parts regarding the field of interest, namely the effectiveness of a distribu-
tion network, the network layout, the technologies, and the mathematical resolution
strategies that can be used to develop such a method15.

1. Effectiveness of a distribution network
As previously mentioned, if the energy density of a district is too low, district
energy systems are not effective solutions, both in terms of emissions and in
terms of costs. Yamaguchi et al. [102], as well as Yildirim et al. [103], studied
the effectiveness of a district energy system for two different cases, the first
one for two closely located buildings in Ōsaka (Japan) and the second one for
a university campus in Izmir (Turkey). Yamaguchi considered polygeneration
systems to provide heating, cooling and electricity, whereas Yildirim consid-
ered only heating. Both studies focus on the phasing of the energy conversion
technologies with the requirements of the buildings and do not take into ac-
count the design of the network. Due to their very local, case specific, nature,
though interesting, and demonstrating the effectiveness of implementing dis-
trict energy systems for their respective cases, these two studies could not be
further used.

2. Network configuration
It is noteworthy that very few papers deal with the issue of the network con-
figuration. One reason for the researchers not to be more interested in this
topic could be the belief by some of them that the design of the distribution
network is anyway solved by politicians and urban planners, without involving
any quantitative support [1], and that it is therefore useless to include the
design of the distribution network when studying the thermo-environomic op-
timization of district energy systems. However, it is the belief of this author
that politicians and urban planners could be interested in using quantitative
support, if they had the tools to do so [38]. Besides, as already mentioned,
district energy systems can show to be inefficient when the required energy
density is too low. However, no papers could be found that compute the opti-
mal energy system for a district by comparing district energy systems versus
individual energy systems.

Söderman [86] has studied the network configuration of distributed energy
systems and developed a tool for decision makers to design, among others,
the layout of the network. However the study does not take into account the
temperature levels at which the energy services have to be delivered, although

15As will be explained in Chapter 3, the tool developed in the present thesis results in a Mixed
Integer Non Linear Programming problem, for which a resolution strategy needs to be developed.
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the temperature level has a major influence when it comes to consider the use
of heat pumps or the computation of heat losses. Besides, Söderman does not
consider the possibility of excluding a building (included in the district) from
the distribution network, if for instance this building was too far away from
the rest of the buildings to justify a connection. To compute the network,
Söderman uses a mixed integer linear approach. This approach will also be
extensively used in the present thesis.

Regarding the optimization of existing networks, Benonysson et al. [5] studied
the influence of the supply temperature of heating networks on the total op-
erating costs. To perform their study they developed a dynamic model. If the
importance of defining an appropriate distribution temperature, as mentioned
in the paper, will also be an issue in the present thesis, the use of dynamic
modelling techniques will not be further investigated. Such techniques would
not be appropriate at the design and optimization levels considered in the
present thesis (even though an operation optimization is carried out). Heat
losses in networks have also been studied by other researchers like Comakli [21]
for instance, without any specific methodological development though.

At the Swiss Federal Institute of Technology in Lausanne, Peng [74] developed
a method for the design and thermo-economic optimization for the operation
and extension strategy of a district heating network. In his approach, he
does not consider aspects such as polygeneration or the integration of multiple
energy sources, but part of the theory underlying his algorithm to define the
basic meshes that will be taken up in the optimization of the layout of the
network, has been considered in the present work.

3. The technologies
Unlike for the design of the distribution network, the literature on the thermo-
economic optimization of district energy conversion technologies connected to
a distribution network has been paid much more interest by the researchers.
The list of works cited here cannot be considered exhaustive, but gives an
overview of the research conducted in this field.

Von Spakovsky et al. [96]-[97] used mixed integer linear programming mod-
els to study the optimization of the operation of the heating and electricity
plant connected to the distribution network of the Swiss Federal Institute of
Technology in Lausanne (Switzerland), comprising two gas turbines and two
heat pumps as well as two storage devices. Rolfsman [78] studied the optimal
operation strategy of a combined heat-and-power plant, maximising the pro-
duction of electricity when it can be sold at peak prices, thus implementing
heat storage devices to have enough heat for the district heating system when
electricity prices are low and the heat-and-power plant is not running at its
maximum load. Rydstrand et al. [80] examined the performance of humidified
gas turbine cycles in district heating applications and came to the conclusion
that such cycles have a potential to give much lower specific investment costs
compared to combined cycles. Hepbasli [51] dealt with the thermodynamic
analysis of ground-source heat pump systems for district heating systems in



48 CHAPTER 1. INTRODUCTION AND MOTIVATION

Turkey, thus showing which elements in the system were responsible for the
biggest exergetic losses (namely the compressor and the evaporator of the heat
pump), and gave some hints to decision makers to design such a system. Oz-
gener et al. [72] studied the performance of geothermal district heating systems
in Turkey, by comparing the efficiencies of two different sites.

The work conducted in the present thesis goes beyond the above mentioned
studies in the sense that the optimization of the energy conversion technologies
will not be limited to already existing cases ([96, 97, 78, 51, 72]), or to a single
type of technology [80], but will include the optimal choice of the technologies.

At the Swiss Federal Institute of Technology in Lausanne, the theses by
Curti [26] and Bürer [12] have to be mentioned at this stage. Curti devel-
oped a method to design and optimize district heating systems, following an
environomic approach (economic, energetic and environmental). Like Peng,
Curti only takes into account heating requirements. However, to meet these
requirements, Curti considers cogeneration units. In his method, Curti opti-
mizes one single objective, namely the costs, but accounts for the emissions by
using penalty factors that he defines so as to consider not only the emissions of
the pollutants, but also their immissions on a local and global scale. Bürer, on
the other side, conducted some research work on the potential of polygenera-
tion energy systems to reduce the CO2 emissions linked to the residential and
commercial sectors in Tōkyō and Beijing, based on a mutli-criteria optimiza-
tion method. Unlike Peng and Curti, Bürer takes into account all the different
energy services. In his thesis two very specific case studies bringing into play
only a very small size distribution network linking only a few buildings are
analysed. He shows that multi-criteria optimization based on advanced evolu-
tionary algorithms can be of great interest to analyse the trade-offs of complex
integrated energy systems, between economic and environmental aspects.

The works by Curti and Bürer have been used in the present thesis as starting
point.

4. Mathematical resolution strategy
The decomposition of complex problems including the design and operation of
energy systems has been extensively studied by Grossmann and Biegler [6, 49].
The mathematical resolution strategy resulting from of these works, as well as
the methodology developed in [99] are taken up in the present thesis. Another
methodology, developed by Friedler et al., who studied process synthesis and
optimization for the chemical industry [42, 43] also showed very promising
results. However, in this methodology, Friedler et al. do not take into account
any spatial constraints regarding the location of the technologies. Besides,
the chemical processes that are designed are of the continuous type, whereas
district energy systems are more related to a batch type operating mode (the
energy requirements vary from one period to the other).
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1.9 Conclusion

In this chapter the motivation for the present thesis, namely the development of a
tool to design and optimize district energy systems, has been presented. The first
part of the chapter dealt with the notion of sustainability and the Kyoto protocol,
which assesses the relation between climate change and greenhouse gas emissions.
It was then shown that in Switzerland there are mainly two sectors which have to
be addressed when dealing with the reduction of greenhouse gas emissions: heating
and transportation. However, dealing with heating requires to take into account also
other energy services such as cooling and electricity, in order not to overlook ener-
getically interesting solutions such as polygeneration energy conversion technologies.
Because such systems are not suitable in single buildings, distribution networks need
to be designed to connect several buildings together. The resulting system including
the energy conversion technologies and the distribution network is called district en-
ergy system. Since no method presently exists to design and optimize such systems,
the chapter ended explaining the needs for such a tool16 to be developed.

16The words method and tool are used interchangeably in this thesis.
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Chapter 2

Method for the design and
optimization of district energy
systems

2.1 Introduction

In this chapter, the main parts of the method developed to design and optimize
district energy systems, hereafter DESD(OP)2 (District Energy System Design and
OPeration OPtimization), that has been introduced in the last part of Chapter 1
shall be explained. The method is depicted in Figure 2.1. It basically comprises
three phases: a Structuring phase, an Optimization phase and a Post-processing
phase. The remainder of this chapter will be organized following Figure 2.1, with the
description of the three phases. Since the structuring and the post-processing phases
are fairly straightforward, they will be treated rather briefly. The optimization
phase, on the contrary, is the core of the present thesis and will therefore be explained
in greater details in two separate chapters (Chapters 3 and 4).

2.2 Structuring phase

The structuring phase is the phase in which all the relevant information regarding the
district for which an energy system needs to be designed, are gathered, structured,
and put in the required form to be used in the optimization phase. The structuring
phase is the first step directly following the delimitation of the district or region
of interest. If the types of information required to design and optimize the district
energy system remain the same regardless of the location of the district analysed, the
content of these different inputs will vary greatly with the location of the district.
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Figure 2.1: Method developed to solve the district energy system design and oper-
ation problem
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These types are:

1. The list of available energy sources
A comprehensive analysis and listing of the available energy sources in the
district that can be used for the district energy conversion technologies has
to be performed. These include natural gas and renewable energy sources
such as wind, waste, sewage water, lakes, rivers, sun, geothermal energy,...
For each energy source, all the characteristic parameters such as for instance
the temperature for a lake, the velocity for wind, the temperature and the
maximum recoverable energy for sewage water,.... have to be included in
the analysis. Heating oil is deliberately not considered at this stage, since in
Switzerland heating oil is mainly used for individual boilers, which have been
categorised as individual back-up devices and do not belong to the district
technologies.

2. Energy consumption profiles including power and temperature
levels
The energy consumption profiles for the different energy services need to be
known in order to compute the optimal design and operation of the district
energy system. For the thermal energy requirements (heating, hot water and
cooling) it is important not only to know the amount of energy required, but
also the temperature level at which this energy needs to be provided. Besides,
for all energy services the power level is of utmost importance to design
the size of the energy conversion technologies. Therefore, the profiles of the
energy requirements, for all energy services, are best given in average hourly
rates for each period (in kW), together with the duration of each period in
hours. Usually, these profiles are not only difficult to obtain (especially for
the temperature levels), they also contain large uncertainties due to their
stochastic nature. Besides, for cooling, there is not yet enough data available
from previous years, to make reasonable statistics. In Chapter 6 it is shown
how such data can be computed when they are missing, drawing on building
models as well as on geographical information systems. It is noteworthy at
this stage, that since the goal of the DESD(OP)2 problem is not to perform
any precise hour by hour controlling or regulation, it is useless to use hour
by hour profiles for the whole year. This would add an unnecessary level of
details that would drastically increase the resolution time. In many cases, a
six period profile including a day and a night period for summer, winter and
mid-season, can already be considered sufficient. Figure 2.2 shows such an
energy consumption profile.

Beside these two first types of information that will help defining appropriate
energy conversion technologies to meet the requirements of the district, there
is the data base of district technologies. District technologies are the energy
conversion technologies that are connected to the distribution networks and
provide heating, hot water, cooling and electricity to the different customers
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Figure 2.2: Electricity requirements profile including 6 periods for the whole year

in the district via these networks1. The district technologies are the one that
will be implemented in the energy plant from which the distribution networks
will depart. A data base, including the thermo-economic simulation models
of the different possible district energy conversion technologies, is set up. It
includes among others heat pumps, gas engines, gas turbines combined cycles,
windmills, photovoltaic cells,... . Should a technology, that is considered
promising for the analysed district, be missing in the data base, it has to be
added and thereby contribute to the general enrichment of the data base.
The content of the data base of district energy conversion technologies,
like the content of the data base of individual back-up energy conversion
technologies explained further down this section, is indeed not depend on the
district analysed.

The list of available energy sources and the energy consumption profiles
(including the temperature and power levels) are evaluated and compared
with the content of the data base of district technologies, in the Technology
evaluation tool. The goal is to establish a list of district technologies that
can be used in the analysed district. Unlike the data base of the district
technologies, this list is specific to the district. For instance, if the district is
located in the vicinity of a lake or a river, heat pumps will be an essential
element of the list of district technologies. Besides, if geothermal energy is
available, a steam turbine or an organic Rankine cycle can be implemented.
On the other hand, considering wind mills in a city like Geneva to produce

1These technologies should not be mistaken with the individual back-up technologies (further
down this section), that are not connected to the distribution networks
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electricity, will not lead to a reasonable solution, due to the unfavourable
wind conditions in Geneva. Wind mills would therefore not appear in the
list for a district located in Geneva. Or else, if the maximum average
hourly electricity rate amounts to 4 000 kW for instance, no gas turbine
combined cycle will be selected (too small requirements for such a technology).

The last type of required information is the:

3. Spatial (geographical) constraints
In many cases (for instance in retrofits), the district energy system has to
fit in an existing district. Therefore constraints such as the coordinates of
the buildings, the layout of the roads, space constraints in existing under-
ground channels,... have to be taken into account when computing possible
configurations of the district energy system, especially for the network layout.
Typically, a pipe will for instance not be allowed to follow the shortest path
between two buildings, as this path might go right across another building.
There are certain geographical routes that have to be followed, as shown in
Figure 2.3. Usually, this type of information will not be readily available and
usable by the design and optimization algorithm. A geographical related infor-
mation structuring procedure needs to be undertaken to put this information
in an appropriate form that can be used in the optimization phase. This pro-
cedure results in a list of nodes, possible connections and their related space
constraints (maximum possible diameter to fit in the underground channel for
instance).

Finally, the last element which will be needed is the data base of the individual
back-up technologies. Beside the district energy conversion technologies, there are
also some individual back-up technologies available. The individual technologies are
implemented directly in the building they serve, in case the district energy system
cannot meet the energy requirements of this building (for instance if the temperature
level at which the heat is required by a single given building is above the temperature
level of the network, or if the building is located too far away from the rest of the
buildings to justify a connection). These individual technologies are considered
back-up technologies [30, 29]. The list of possible back-up technologies includes2:

• Heating and hot water:

– Water/water heat-pumps

– Air/water heat-pumps

– Boilers

• Cooling

– Electric chillers

Note that unlike the choice of the district energy conversion technologies, the choice
of the types of back-up technologies has not been made location dependent. The

2For electricity, the back-up is the grid.
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data base of back-up technologies can be enriched at any time, for instance by
adding advanced air/water heat pumps taking advantage of the exhaust air of the
buildings [81].

 

Figure 2.3: Difference between the geographical route that has to be followed to
connect two buildings, and the shortest distance geometrically [98]

Figure 2.4 shows an example of a district with the consumption profiles given
for three buildings. This virtual district has been imagined on purpose to develop
the method, and will be used in Chapter 5 to demonstrate the method. It is char-
acterized by a certain number of buildings including their consumption profiles, by
roads connecting the buildings (dashed lines), and by obstacles (lakes for instance as
shown on Figure 2.4, but also large rivers, protected zones,...) forbidding the direct
connection of two buildings.

2.3 Optimization phase

Once the required information have been appropriately processed into usable in-
puts for the optimization phase, the optimization phase of the DESD(OP)2 problem
can be started. The DESD(OP)2 problem is a multi-objective optimization problem
having the yearly CO2 emissions and costs as its two objectives. Because the op-
timization of the DESD(OP)2 problem is a multi-objective optimization, the result
will not be a unique solution, but a collection of solutions. Graphically, the result
of a multi-objective optimization is represented in a so-called Pareto frontier, as the
one shown on Figure 3.2 and explained in the corresponding section. The goal of the
optimization phase is therefore to generate the solutions belonging to this Pareto
frontier, by optimizing the following decision variables:
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1. District energy conversion technologies:

• Type

• Design size

• Location in the network

• Technology related parameters if necessary (like for instance the con-
denser and evaporator temperatures of a heat pumps if any)

• Operation strategy

2. Network:

• Layout of the pipes

• Supply and return temperatures of the distribution networks (heating
and cooling)

• Flows in the pipes (mass, energy and power)

3. Individual back-up energy conversion technologies:

• Type

• Design size

• Location in the network

• Operation strategy

The design and optimization of such a district energy system is complex for
several reasons:

1. District energy systems combine spatial (location of the buildings) and tem-
poral (consumption profiles) aspects.

2. The consumption profiles of the different energy services vary during the day,
and from one day to the other, in a stochastic manner. Because of these
stochastic variations, the problem becomes a multi-period problem, which is
much more complex than if the requirements remained unchanged with respect
to time, or changed in a deterministic way.

3. The temperature level at which a building requires heating or cooling needs to
be considered. Since this temperature level can vary from building to building,
and even from period to period for a same building, the problem cannot be
solved by solving only first principle energy balances. Process integration
aspects have to be considered.

4. The number of the various combinations of different locations and sizes of
energy conversion technologies is high (district as well as individual back-up
technologies).

5. The number of security and spatial constraints due to already existing equip-
ment (for instance a technical gallery in which wires for telecommunication
are implemented) is usually large in a city.
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Figure 2.4: Example district used to develop the network design and optimization
algorithm

Due to the complexity of the problem and the large number of decision variables
involved3, the optimization phase is decomposed in a master optimization and a slave
optimization, both parts optimizing different decision variables. The decomposition
that was already successfully implemented in the study mentioned in Section 1.6 on
the optimal design and operation management of an SOFC-based energy system for
a building [99], is taken up and further developed. It will be explained in greater
details in Chapter 3. Basically, a master optimizer computes a so-called master set of
decision variables, including decision variables related to the choice and design of the
district energy conversion technologies, as well as the supply and return temperatures
of the networks (heating and cooling). The decision variables, which are directly
linked to the type and size of the district technologies, are given as inputs to the
corresponding thermo-economic models included in the data base, to compute the
performances of the technologies (efficiencies, mass flow rates,...) and investment
costs. The performances, together with further decision variables of the master set
(network temperatures), as well as the consumption profiles, are processed in order

3As will be shown in Chapter 5, the number of decision variables can easily amount up to 50’000
variables.
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to be usable by the slave optimizer. This processing is explained in Section 4.5. The
result of this processing, together with the outputs from the geographical related
information structuring process, the energy consumption profiles, and the models
of the individual back-up energy conversion technologies, are passed over to the
slave optimizer. The slave optimizer computes the slave set of decision variables,
given the master set of decision variables, namely the layout and operation of the
network, and the location and operation of the district as well as individual back-up
energy conversion technologies. This whole optimization process is run iteratively
until convergence is reached. In other words, the iterative process is stopped when
no further improvement is gained from new iterations.

2.4 The post-processing phase

In the post-processing phase, the Pareto optimal frontier with the different solutions
is evaluated. To perform this evaluation and choose the solution that will finally be
implemented, decision-makers rely on a list of criteria, such as for instance:

• the weight to give to each objective,

• the available budget,

• the CO2 emissions reduction targets according to the Kyoto protocol,

• the result of the sensitivity analysis on some parameters,

• the acceptance of the population for given solutions,

• the implementation delays,

• ...

The success of this phase strongly relies on a close collaboration between all the
decision-makers, stake-holders and engineers.

2.5 Conclusion

In this chapter the method developed to solve the DESD(OP)2 problem is pictured.
The DESD(OP)2 problem is solved by means of a multi-objective optimization pro-
cedure, optimizing both yearly CO2 emissions and costs, and resulting in a Pareto
optimal frontier that needs to be evaluated. The method includes three phases: a
structuring phase, an optimization phase and a post-processing phase, or, according
to Maréchal [64], the method applies the AGE -principle:

Analyse the problem, Generate solutions, Evaluate the solutions.
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Chapter 3

Solution strategy of the
optimization phase

3.1 Introduction

In this chapter, the optimization strategy developed to solve the optimization phase
of the method described in the previous chapter, is explained in detail. Even though
many optimization algorithms exist to solve various types of problems, none of
them can pretend of solving the DESD(OP)2 problem straight ahead. There are
two main reasons for this. The first reason is that, in addition to being a Mixed
Integer Non Linear Programming problem (as will be shown), and thus belonging to
the most complex class of optimization problems, the DESD(OP)2 problem is a bi -
level problem (design level and operational level). The second, and most important
reason, is that the DESD(OP)2 problem is a multi-objective optimization problem,
and not many algorithms exist that can handle more than one objective at the time.
In order to be able to solve the DESD(OP)2 problem, a strategy has therefore been
developed that combines different optimization algorithms. In this chapter, this
strategy is explained in details, showing how different existing types of optimization
algorithms have been combined, taking to account the advantages of each of them.

3.2 Mathematical structure of the DESD(OP)2

optimization problem

In order to define an effective resolution strategy to solve the DESD(OP)2 problem,
calling on the appropriate tools, one has to analyse the mathematical structure of
the problem: linearity, type of variables1 and number of objectives. Linearity
Looking back at Figure 2.1, one can see that in the optimization phase, models of
energy conversion technologies are required. Besides, if it has not been pictured yet

1integer or continuous
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how pressure or heat losses will be be accounted for, it seems obvious that such
parameters will have some importance when designing the heating or cooling dis-
tribution networks. According to thermodynamics, the computing of these latter
parameters, as well as the models for the energy conversion technologies are not
linear. The DESD(OP)2 problem therefore belongs to the class of non linear prob-
lems. Note that if some variables can be linearized with a few reasonably posed
assumptions (see Section 4.5), for others it is not possible. The reason for this does
not lie in the sole loss of precision that is linked with any linearization and that can
lead to bad results. It also lies in the fact that the tool to solve the DESD(OP)2 op-
timization problem is best developed in a very modular way, allowing, for instance,
the implementation of energy conversion technology models from different authors.
Such models cannot be linearized without losing all the expertise of its author(s),
which would be counterproductive since this expertise is precisely what is sought
for.

Type of variables
The DESD(OP)2 problem includes continuous as well as integer type variables. Vari-
ables are indeed required to define, for instance, on which node in the district the
technologies are best implemented, or how to connect the buildings. For these
purposes, integer variables are required. Consequently, the DESD(OP)2 problem
belongs to the class of the Mixed Integer Non Linear Programming optimization
problems (MINLP).

Number of objectives
It is important to stress, once again, the multi-objective character of the problem.
This is an important issue, since the majority of the optimization algorithms are
single objective algorithms. When dealing with multi-objective problems, these
algorithms use weighting factors for the different objectives in order to combine
the different objectives into a single objective. Another technique often used is to
add constraints to the problem to represent the objectives that are not considered
directly in the objective function. For the DESD(OP)2 optimization problem, even
if such techniques could not be completely avoided, as explained in Paragraph 3.4.4,
they were nonetheless restricted to a certain sub-problem of the overall DESD(OP)2

problem, and were avoided for the rest of the problem. The reason for this is to avoid
as much as possible to influence the solution by arbitrarily set weights or constraints.

The general formulation of a multi-objective MINLP optimization problem is
(after [39]):

min Z1, Z2 = f(x, y) s.t.


h(x, y) = 0

g(x, y) ≤ 0

x ∈ X, y ∈ Y

with X ∈ Rn being the vector of continuous variables and Y ∈ Rm the vector of
integer variables. f is a function Rn × Rm → R, h a function Rn × Rm → Rp,
and g a function Rn × Rm → Rq. Note that in the DESD(OP)2 problem, since
the integer variables are used to define the implementation or not of a piece of



3.3. MINLP OPTIMIZATION ALGORITHMS 63

equipment or a connection, they are restricted to take 0-1 values, and are called
hereafter binary variables. Looking at Table 3.1, that resumes the most common
optimization methods for the different types of problems2, several methods exist
to solve MINLP optimization problems3. Beside the type of problem for which
optimization methods are appropriate, the method can be further classified in
deterministic and stochastic methods. A deterministic method always follows the
same path to find the optimum, whereas for stochastic methods, different paths will
be followed for a same optimization problem (and the same starting point) from
one optimization run to another. This is due to the fact that stochastic problems
involve search strategies that are characterized by randomness.

Let us analyse now how/if the existing optimization algorithms for MINLP prob-
lems can be used to solve the DESD(OP)2 problem.

3.3 MINLP (Mixed Integer Non Linear Program-

ming) optimization algorithms

3.3.1 Deterministic optimization methods

Deterministic methods for solving MINLP problems are based on a decomposition
of the problem. The purpose of decomposing a MINLP problem is to break down
a difficult problem into several easier ones to solve smaller problems, thus enabling
the use of known tools and, usually, a significant decrease of the solution time.
Following the decomposition strategy, deterministic methods can again be divided
into two categories. The first category comprises the methods that make use of
the mathematical structure of the MINLP optimization problem to decompose it,
whereas the second category focuses on the hierarchical structure of the MINLP
problem for the decomposition [49].

Methods based on the mathematical structure
The methods based on the mathematical structure basically consider the fact that
there are two types of variables to optimize (continuous and binary variables), to
decompose the problem. These methods include for instance [6] the Generalized
Benders Decomposition algorithm (GBD, proposed by Benders in 1962 [4] and gen-
eralized by Geoffrion in 1972), or the Outer-Approximation algorithm (OA, first
proposed by Duran and Grossmann in 1986 [33]). The GBD and the OA algorithms
exploit the mathematical structure of the problem to decompose it in a Non Linear
Part (called NLP subproblem) and a mixed integer linear part (called MILP mas-

2The enumeration is far from being exhaustive!
3Note that if by misuse of language the methods of Table 3.1 are often referred to as algorithms,

strictly spoken an algorithm is a method that, when followed step by step, finds the optimum with
100% certainty. All the other methods, for which the optimality of a solution cannot be proven,
are de facto heuristics [8]. Following this definition, the evolutionary algorithm for instance, which
is mentioned in the table, is in fact a heuristic and not an algorithm.
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Optimization
problem type

Deterministic methods Stochastic methods

LP Simplex method

Interior point method

IP Branch-and-bound

MILP Branch-and-bound combined
with the Simplex or the interior
point method

Generalized Bender’s Decomposi-
tion
Outer-approximation

Bi-level decomposition method

NLP Reduced gradient method Evolutionary algorithm

Successive quadratic programming
method

Simulated annealing

MINLP Generalized Bender’s Decomposi-
tion

Evolutionary algorithm

Outer-approximation Simulated annealing

Bi-level decomposition method

Table 3.1: Types of optimization problems and common resolution algorithms, LP:
Linear Programming, IP: Integer Programming, MILP: Mixed Integer Programming,
NLP: Non Linear Programming, MINLP: Mixed Integer Non Linear Programming
[82, 49, 6, 31, 39]
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ter problem). GBD and OA solve the optimization in an iterative process. The
non linear part optimizes the continuous variables and provides an upper bound to
the optimization problem, whereas the mixed integer linear part provides values for
the integer variables as well as a lower bound to the optimization problem. Both
parts are solved iteratively, and the optimum of the MINLP optimization problem
is reached when the upper bound is smaller or equal to the lower bound [31]. The
major difference between both algorithms is that in the GBD algorithm the MILP
master problem is based on the Lagrangian representation of the NLP subproblem,
whereas in the OA algorithm the MILP master problem is based on a Taylor series
expansion of the original MINLP problem [31].

Two major drawbacks are linked with these methods. The first one is that they
require the objective function and the constraints to be convex [49], as well as the
set of decision variables X. A set X is convex if, for any two vectors x1 and x2 in
X, the vector x = λx1 + (1− λ)x2 ∀λ ∈ [0, 1] is also included in X. A function f :
Rn → R is convex, if for all x1, x2 ∈ X, and y1 ∈ Y fixed (Y being the set of binary
variables), following inequality holds [7]:

f((λx1 + (1− λ)x2), y1) ≤ λf(x1, y1) + (1− λ)f(x2, y1) ∀λ ∈ [0, 1]

Even if the development for nonconvex continuous optimization has received con-
siderable attention in the literature (see [49] for example), the implementation of
these methods remain cumbersome for a problem in which the formulation of the
constraints keeps changing (different districts, different energy conversion technol-
ogy models,...). The second drawback is that these methods have been developed for
single objective MINLP problems, and, to the best knowledge of the author, they
have not yet been adapted to multi -objective optimization problems.

Optimization methods involving a decomposition based on the hierar-
chical structure
On the other hand, instead of considering the mathematical structure of the prob-
lem, one can exploit the hierarchical structure of the problem. The DESD(OP)2

optimization problem is a problem with two distinct parts: a design part and an op-
eration part. Such problems can be solved using what Iyer and Grossmann call the
bi-level decomposition [57]. As stated by the authors in the referenced paper, one
approach to exploit the hierarchical structure of combined design, planning and/or
scheduling models is to decompose the model into an upper level problem at the
higher hierarchical level (in which the optimized variables are mainly design deci-
sion variables), and a lower level problem at a lower hierarchical level (in which the
optimized variables are mainly operation decision variables). Iyer and Grossmann
have proposed this bi-level decomposition in 1998 for MILP problems. The method
was expanded later (2000) by Van der Heever and Grossmann to also decompose
MINLP problems [93].

Like for the methods based on a decomposition following the mathematical struc-
ture, the problem initially needed to be convex to use this method. Horst et al. [54]
suggested the use of convex envelopes when dealing with non convex problems.
Convex envelopes represent convex underestimator of the function to minimize.
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However, with the use of convex envelopes, the global optimum cannot be guar-
anteed anymore. Besides, like the decomposition method based on the mathemat-
ical structure of the problem, the bi-level decomposition has been developed for
single-objective optimization problems.

Conclusion regarding deterministic methods
Unfortunately, the use of deterministic optimization algorithms to solve the
DESD(OP)2 optimization problem appeared to be inappropriate for the following
reasons:

1. In the case of the DESD(OP)2 problem, the characteristics of the analysed dis-
trict change from case to case, requiring the DESD(OP)2 tool to be modular.
Depending on the geographical location of the analysed district for instance,
different energy conversion technologies will be looked at for the energy sys-
tem. The technologies implemented can indeed vary between a district located
near a lake and that might implement heat pumps, and a district located in
a region in which windmills are an effective and efficient technology. Conse-
quently, different models will be used for the energy conversion technologies
for these two districts. Besides, even for a same type of energy conversion
technology, different types of models can be used. Some of the models can be
simple linear relations, whereas others can be more detailed, non linear, and
include many subroutines. The choice of the type of model (simple or detailed)
depends on the requested accuracy and/or on the availability of the models.
Finally, in the event of using some models of other researchers, the shape of
the model will not be known a priori by the person optimizing the district
energy system. This liberty of choosing the thermo-economic models that has
to be warranted, prevents from ensuring the convexity and the differentiability
of the DESD(OP)2 problem.

2. The deterministic algorithms described are not suited for multi-objective prob-
lems. To overcome this issue, one could theoretically fix one of the two ob-
jectives as a parameter and define a constraint, while optimizing the other
objective. By setting the fixed parameter successively at different (increas-
ing or decreasing) values, and optimizing the function for each value of the
parameter, one would get a curve with the trade-offs between both objec-
tives. However this strategy calls for another strategy to fix the parameter
at successive reasonable values, which is anything but trivial (definition of the
increment, minimum/maximum value of the parameter,...). Besides, with such
as strategy the optimization algorithm might find only one solution for each
value of the parameter, even in cases where more than one solution exist.

For these reasons, the deterministic methods described so far have not been selected
to solve the DESD(OP)2 problem. However, the idea of a decomposition based on
mathematical or hierarchical aspects will nonetheless be further taken up to define
an appropriate optimization strategy for the DESD(OP)2 problem.
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3.3.2 Stochastic optimization methods

Stochastic optimization methods rely on heuristics to compute an optimal solution.
Examples of the most common stochastic optimization methods include the simu-
lated annealing algorithm or the evolutionary algorithm [49].

Simulated annealing algorithm [31]
Simulated annealing is based on ideas from thermodynamics. In physical annealing,
all atomic particles arrange themselves in a lattice formation that minimizes the
amount of energy in the substance, provided the initial temperature is sufficiently
high and the cooling is carried out slowly. A too rapid decrease of the temperature
would indeed congeal the system in a state characterized by a big disorder. A slow
decrease of the temperature on the contrary allows the system to evolve to a thermal
equilibrium. The thermal equilibrium is characterized by the probability Pr of being
in a state with energy E given by the Boltzmann distribution:

Pr(E) = exp(− E

KbT
)

where Kb is Boltzman’s constant (1.3806 · 1023 J/K).

The simulated annealing algorithm thus consists in starting from a chosen initial
configuration for a given system, and to let the system evolve iteratively to further
configurations by elementary changes in its configuration, in order to decrease its
”energy”. If the change in the configuration results in a higher energy level, the
change is accepted according to the Metropolis criteria (accepted with probability
P = exp − ∆E

KbT
). This implies that at large pseudo-temperatures, a large percent-

age of uphill changes are accepted. However as the temperature decreases a small
percentage of uphill changes are accepted. After the system has evolved to ther-
mal equilibrium at a given pseudo-temperature, the pseudo-temperature is lowered
and the annealing process continues until the system reaches a pseudo-temperature
that represents ”freezing”. In the case of the DESD(OP)2 optimization problem,
the energy could be the annual CO2 emissions or costs, and the temperature a
configuration with given energy conversion technologies, distinct connections be-
tween nodes,... The major difficulty in the application of simulated annealing is
to define the analogs to the entities in physical annealing when performing opti-
mizations. Specifically, it is necessary to specify the following: an initial value for
the objective function, the initial and final temperatures, or the equilibrium detec-
tion method [31, 74, 20]. These difficulties become even worth when dealing with
multi-objective problems like the DESD(OP)2 problem.

Evolutionary algorithm [62]
The evolutionary algorithm is based on the same principles as genetic algorithms,
namely on the mechanics of natural selection and natural genetics. In order to find
the optimal solution, the evolutionary algorithm creates randomly a population of
individuals. An individual is a genome, characterized by a set of values given for
each decision variable. The score, or performance, of each individual is evaluated.
New individuals are then created, based on the scores of the existing individuals,
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Parent genome A

Parent genome B

Crossover

Parent genome

Mutation

} Child genome A

Child genome B

Child genome

Figure 3.1: Crossover and mutation operations (after [31])

using a set of combination operators such as crossover and mutation (see Figure 3.1)
for instance. The crossover operator randomly exchanges parts of the genes of two
parent solution strings to generate two child solutions. Mutation is an operator
that increases the variability of the population by changing randomly the value
of one gene in the genome, corresponding to one decision variable, with a new
value included in the permissible range of this decision variable. The evolution
process is continued sufficiently, until a given termination criterion is satisfied.
Recently, an evolutionary algorithm based Multi-Objective Optimizer (MOO) was
developed at the Laboratory of Industrial Energy Systems at the Swiss Federal
Institute of Technology in Lausanne [62]. This optimizer computes the trade-offs
between multiple objectives for different solutions. This multi-objective strategy
results in an estimation of the Pareto optimal frontier (Figure 3.2) that represents
the set of optimal points that can be considered to be optimal in terms of one or
both of the two objectives. Each point of this curve corresponds to a genome, or
set of decision variables4. In order to preserve the diversity of the population in the
search space of the decision variables and avoid the algorithm from getting trapped
in a local optimum, MOO includes a range of tools such as clustering (also called
grouping)5, that ensure the whole search space to be analysed.

4Note that such a Pareto optimal frontier would also result from a serie of single-objective opti-
mizations in which the second objective is represented by a parameter having its value successively
changed as explained in the conclusion of Section 3.3.1.

5Clustering preserves diversity by dividing the population into clusters in the parameter space,
and then letting these clusters evolve somewhat independently - there is no competition between
clusters, though there is some interbreeding. [62]
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Minimum cost, highest emissions

Minimum emissions, highest cost

Naive solution

Infeasible
region

Figure 3.2: Pareto optimal frontier

3.4 Solution strategy implemented in the

DESD(OP)2 problem

3.4.1 Necessity of decomposing the DESD(OP)2 problem

As already mentioned, the algorithms described in Paragraph 3.3.1 are not suited
to solve the DESD(OP)2 problem since they have mainly been developed for prob-
lems which are convex, single objective, and not modular. On the other hand, the
simulated annealing algorithm (Paragraph 3.3.2) does not require the problem to
be convex, but also has the disadvantage of solving single-objective optimization
problems. Finally, the multi-objective evolutionary optimizer MOO has none of
the two major drawbacks, since it does not require convexity and is able to handle
multi-objective optimization problems. Besides, evolutionary algorithms follow a
black-box logic which enables the development of a very modular tool to solve the
DESD(OP)2 problem. However, using only MOO as the optimization tool would
be very inefficient considering the large number of decision variables, and the even
larger possibilities to combine these variables (especially the binary variables) into
non feasible solutions. Let us take, for instance, the decision variable linked to the
existence or not of a pipe between two nodes Xi,j. There are as many Xi,j as there
are possible connections between nodes. The probability for the evolutionary algo-
rithm to choose a set of Xi,j resulting in an unfeasible network (unconnected for
instance) is much larger than the probability to choose a set of Xi,j resulting in a
feasible network. Therefore, the evolutionary algorithm will spend much time cal-
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culating unfeasible solutions that will have to be penalized by an appropriate factor
(the definition of which is anything but a trivial task). However, thanks to an ap-
propriate resolution strategy of the DESD(OP)2 problem involving a decomposition
of the problem, it will be shown how one can make use of the advantages of a tool
like MOO, and still get rid of the above mentioned inconvenience. To develop an
appropriate decomposition strategy, the mathematical and bi-level decompositions
of the deterministic optimization algorithms are taken up again with respect to the
DESD(OP)2 problem to verify if, and how, they can be useful in the case of the
DESD(OP)2 problem, with a few modifications though.

3.4.2 Mathematical decomposition

Following Grossmann and Biegler [6, 49], the mathematical decomposition sepa-
rates the overall problem in a sub-problem optimizing the binary variables, and a
sub-problem optimizing the continuous variables. In the DESD(OP)2 problem, the
binary variables are related to the choice of the energy conversion technologies, the
location or not of an energy conversion technology on a node, or on the connection or
not of two nodes. Continuous variables, on the other side, are related to the design
size of the energy conversion technologies, the supply and return temperatures of
the networks, the operation strategy of the energy conversion technologies, and the
flows (power, energy and mass) between the nodes in the network. According to
the preceding, the optimization of both the energy conversion technologies and the
network imply binary and continuous variables. In other words, decomposing the
DESD(OP)2 problem in a sub-problem optimizing the binary variables, and another
sub-problem optimizing the continuous variables, results in two sub-problems, both
including decision variables related to the energy conversion technologies and to the
network. Such a decomposition is not very sensible in the case of the DESD(OP)2

problem, because it results in two sub-problems for which no optimization tool ex-
ists. Keeping in mind that the purpose of decomposing a complex problem, whatever
the type of the problem, into two or more sub-problems, is to come down to smaller,
easier to solve sub-problems, for which tools already exist, the above mentioned de-
composition in binary and continuous decision variables misses the mark. The idea
of the mathematical decomposition is nonetheless further taken up, however not to
separate continuous from integer variables, but linear from non linear constraints.
It’s a matter of fact, indeed, that linear optimization algorithms to solve network
problems have been paid much interest in the last two centuries, and keep being one
of the most researched topic in the field of optimization. One of the best known
network optimization problem is the so-called Travelling Salesman Problem, which
has following statement [82]: Given a number of cities together with the mutual
distances (the distance table), the objective is to determine a shortest route along
the cities, such that each city is visited precisely once, and the start and end points
of the route coincide. Looking at this statement, it seems obvious that part of the
DESD(OP)2 optimization problem can be formulated according to the Travelling
Salesman Problem:
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1. For both types of problems, requirements need to be met (the energy require-
ments need to be satisfied in the network design and optimization problem,
and each city has to be visited in the Travelling Salesman Problem).

2. Both problems involve a network: the pipes of a district energy system or the
roads linking cities together.

3. The connection or not of two nodes requires the use of binary variables.

To solve the Travelling Salesman Problem, one algorithm which has shown to solve
satisfactorily practical problems is the branch-and-bound algorithm [82, 95]. Due
to the above mentioned similarities between the network design and optimization
problem, and the Travelling Salesman Problem, the same type of well-proven math-
ematical tool, namely the branch-and-bound algorithm, shall be used to solve the
network part. According to the type of variables included in the network problem to
be solved (binary only, or binary and continuous), the branch-and-bound algorithm
can be used alone or combined for instance with the Simplex method. In the case
of the DESD(OP)2 optimization problem, both binary and continuous variables are
involved in the network part. Therefore, the MILP optimization problem could,
in turn, be decomposed into a second decomposition level, in an IP part (design
of the network) and an LP part (operation of the energy conversion technologies
and network). Practically, this decomposition is automatically performed when us-
ing commercial softwares like the Cplex solver [24] used for this thesis, so that no
further development is required at this stage. The only issue that is not yet com-
pletely solved, is the guarantee of the linearity of all the constraints included in the
optimization of the network part, and which needs to be satisfied when using the
branch-and-bound method together with the Simplex method. Linearity can indeed
only be ensured at the expense of some reasonably posed simplifications, since ther-
modynamic phenomena, such as heat or pressure losses for instance, which play a
role when optimizing the network layout, are de facto not linear. If some of these
issues can be overcome by means of some simplifications, as in [26] and explained
in Section 4.5, for others, such as the simultaneous optimization of the supply and
return temperatures in the network(s) together with the mass flow rates, the issue
remains and an appropriate strategy needs to be developed, as explained further
down this chapter. Finally, it is important to mention that in the optimal network
layout, buildings belonging to the district may be excluded from the network for
different reasons, as will be shown in Chapters 5 and 6.
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Having selected the branch-and-bound algorithm, which belongs to the cate-
gory of algorithms solving MILP problems, to solve the network sub-problem,
the remaining part of the overall DESD(OP)2 optimization problem is a non
linear part and includes above all the district energy conversion technolo-
gies. The individual back-up energy conversion technologies are optimized
together with the network. They are indeed implemented when the network
can’t supply the buildings with the required energy. Mathematically, the
individual back-up energy conversion technologies ensure the convergence of
the network optimization. Therefore, simplified linear models are used for
the back-up technologies. Binary variables appear in both the linear part
(network) and the non linear part (district energy conversion technologies).

Having defined an appropriate optimization algorithm for the network part, the
next step is to choose the optimization algorithm that will take care of the district
energy conversion technologies. Remember that the major reason for not choosing
the multi-objective evolutionary optimizer MOO for the entire DESD(OP)2 problem
was the too high probability for MOO to choose sets of decision variables resulting
in unfeasible solutions, especially for the network. However, having separated the
network optimization from the rest of the problem, this issue is not existent anymore,
making MOO an interesting tool to solve the remaining part of the DESD(OP)2

problem, namely the district energy conversion technologies part.

The next question that needs to be addressed now is whether to solve first the net-
work and then the district energy conversion technologies, or vice-versa. To answer
this question, the bi-level decomposition is analysed with regard to the DESD(OP)2

problem.

3.4.3 Bi-level (or hierarchical) decomposition

The bi-level decomposition (also called hierarchical decomposition) includes an upper
level involving mainly design variables, and a lower level involving mainly operation
variables [49]. This decomposition strategy thus follows the natural logic implying
that the design comes first and the operation second. However, applying this decom-
position strategy results in separating the optimization of the network in a design
part and an operation part, which again is not meaningful considering the use of
the branch-and-bound algorithm for the network part. The idea which is retained
however, is to consider, beside the mathematical structure of the problem mentioned
above, also a logical aspect to define the decomposition strategy. Given the fact that
the use of the locally available energy sources is a key factor in the DESD(OP)2

problem, the choice of the energy conversion technologies can not be fudged, but
needs to respect the constraints imposed on the DESD(OP)2 problem by the loca-
tion of the district. In other words, it makes less sense to optimize first the network
and then see which district energy conversion technologies could be implemented,
than the other way round: optimize first the district energy conversion technologies
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according to the available energy sources, and then the network (even it may mean
resorting to individual back-up technologies).

The design of the district energy conversion technologies is to be optimized
first, and the network second. Therefore, the optimization of the district
energy conversion technologies is called the master optimization, and the op-
timization of the network the slave optimization.

3.4.4 Remaining issues... and synthesis of the decomposi-
tion

Finally, two last issues need to be addressed: the optimization of the supply and re-
turn temperatures of the heating and the cooling distribution networks, and the fact
that the branch-and-bound algorithm is a single objective optimization algorithm
when the DESD(OP)2 problem is a multi-objective optimization problem. Regard-
ing the supply and return temperatures, if these parameters were to be optimized by
the network optimization algorithm, non linearities would arise that would prevent
from using the classic branch-and-bound algorithm. Many constraints indeed imply
to multiply the supply or the return temperatures with the mass flow rates. The
optimization of these parameters is therefore entrusted to the optimization algo-
rithm that takes care of the design of the district energy conversion technologies, in
other words the master optimization. Therefore, as will be explained in Section 4.5,
these temperatures become parameters in the slave optimization, preventing the
non-linearities from occurring.

Regarding the fact that the branch-and-bound algorithm is a single-objective
optimization algorithm, the following procedure has been implemented in order to
take into account both objectives also in the slave optimization. As will be explained
in details in the next chapter, the objective function of the linear slave optimization
is the minimization of the costs. However, a value for a CO2 weighting factor is
given to the slave optimizer by the master optimizer. This CO2 weighting factor
influences the result of the slave optimization towards less CO2 emitting solutions.

Synthesizing the decomposition strategy of the overall DESD(OP)2 problem,
each part optimizes following decision variables:

Master optimizer: Type of the district energy conversion technologies

(Evolutionary algorithm) Size of the district energy conversion technologies

Parameters related to the district energy conver-
sion technologies

Supply and return temperatures of the distribution
networks
CO2 weighting factor
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Slave optimizer: Layout of the pipes

(Branch-and- Flows in the pipes (mass, energy and power)

bound algorithm) Location of the district energy conversion tech-
nologies

Operation strategy of the district energy conver-
sion technologies

Type of the individual back-up energy conversion
technologies

Location of the individual back-up energy conver-
sion technologies

Operation strategy of the individual back-up en-
ergy conversion technologies

The decision variables optimized in the master optimization belong to the master
set of decision variables, and the decision variables optimized in the slave optimiza-
tion to the slave set of decision variables. The combination of both sets of decision
variables is the extended set of decision variables.

Finally, since a short description of evolutionary algorithms has already been
given above, no further insights shall be given at this stage. Only the basic concepts
underlying the branch-and-bound algorithm used for the slave optimization shall be
pointed out hereunder to end this chapter.

3.5 Branch-and-bound algorithm

The branch-and-bound method basically solves a model by breaking up its feasi-
ble region into successively smaller subsets (branching), calculating bounds on the
objective value over each corresponding submodel (bounding), and using them to
discard some of the submodels from further consideration (fathoming). The bounds
are obtained by replacing the current submodel by an easier model (relaxation),
such that the solution of the latter yields a bound for the former [82].

Following the explanation given in the Cplex user’s guide [24], which is the solver
used in the present thesis, the branch-and-bound algorithm maintains a hierarchy
of the linear programming subproblems, referred to as the search tree, and usually
visualized as branching downward (Figure 3.3). There is a subproblem at each
node of the tree, and each node is explored by solving the associated subproblem.
The algorithm starts with just a top (or root) node, whose associated subproblem
is the relaxation of the integer program - the LP that results when all integrality
restrictions are dropped. If this relaxation happened to have an integer solution, then
it would provide an optimal solution to the integer program. Normally, however, the
optimum for the relaxation has some fractional valued integer variables. A fractional
variable is then chosen for branching, and two new subproblems are generated,
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each with more restrictive bounds for the branching variable. For example, if the
branching variable is binary (0-1), one subproblem will have the variable fixed at zero
and the other at one. In the search tree, the two new subproblems are represented
by two new nodes connected to the root. Most likely each of these subproblems also
has fractional-valued integer variables, in which case the branching process must be
repeated; successive branchings produce the tree structure shown in Figure 3.3. If
there are more than a few integer variables, the branching process has the potential
to create more nodes than any computer can hold. There are two key circumstances,
however, in which branching from a particular node can be discontinued:

• The node’s subproblem has no fractional-valued integer variables.

• The node’s subproblem has no feasible solution, or has an optimum that is
worse than a certain cutoff value.

In these cases the node is said to be fathomed. When no active nodes are left, the
resolution procedure is finished. Because a single integer program generates many
LP subproblems, even small instances can be very compute-intensive and require
significant amounts of memory. It can therefore be very helpful to speed up the
resolution by the employment of a cutting plane scheme, either just at the top
of the tree, or at every node of the tree [68]. A cutting plane is a new constraint,
added to the reduced LP problem, that decreases the size of the search space without
excluding the optimal solution. Let’s assume a problem with x1 and x2 being integer
variables, and for which an optimal solution has been found to the relaxed problem
(the * in Figure 3.4). If none of the integer variables is fractional, then we are done.
If some of the integer variables are fractional (which will most likely be the case, as
in the figure), then a cutting plane (an additional constraint) is found, that separates
the fractional solution from the rest of the search space. With the inclusion of this
cutting plane, the former solution is forbidden [31]. In Figure 3.4 the upper right
corner of the search space is being cut off, while the lower right part remains in the
search space.
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Top (root) node

yi = 0 yi = 1

Figure 3.3: Tree representation of the branch-and-bound method (after [25])
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Figure 3.5: Overall decomposition of the DESD(OP)2 problem

3.6 Conclusion

In this chapter, the decomposition strategy developed to solve the DESD(OP)2

optimization problem is pictured. The DESD(OP)2 problem is basically decomposed
in two sub-problems, a master optimization sub-problem for the district energy
conversion technologies and the network temperatures, and a slave optimization
sub-problem for the network design and operation. This decomposition is based
on mathematical as well bi-level (hierarchical) aspects of the problem, and includes
a heuristic (evolutionary algorithm) as well as a deterministic algorithm (simplex).
The developed strategy therefore results in a hybrid optimization strategy, combining
the advantages of the different optimization algorithms. Figure 3.5 summarises the
decomposition strategy, together with the algorithms that are being used to solve
each part.
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Chapter 4

Mathematical formulation of the
optimization phase

4.1 Introduction

Having set up a solution strategy in the previous chapter, this chapter deals with
the mathematical formulation of the whole optimization phase. This includes the
master and the slave optimizations, the thermo-economic models belonging to the
data base of district as well as individual back-up technologies, and a data processing
routine. The different elements of the optimization phase are explained in following
the order in which they appear Figure 2.1, except for the data processing routine
that is explained after the slave optimization although it appears before in the figure.
The data processing routine is indeed easier to understand once the formulation of
the slave optimization is known.

4.2 The master optimization

4.2.1 Objective function and decision variables

The objective function of the master optimization is the minimization of both the
annual CO2 emissions and the annual cost (multi-objective optimization). The in-
puts of the master optimization are the list of decision variables with their lower and
upper bounds. These decision variables have already been listed in Paragraph 3.4.4
and include: binary variables for the choice of the district energy conversion tech-
nologies, and continuous variables for the size of the district energy conversion tech-
nologies, various technology related parameters (like the condenser temperature for
heat pumps for instance), the temperatures of the networks and the CO2 weighting
factor. Regarding the temperatures, the DESD(OP)2 method allows to optimize the
supply and return temperatures of each network for each period independently. The
lower and upper bounds of the continuous variables are given in Table 4.1.

79
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Decision variable Lower bound - upper bound

District energy conversion technologies Minimum available size (market
size) for the technology - Mini-
mum between the maximum re-
quirements and the maximum
available market size

Specific technology related, optimization parame-
ters (if any)

Supply temperature for the heating network for
each period

40◦C - 120◦C

Return temperature for the heating network for
each period

30◦C - supply temperature of the
respective period

Supply temperature for the cooling network for
each period

6◦C - 20◦C

Return temperature for the cooling network for
each period

Supply temperature of the respec-
tive period - 22◦C

CO2 weighting factor: 0 CHF/kWh - 0.50 CHF/kWh

Table 4.1: Lower and upper bounds of the continuous decision variables optimized
by the master optimizer

In the problem formulation, the ranges of all the continuous decision variables
have been normed to 0 for the lower bound and 1 for the upper bound, in order
to homogenize the ranges of the different decision variables and therefore ensure a
better covering up of the search space. Beside the definition of the bounds, the
evolutionary algorithm used for the master optimization requires the size of the
initial population as well as the number of clusters to be determined. The values for
these two latter parameters are set based on knowledge of MOO and experiencing.

4.2.2 Constraints and parameters

The constraints of the master optimization include the models of the district energy
conversion technologies (Section 4.3), the equations of the data processing routine
(Section 4.5), as well as the slave optimization (Section 4.4).

The parameters include:

• the parameters used in the models of the district energy conversion technologies
(exergetic efficiency of heat pumps or isentropic efficiencies of compressors for
instance),

• the parameters used in the data processing routine (velocity of the water in
the pipes, specific heat of water,....),

• the parameters of the slave optimization (fixed and proportional costs of the
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pipes or individual back-up energy conversion technologies for instance).

Except for the thermodynamic parameters, such as the specific heat of water,
or else parameters such as the velocity of the water in the pipes, the values of the
parameters change from district to district.

4.3 Thermo-economic models of the district en-

ergy conversion technologies at the central

power plant

The thermo-economic models of the district energy conversion technologies1 are
included in the data base of district technologies (see Figure 2.1). They compute the
performances and the investment turnkey cost, given the size and any other necessary
model parameters (for instance the condenser temperature of a heat pump). The
method developed in this thesis is not restricted to the use of models developed on
purpose. Basically any model of any author can be implemented, provided that the
following outputs are computed:

1. the electrical and thermal efficiencies (εel respectively εth),

2. the temperature level(s) at which heating or cooling is/are delivered,

3. the investment turnkey cost,

4. the minimum part load and its corresponding performances.

If one of the above mentioned information is not available in the model (in partic-
ular the investment costs or the part load performances), the missing information
has to be completed (for instance with trends provided by manufacturers) and the
data base is updated. It is also important to mention at this stage that due to
the constraint of linearity imposed by the branch-and-bound algorithm used for the
slave optimization, and the fact that the operation strategy of the district energy
conversion technologies is computed in the slave optimization, the part load perfor-
mances of the district energy conversion technologies are approximated so as to vary
linearly, or piecewise linearly, between the design size and the minimum part load
of the technology.

To develop the method, three types of district energy conversion technologies
have mainly been considered, namely heat pumps for heating, as well as gas turbine
combined cycle (gas turbine/steam turbine) and gas engines for cogeneration (heat-
ing and electricity). Regarding cooling, since the method was developed based on
districts situated near lakes (Geneva) or rivers (Martigny), no specific cooling tech-
nology was used, other than heat exchangers between the water from the lakes or
rivers, and the water circulating in the cooling network, as well as heat pumps that
are implemented between the return pipe of the cooling network and the supply pipe

1The district energy conversion technologies are the ones which are implemented at the central
power plant and connected to the distribution networks (including the grid).



82 CHAPTER 4. OPTIMIZATION PHASE

of the heating network. These heat pumps shall allow to recycle the heat released
by the buildings while being cooled down. However, any other type of technology
can be added, or ”plugged” into the method at any time for any energy service.
For instance, if no surface water can be used for cooling purposes, but heat is re-
leased from an industrial plant, absorption chillers could be an option. Simplified
thermo-economic models for these technologies are explained hereafter and the main
assumptions given. The reason for using simplified models, is that the idea when
first analysing a district is to explore the range of solutions resulting from the master
optimization, before making more detailed analysis. If for instance heat pumps or
combined cycles appear to be promising technologies, the results can then be refined
with more sophisticated models. In the case of heat pumps, this could be a model
including three stage heat pumps equipped with compressors featuring variable inlet
guide vanes and diffuser vanes.

4.3.1 Heat pump model

The heat pump model computes the performances of double-stage heat pumps2 using
R134a as refrigerant (R134a being used in over 90% of the large size district heat
pumps [75]). The possible design size for such district heat pumps ranges from 1 000
kWth up to 20 000 kWth (data range defined based on manufacturer data [75]).

Model assumptions and parameters:

1. The intermediate pressure level of the heat pump is defined such that the
pressure ratio between the intermediate and the lowest pressure level is the
same as the pressure ratio between the highest and the intermediate pressure
level (see Figure 4.1 for which the pressure ratio equals 2.52).

2. The exergetic efficiency of district heat pumps, ηHP , amounts to 0.6 (average
value based on manufacturer data [75]).

3. The maximum design temperature in the condenser amounts to 90◦C [75].

4. The pinch in the evaporator amounts to 2◦C.

5. The isentropic efficiency of the compressor amounts to 0.87.

6. The proportion of sub-cooling in the higher pressure evaporator is half of
the difference between the saturated liquid enthalpy at the higher pressure
level and the saturated liquid enthalpy at the intermediate pressure level (see
Figure 4.1).

7. Whenever the temperature decrease that can be achieved on the low temper-
ature heat source exceeds 5◦C, two heat pumps are implemented in series. In
this case, each heat pump is responsible for half of the temperature decrease of
the heat source (Figure 4.2 shows an example for which the low temperature
heat source at the evaporator is water from a wastewater treatment facility, in
which a temperature difference of 10◦C can be gained from the wastewater).

2This simplification is reasonable since the models defined here are simplified models. Two of
the largest heat pumps installed to-day feature indeed a nominal capacity of 45 MWth with three
stage centrifugal compressors, and are located in Göteborg/Sweden.



4.3 THERMO-ECONOMIC MODELS CENTRAL POWER PLANT 83

8. The part load operation is defined by the duration of operation of the heat
pump3.

9. The lifetime for heat pumps has been set to 25 years and the interest rate to
0.06.

∆h

∆h/2

Figure 4.1: Cycle of a double-stage heat pump using R134a, and featuring an evap-
orator temperature of 10◦C and a condenser temperature of 80◦C

Model:
Coefficient of performance of the heat pump, with ηHP the exergetic efficiency:

COP = ηHP · T cond

T cond − T evap
[-] (4.1)

To compute the investment turnkey cost, correlations based on manufacturer
data has been used [75] (with SHP the design size of the heat pump, cHP the specific
investment turnkey cost and CHP the investment turnkey cost):

cHP = −493.53 · ln SHP + 5484 [CHF/kWth] (4.2)

CHP = cHP · SHP [CHF] (4.3)

3In a more detailed model, a full compressor map with variable inlet guide vanes or variable
inlet and diffuser vanes would be considered, allowing almost the full coverage of the demand in
continuous operation.
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If the size of the heat pump exceeds the maximum equipment size of 20 000
KWth, the specific cost for a heat pump of 20 000 kWth is considered to compute
the investment cost and several heat pumps are implemented. Besides, if the tem-
perature decrease of the low temperature heat source exceeds 5◦C and two heat
pumps are implemented in series instead of only one (Point 7 above), the specific
turnkey cost is computed considering the total size of both heat pumps together.
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Figure 4.2: Two heat pumps in series connected to a wastewater treatment facility

4.3.2 Combined cycle model

The combined cycle model computes the performances of a combined cycle with
municipal heat recovery, including a gas turbine and a double pressure steam turbine
as depicted in Figure 4.3 . The possible design size ranges from 20 000 kWel up to
50 000 kWel (these bounds are defined according to the correlations used in the
model and published in [73, 58]).

Model assumptions and parameters:

1. The pressure ratio of the air compressor amounts to πC = 14.2 [73].

2. The isentropic efficiency of the gas turbine amounts to εGT
is = 0.9, the isentropic

efficiency of the steam turbine to εST
is = 0.9, and the isentropic efficiency of

the compressor to εComp
is = 0.87 [41].

3. The pressure of the exhaust gas after the gas turbine is the atmospheric pres-
sure [73] (assimilated to a pressure of 1 bar).
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4. The air factor for the combustion of the natural gas amounts to 1.8 [73].

5. The minimum temperature difference in the heat recovery steam generator
between the exhaust gas and the steam, ∆TExhst, amounts to 4◦C.

6. If different supply temperatures (Ths,t) are chosen for the district heating net-
work in winter and in summer, the winter supply temperature is selected to
define the condenser temperature (after the steam turbine).

7. The minimum temperature difference in the condenser between the steam and
the district heating network equals 2◦C.

8. The exhaust gas are assumed to behave like a perfect gas.

9. The minimum part-load amounts to 70%, based of the gas turbine.

10. In the heat recovery steam generator, the lower pressure evaporator is at a
pressure of 6 bar and the higher pressure evaporator at a pressure of 48.2
bar [73].

11. The lifetime for combined cycles has been set to 25 years and the interest rate
to 0.06.

HP
super-
heater

HP
evapo-

rator

LP
evapo-

rator

LP
econo-
mizer

HP
econom.

LP
superhtr.

~

~
Air

Natural gas

District heating

Gas turbine

Double pressure
steam turbine Condenser

Figure 4.3: Combined cycle with municipal heat recovery including a gas turbine
and a double pressure steam turbine

Model:
Gas turbine electrical efficiency at design size, with SGT the design size in kWel of
the gas turbine:

εGT 0

el = 0.0196 · ln SGT + 0.1317 (4.4)
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Correlation 4.4 is based on data from Alstom (GT8C2, GT13E2 and GT26), as
well as Pelster [73].

The mass flow rate of air, fuel and exhaust gas are computed knowing the elec-
trical efficiency εGT 0

el (and therefore the mass flow rate of natural gas), as well as
the chemical reaction formula given in Equation 4.5, and considering an air factor
of 1.8.

(87.4CH4 + 4.7C2H6 + 1.2C3H8 + 0.5C4H10 + 4.9N2 + 1.3CO2) +

(1.997(O2 + 3.773N2)) → 103.3CO2 + 195.4H2O + 8.673N2 (4.5)

The temperature of the air at the outlet of the compressor is computed using
the following Equation [11], in which πC is the pressure ratio in the compressor, τC

the temperature ratio, and γ the calorific ratio:

εComp
is =

(πC)
γ−1

γ − 1

τC − 1
(4.6)

The combustion temperature of the exhaust gas at nominal load, T comb
Gas , can be

approximated using Equation 4.7, in which ĥfuel and ĥair represent the surenthalpy
of the fuel, respectively of the air:

ṀGT0

Exhst · cpGT
Exhst · T comb

Gas = Ṁfuel(∆hlhv
fuel + ĥfuel) + Ṁair · ĥair (4.7)

In Equation 4.7, the surenthalpy of the air, ĥair, is computed knowing its tem-
perature given by Equation 4.6.

Knowing the combustion temperature, the temperature of the exhaust gas after
the gas turbine can be computed by means of Equation 4.8, in which πGT is the
pressure ratio in the turbine, τGT the temperature ratio and γ the calorific ration
(like above):

εGT
is =

1− τGT

1− (πGT )
γ−1

γ

(4.8)

For the steam turbine model, a double pressure turbine with reheat has been
chosen. Figure 4.4 shows schematically the hot and the cold composite curves of the
exhaust gas from the gas turbine and the water/steam used in the steam turbine.
The thick lines between points 1-2, 3-4 and 5-6 indicate that the entire mass flow
rate of water/steam (from the high pressure and the low pressure steam turbines)
are heated up, whereas the thin lines between points 2-3 and 4-5 show that only
a part of the mass flow rate of water/steam gets heat from the hot exhaust gas,
namely the part being expanded in the lower pressure steam turbine (2-3), or the
part being expanded in the higher pressure steam turbine (4-5).

The mass flow rates of steam are given by Equations 4.9 (high pressure) and 4.10
(low pressure). The numbers of the indices x for T x

H2O and ∆T x
Exhst refer to the
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numbers in Figure 4.4:

ṀGT0

Exhst · cpGT
Exhst · ((T 6

H2O + ∆T 6
Exhst)− (T 4

H2O + ∆T 4
Exhst)) = (Ṁhp

H2O ·∆hevap,hp
H2O )

+(Ṁhp
H2O · (h

hp,6
H2O − hhp,5

H2O)) + (Ṁ lp
H2O · (h

lp,6
H2O − hlp,5

H2O)) (4.9)

ṀGT0

Exhst · cpGT
Exhst · ((T 4

H2O + ∆T 4
Exhst)− (T 2

H2O + ∆T 2
Exhst)) = (Ṁ lp

H2O ·∆hevap,lp
H2O )

+(Ṁ lp
H2O · (h

lp,4
H2O − hlp,3

H2O)) + (Ṁhp
H2O · (h

hp,4
H2O − hhp,3

H2O)) (4.10)
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Figure 4.4: Hot and cold composite curves of the exhaust gas from the gas turbine
and the water/steam of the steam turbine

Heat provided by the combined cycle to the district heating network (∆hevap,cp
H2O

is the latent heat at the pressure prevailing in the condenser):

Q̇CC
hs = (Ṁ lp

H2O + Ṁhp
H2O) ·∆hevap,cp

H2O (4.11)

To compute the part load performances of the combined cycle, the part load
performances of the gas turbine are computed first, using the following correlations
for the electrical efficiency of the gas turbine (Equation 4.12), the mass flow rate of
the exhaust gas (Equation 4.13), and the temperature of the exhaust gas after the
gas turbine (Equations 4.14) [58]:

εGT
el = (ε0 + ε1 · κGT + ε2 · κGT

2) · εGT 0

el (4.12)



88 CHAPTER 4. OPTIMIZATION PHASE

with ε0 = 0.4089, ε1 = 0.9624 and ε2 = −0.3726, and κGT the part load factor.

ṀGT
Exhst = (µ0 + µ1 · κGT ) · ṀGT0

Exhst (4.13)

with µ0 = 0.9934 and µ1 = 0.0066.

TGT
Exhst = (τ0 + τ1 · κGT ) · TGT0

Exhst (4.14)

with τ0 = 0.7379 and τ1 = 0.2621.

To compute the performances of the steam turbine when the combined cycle is
operated at part load, the same steam turbine model is used as for the full load
operation, however with the values for the exhaust gas temperature and mass flow
rate of the gas turbine computed with Equations 4.12 to 4.14.

To compute the investment turnkey cost of the combined cycle, the cost of the
gas turbine, the steam turbine, and the civil engineering and auxiliary equipment
cost are summed up according to Equation 4.15 [73]. The cost for the gas turbine
and the steam turbine are related to the design size of each piece of equipment,
whereas the cost for the civil engineering and auxiliary equipment are related to the
size of the combined cycle (in kWel). The following correlation has been used for
each of the three elements:

CCCGT = CGT + CST + CCE [CHF] (4.15)

C

Cref
=

(
S

Sref

)0.6

(4.16)

The reference parameters that have been used are given in Table 4.24 [73]:

Size Cost

Gas turbine 145 kWel 33.7 mio-CHF

Steam turbine 82 kWel 43.4 mio-CHF

Civil eng. and auxiliaries 227 kWel 138 mio-CHF

Table 4.2: Reference sizes and costs used to compute the investment cost of the
combined cycle [73]

4The cost have been actualised with the Marshall-Swift factor and converted from USD to
CHF [101] in the model. The original costs in USD are: gas turbine: 27.2 mio-USD, steam cycle:
35 mio-USD, civil engineering and auxiliaries: 111 mio-USD
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4.3.3 Gas engine

The gas engine model computes the performances of lean burn gas engines used for
cogeneration. The possible design size ranges from 1 000 kWel up to 5 000 kWel [16].

Model assumptions and parameters:

1. The minimum part load of the gas engine is set to 60% of the design load ([79,
45]).

2. The sum of the electrical and thermal efficiencies equal 90% regardless of the
part load factor.

3. The air factor for the combustion of the natural gas amounts to 1.5 [2].

4. The electrical efficiency at the minimum part load of 60% amounts to 93% of
the electrical efficiency at full load ([19, 79]).

5. The temperature of the exhaust gas amounts to an average value of 550◦C [63]
and may be cooled down to 40◦C.

6. The temperatures of the cooling circuit of the engine amount to 90◦C (inlet
temperature) and 100◦C (outlet temperature).

7. The total heat recovered for heating purposes includes 38% coming from the
exhaust gas and 62% from the cooling circuit at design load [32], the same
proportions are applied at part load operation.

8. The lifetime for gas engine has been set to 25 years and the interest rate to
0.18 (computed on the basis of a maintenance cost of 0.03 CHF/kWhel [26]).

Model:
Gas engine efficiency at design size, with SGE the design size of the gas engine in
kWel (correlation based on [66]):

εGE0

el = 0.016 · ln SGE + 0.30932 (4.17)

To compute the investment turnkey cost of the gas engine, a correlation based
on [3, 2] has been used:

cGE = 16225 · (SGE)−0.3754 [CHF/kWel] (4.18)

CGE = cGE · SGE [CHF] (4.19)

4.4 The slave optimization

4.4.1 Objective function and decision variables

The objective function minimises the annual operating costs and the annual invest-
ment costs, minus the income Iel of the excess electricity generated by the district
energy conversion technologies. The annual operating costs include the costs for
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the natural gas, the grid, the oil and the penalty for the CO2 emissions5.). The
annual investment costs include the costs for the pipes, circulation pumps, heat-
exchangers and individual back-up energy conversion technologies (air/water heat
pumps, water/water heat pumps, boilers and chillers).

min (Cgas + Cgrid + Coil + CCO2 − Iel +

Cpipes + Cpump + Chex + Caw + Cww + Cboiler + Cchiller) [CHF/year] (4.20)

Like many MILP solvers, the solver used in the present thesis, Cplex, uses various
heuristics to estimate how far from the optimum the solution of a subproblem of the
search tree really is (see Section 3.4). The optimal value of an integer program is
indeed bounded on one side by the best integer value found so far, and on the other
side, by a value deduced from all the other node subproblems solved so far [25].
When running thousands of iterations with the master optimizer, the time gained
by accepting a ”good” value from the slave optimizer, instead of the best value, is
considerable. Depending on the parameters passed over by the master optimizer,
a ”good” solution, namely a solution that lies within a certain percentage of the
optimal solution in the slave optimization, can be computed in a few seconds or
minutes, whereas the optimal solution will take at least half an hour6. Therefore, in
the present thesis, unless other specified, the precision of the optimization for the
slave optimization has been set to 5%.

The decision variables optimized in the slave optimization have already been
listed in Paragraph 3.4.4. They include the layout of the pipes, the location of
the technologies (district and back-up) and the periodic operation strategy and
performances of the entire set of technologies (district and back-up), in order to meet
the energy requirements of the buildings. Regarding the decision variables related to
the individual back-up energy conversion technologies, following important comment
has to be done at this stage: Because the design sizes of the individual back-up energy
conversion technologies are optimized in the slave optimization, which is a Mixed
Integer Linear programming optimization problem, simplified linear relations are
used to compute the performances of these technologies (boilers, heat pumps and
chillers), as can be seen for instance in Equations 4.42 or 4.45. This constraint clearly
distinguishes these technologies from the district energy conversion technologies, for
which any model can be used.

4.4.2 Inputs and parameters of the slave optimization

The inputs and parameters used in the slave optimization include the results (out-
puts) of the structuring phase, the outputs resulting from the thermo-economic
models and data processing routine pursuant the values given by the master opti-
mization to the master set of decision variables, and thermodynamic parameters.

5Remember that in order to account for the second objective, namely the annual CO2 emissions,
a weighting factor has been introduced in the slave optimization as explained in Section 3.4.4.

6These time estimations refer to computers featuring Intel Pentium4 processors, 2’800 MHz,
with 2 GB memory [76]
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1. Outputs from the structuring phase (seen from the slave optimizer, Items 1a
to 1d are rather inputs and Items 1e and 1f parameters):

(a) Energy consumption profiles: this includes the average hourly heat rate,
hot water rate, cooling rate and electricity rate, together with the tem-
perature levels (for the thermal requirements), as well as the duration of
each period of the profile, in hours per year. The year is indeed divided
in a certain number of periods which can all have different durations.

(b) Eligible locations for the district energy conversion technologies: the pa-
rameters referring to the possible hosting by a node of district energy
conversion technologies is set to 1 if the node is eligible and 0 otherwise.

(c) Connections: All the connections between two nodes which are eligible
(see Section 2.2) have to be listed with their respective length. If an
existing pipe is already connecting two buildings, the existence of this pipe
is also mentioned, thus avoiding for the slave optimization to compute the
investment costs of this very connection if it appears to be selected in the
optimal solution.

(d) Already existing heat-exchangers between the network(s) and the con-
sumer(s): if a network is already existing, meaning that heat-exchangers
are already installed at some nodes and don’t need to be invested for
anymore, the corresponding parameter for these nodes is set to 1 (0 oth-
erwise).

(e) Individual back-up energy conversion technologies: for heating, hot wa-
ter and cooling, one or more back-up device(s) is/are given with their
respective investment cost parameters and energetic or exergetic efficien-
cies (the coefficients of performance are computed directly in the slave
optimization). The efficiencies and coefficients of performance are as-
sumed constant regardless of the part load factor. For electricity, the
grid is used as back-up7.

(f) Costing and CO2 emissions: All the parameters that are requested to
compute the investment costs of the pipes, the pumps and the individual
back-up devices are listed. These include, the fixed costs, the proportional
costs, the Marshall-Swift factors, the interest rates and the lifetimes in
years. For the operating costs, the price for natural gas, electricity from
the grid, and oil, are given. Periodic (time dependent) variations can
be taken into account for these latter costs. Besides, the specific CO2

emissions generated by the use of one kWh of natural gas, electricity
from the grid or oil are also given.

2. Outputs from the thermo-economic models and data processing routine
pursuant the values given by the master optimization to the master set of
decision variables (seen from the slave optimizer Items 2a to 2e are rather
inputs and Items 2f to 2h parameters):

7The grid is used both to buy and sell electricity.
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(a) District energy conversion technologies: All the data regarding the dis-
trict energy conversion technologies selected by the master optimization,
such as design load, part load performances, thermal and electrical effi-
ciencies, distributed energy type required (natural gas or electricity) are
listed,

(b) Supply and return temperatures of the heating and cooling networks,

(c) Possibility to connect a building to the network, considering the temper-
ature levels of the thermal requirements of the buildings on one side, and
of the network on the other side,

(d) Bounds related to the process integration (temperature intervals with
their upper and lower temperature levels),

(e) Costing: costs of the heat-exchanger (see Paragraph 4.5.1),

(f) Average specific heat losses,

(g) Average specific pressure losses,

(h) Upper and lower bounds of the continuous variables to speed up the
convergence of the binary variables.

3. Thermodynamic parameters: specific heat of water, density of water, mini-
mum temperature difference at the heat exchangers, average specific heat loss,
average specific pressure drop and velocity of the water in the pipes.

4.4.3 Constraints of the slave optimization

The following types of constraints have been defined in the slave optimization:

1. Energy balances

• First Law8 thermal energy balances

• Energy cascades

• Electrical energy balances

2. Mass balances

3. Connections of nodes and implementation/location of the technologies (district
and back-up technologies)

4. Performance functions (costing and CO2 emission)

5. Empirical (engineer knowledge based) constraints

The energy and mass balances are thermodynamic constraints (the energy cas-
cades refer to the aspects of process integration). The performance functions link
the thermodynamic constraints with the objective function. They compute the costs
and CO2 emissions generated when satisfying the energy requirements. Finally, the
empirical constraints include the experience of the programmer/engineer in the op-
timization, speeding up the convergence. The following indexes are used in the
constraints given in the remaining part of this section:

1. period: t

8First Law of the thermodynamic.
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Figure 4.5: Superstructure of a node (the plain lines refer to the supply part of the
distribution network and the dotted lines to the return part)

2. node: k

3. connection: i, j

4. temperature interval: d

First principal thermal energy balances

Preliminary comment: following the theory of exergy, for which both the heating
and the cooling provided to a building as energy services are delivered exergies and
both have a positive sign, the heating and the cooling energy services will have a
positive sign in the following energy balances, when they are provided by the district
energy conversion technologies to the distribution networks, and by the distribution
networks to the buildings. In other words, the heat provided for heating purposes
and the cooling provided for cooling purposes have the same sign, although in the
first case energy is given to the building whereas in the second case energy is taken
from the building.

To visualise the different terms entering the energy balances, Figure 4.5 shows
an example of the superstructure, for heating and hot water, that can be found at
a node where district energy conversion technologies may be located. In the case
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represented, the district technologies are a heat pump connected to the lake and
a gas engine. (To avoid overloading the figure, the cooling technologies (district
and/or back-up), the cooling network, as well as the grid, have not been represented.)

Energy balances at the consumer’s place
Energy balances are defined for heating and hot water requirements (indices H
and HW in Equation 4.21), as well as for cooling requirements (index C in Equa-
tion 4.22). These energy balances link the energy required by a node, with the
energy provided by the network Q̇build

hs,t,k, respectively Q̇cons
C,t,k, or the energy provided

by the individual back-up technologies (Q̇ww
t,k , Q̇aw

t,k, or Q̇boiler
t,k for heating, and Q̇chiller

t,k

for cooling). Q̇loss
t,k represents all the losses that occur in the heating distribution net-

work, and that are compensated for by the district energy conversion technologies
located at node k, if any (heat ”losses” have been neglected for the cooling network).

Heating and hot water:

Q̇cons
H,t,k + Q̇cons

HW,t,k + Q̇loss
t,k = Q̇build

hs,t,k + Q̇aw
t,k + Q̇ww

t,k + Q̇boiler
t,k ∀t, k (4.21)

Cooling:
Q̇cons

C,t,k = Q̇build
cs,t,k + Q̇chiller

t,k ∀t, k (4.22)

Energy balances between the consumers and the network
For the buildings connected to the network, the following balances link the energy
supplied by the networks (heating and cooling) to the buildings, with the mass
flow rate of water flowing from the networks to the buildings. In the following
equations, Ths,t and Thr,t are the supply, respectively return, temperatures of the
heating network, and Tcs,t and Tcr,t the supply and return temperatures of the cooling
network.

Heat supplied by the network to the building:

Q̇build
hs,t,k = Ṁbuild

hn,t,k · cp
liq
H2O · (Ths,t − Thr,t)∀t, k (4.23)

Heat supplied by the heating network to the water/water heat pump in case
individual back-up water/water heat pumps locally increase the temperature level
of the network:

Q̇hn ww
hs,t,k = Ṁhn ww

hn,t,k · cpliq
H2O · (Ths,t − Thr,t)∀t, k (4.24)

with:

Q̇hn ww
hs,t,k =

(
1− 1

COPww
t,k

)
· Q̇ww

t,k ∀t, k (4.25)

and:

COPww
t,k = ηhp · THs,t,k + ∆T

THs,t,k − Thr,t

∀t, k (4.26)

where ηhp is the exergetic efficiency of the heat pump, THs,t,k is the supply temper-
ature of the hydronic circuit in the building, and Thr,t the return temperature of the
heating network.
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Cooling supplied by the network to the building:

Q̇build
cs,t,k = Ṁbuild

cn,t,k · cp
liq
H2O · (Tcr,t − Tcs,t)∀t, k (4.27)

Energy balances at the plant node9

Heat provided by the district technology ht at node k to the heating network:

Q̇tech
ht,t,k = cpliq

H2O · Ṁ
tech
hn,t,k ·∆Tht ∀t, ht, k (4.28)

Heat provided by the sum of all the technologies at node k to the heating network:∑
ht

Q̇tech
ht,t,k = cpliq

H2O · Ṁ
tech
hn,t,k · (Ths,t − Thr,t) ∀t, k (4.29)

Cooling provided by the technology ct at node k to the cooling network:

Q̇tech
ct,t,k = cpliq

H2O · Ṁ
tech
cn,t,k ·∆Tct ∀t, ct, k (4.30)

Cooling provided by the sum of all the technologies at node k to the cooling
network: ∑

ct

Q̇tech
ct,t,k = cpliq

H2O · Ṁ
tech
cn,t,k · (Tcr,t − Tcs,t) ∀t, k (4.31)

In Equations 4.28 and 4.30, the temperature increase ∆Tht, respectively
temperature decrease ∆Tct, generated by the district energy conversion technology
is a result of the resolution of the heat-cascade. Let us assume, for instance, that
the slave optimizer gets following district energy conversion technologies as input:
a heat pump HP with a condenser temperature of 80◦C, together with a gas engine
GE. Besides, the supply temperature of the heating network amounts to 90◦C and
the return temperature to 60◦C. The heat pump HP can provide the energy to
increase the temperature of the heating network from the returning 60◦C up to
80◦C (Q̇tech

HP,Th3 in Figure 4.6), and the gas engine GE the remaining energy to lift

the temperature from 80◦C up to the required 90◦C (Q̇tech
GE,Th2 and Q̇tech

GE,Th1 in the
same figure).

Energy balances around a node
The following energy balances are defined at each node for the heating and cooling
networks between to the energy leaving the node on one side (left hand side of the
= sign), and the energy arriving at the node, consumed by the node, and provided
by the node if a district energy conversion technology is located at that node, on
the other side (right hand side of the = sign).

9The term plant is used to designate a node where district energy conversion technologies are
implemented. A given node can be simultaneously a plant node and a consumer node as shown on
Figure 4.5.
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Heating supply network hs:∑
(k,j)

Q̇hs,t,k,j =
∑
(i,k)

Q̇hs,t,i,k − (Q̇build
hs,t,k + Q̇hn ww

hs,t,k ) + Q̇tech
ht,t,k ∀t, k (4.32)

Cooling supply network cs:∑
(k,j)

Q̇cs,t,k,j =
∑
(i,k)

Q̇cs,t,i,k − Q̇build
cs,t,k + Q̇tech

ct,t,k ∀t, k (4.33)

Heat losses
The heat losses for each period in the heating network10, are computed by multiply-
ing the specific heat losses (Equation 4.94) with the total length of the network:

Q̇loss
t =

∑
(i,j)

Disti,j ·Xhs,i,j · q̇loss
t ∀t (4.34)

In order to be able to integrate these heat losses to the energy balance given in
Equation 4.21, they are attributed as an additional energy requirement to the node
hosting the district energy conversion technologies (therefore

∑
k

Q̇loss
t,k = Q̇loss

t ).

Energy cascade constraints

The energy cascade constraints ensure the energetic integration between the district
energy conversion technologies and the distribution networks on one side, and be-
tween the distribution networks and the requirements at each (connected) node on
the other side. For the energy cascades, the same sign convention has been applied
as for the energy balances, namely that both, heating (for heating purposes and hot
water) and cooling, have a positive sign when they are provided as energy services.
Figure 4.6 shows, by means of an example for heating and hot water requirements,
the composite curves involved in the energy cascades, when the following conditions
are assumed:

• Average hourly rate of heating requirements: 380 kW between 35◦C and 45◦C.

• Average hourly rate of hot water requirements: 120 kW between 10◦C and
60◦C.

• Temperatures of the heating network: 90◦C for the supply and 60◦C for the
return.

• District technologies: a heat pump and a gas engine (see above).

Symmetrically, the same type of diagram can be plotted for the cooling require-
ments as shown on Figure 4.7: the requirements of the building amount to 200 kW
between 18◦C and 21◦C, the supply and return temperatures of the network amount

10The heat losses in the cooling network have been neglected.
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to 19◦C respectively 14◦C, and the water from the lake used for the cooling increases
from 8◦C to 17◦C.

Energy cascade between the district heating technologies and the heating network
for each temperature interval:∑

ht

∑
k

Q̇tech
ht,t,k,d + Q̇tn

hs,t,(d−1) − Q̇tn
hs,t,d ≥ Q̇net

hs,t,d ∀t, d (4.35)

with Q̇tn
hs,t,k,(d−1) the excess heat transferred from interval d − 1 to interval d and

Q̇net
hs,t,d the heat required by the heating network in interval d.

Energy cascade between the heating network and the buildings for each temper-
ature interval:

Q̇net
hs,t,d +

∑
k

Q̇nb
hs,t,k,(d−1) −

∑
k

Q̇nb
hs,t,k,d ≥

∑
k

(Q̇req
H,t,k,d + Q̇req

HW,t,k,d) ∀t, d (4.36)

with
∑
k

Q̇nb
hs,t,k,(d−1) is the heat from the heating network transferred from interval

d − 1 to interval d, and
∑
k

(Q̇req
H,t,k,d + Q̇req

HW,t,k,d) the sum of all the heating and hot

water requirements of the district in interval d.

The link between the energy cascade defined in Equation 4.35 and the energy
cascade defined in Equation 4.36 is ensured by the term Q̇net

hs,t,d and its corresponding
mass flow rate (given by Equation 4.28 and/or 4.29), which remains constant for all
temperature intervals.

Energy cascade between the district cooling technologies and the cooling network
for each temperature interval:∑

ct

∑
k

Q̇tech
ct,t,k,d + Q̇tn

cs,t,(d−1) − Q̇tn
cs,t,d ≥ Q̇net

cs,t,d ∀t, d (4.37)

Energy cascade between the cooling network and the buildings for each temper-
ature interval:

Q̇net
cs,t,d +

∑
k

Q̇nb
cn,t,k,(d−1) −

∑
k

Q̇nb
cn,t,k,d ≥

∑
k

Q̇req
C,t,d,k ∀t, d (4.38)

Like for the heating network, the link between the energy cascade defined in
Equation 4.37 and the energy cascade defined in Equation 4.38 is ensured by the term
Q̇net

cs,t,d and its corresponding mass flow rate (given by Equation 4.30 and/or 4.31),
which remains constant for all temperature intervals.

Electricity balances

Unlike the heating and cooling networks, for the electricity the distribution network
is assumed to be already existing, and all the electricity is distributed from the
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district energy conversion technologies to the consumers via the grid. However,
because the grid experiences some losses (the grid efficiency, εgrid, is assumed to
reach 90%11), not all the electricity generated is available to meet the requirements
of the district, namely the consumption of the buildings together with the possible
consumption of the different energy conversion technologies if requested (for instance
heat pumps or chillers). Since no individual back-up technology has been defined
that could generate electricity locally at a given node, and since the distribution
network does not need to be designed (unlike for the heating and cooling networks),
the energy balance given by the following Equation 4.39 is sufficient to describe
the system. This balance link the electricity consumed (Ėcons

t,k , Ėpump
t , Ėaw

t,k , Ėww
t,k ,

Ėchiller
t,k and Ėloss

t ), sold to the grid (Ėsold
t )12 and provide to the district by the district

technologies (Ėgrid
t ) or the grid (Ėgrid

t ):

∑
k

Ėcons
t,k +Ėpump

t +
∑

k

(Ėaw
t,k +Ėww

t,k +Ėchiller
t,k )+Ėloss

t +Ėsold
t = Ėgrid

t +
∑
ht

Ėtech
ht,t,k ∀t

(4.39)

Electricity generated by the district technologies:

Ėtech
ht,t,k =

Q̇tech
ht,t,k

εht
th

· εht
el ∀ht, t, k (4.40)

If a district energy conversion technology requires electricity (such as a heat
pump), its electric efficiency has been computed such that εht

el < 0. Therefore Ėtech
ht,t,k

is also < 013.

Electricity losses:

Ėloss
t = (1− εgrid) ·

∑
ht

Ėexp
ht,t ∀t (4.41)

Electricity required for the individual back-up water/water heat pump(s):

Ėww
t,k =

Q̇ww
t,k

COPww
t,k

∀t, k (4.42)

with COPww
t,k given by Equation 4.26

11This value is a pessimistic evaluation since it has been estimated considering the electricity
consumed in Switzerland. If one considers the electricity consumed and the electricity transiting
through the country, the following values can be considered as realistic for the losses: international
high voltage transportation and distribution network (380 kVolt): 6-7%, national high voltage
transportation network (220 kVolt): 2-3%, regional medium voltage (125-150 kVolt) and urban
low voltage transportation and distribution network (11-50 kVolt): 8-10% [18].

12If the district energy conversion technologies generate more electricity than what is needed in
the district, the excess electricity can be sold to the company managing the grid.

13For instance, if a district heat pump has a COP of 3, εht
el = −0.33 and εht

th = 1. Therefore,

Ėtech
ht,t,k = −0.33 · Q̇tech

ht,t,k

εht
th
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Electricity required for the individual back-up air/water heat pump(s):

Ėaw
t,k =

Q̇aw
t,k

COP aw
t,k

∀t, k (4.43)

with:

COP aw
t,k = ηhp · THs,t,k + ∆T

THs,t,k − T atm
∀t, k (4.44)

Electricity required for the individual back-up chiller(s):

Ėchiller
t,k =

Q̇chiller
t,k

COP chiller
t,k − 1

∀t, k (4.45)

Electricity required by the network circulation pumps:

Ėpump
t =

{∑
i,j

(
Ṁhs,t,i,j + Ṁhr,t,i,j + Ṁcs,t,i,j + Ṁcr,t,i,j

)
·Disti,j

}
· pdrop

t

ρ
∀t

(4.46)

Mass balances

Mass balances are defined at each node for both the supply and the return networks.
They link the mass flow rate of water leaving the node (left hand side of the = sign
in Equations 4.47 and 4.48), with the mass flow rate of water arriving at the node,
flowing through the building located at the node, and coming from the building at
node k if a district energy conversion technology is located at that node (right hand
side of the = sign).

Heating supply network:∑
(k,j)

Ṁhs,t,k,j =
∑
(i,k)

Ṁhs,t,i,k − (Ṁbuild
hn,t,k + Ṁhn ww

hn,t,k ) + Ṁ tech
hn,t,k ∀t, k (4.47)

Cooling supply network:∑
(k,j)

Ṁcs,t,k,j =
∑
(i,k)

Ṁcs,t,i,k − Ṁbuild
cn,t,k + Ṁ tech

cn,t,k ∀t, k (4.48)

(Symmetric equations are defined for the return pipes in each network.)

Connections of nodes and implementation/location of the technologies

The following constraints have been defined for the design of the network configura-
tion (connections), and for the location of the district and individual back-up energy
conversion technologies.
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Network configuration
Equation 4.49 and 4.50 define the existence of a connection between nodes i and j
for networks hs and cs if energy (therefore water) flows from i to j (explanations
for Ṁub

hs and Ṁub
cs are given in Section 4.5.3)14:

Xhs,i,j · Ṁub
hs ≥ Ṁhs,t,i,j ∀t, i, j (4.49)

Xcs,i,j · Ṁub
cs ≥ Ṁcs,t,i,j ∀t, i, j (4.50)

Equations 4.51 ensures that if a connection is implemented from node i to j in
the heating supply network (hs) a connection is implemented from j to i in the
heating return network (hr). The same is valid for the cooling network (between
the supply cs and the return cr, Equation 4.52). Equation 4.53 ensures that the
heating and the cooling network run parallel to each other.

Xhs,i,j = Xhr,j,i∀i, j (4.51)

Xcs,i,j = Xcr,j,i∀i, j (4.52)

Xhs,i,j = Xcs,i,j∀i, j (4.53)

District energy conversion technologies
Equations 4.54 and 4.55 for the district heating technologies and 4.57 and 4.58 for
the district cooling technologies define the node where a district technology will be
implemented (Xht,k respectively Xct,k), and ensure that if the technology is operated
(xht,t and xct,t), the heating or cooling generated by the district technology remains
between the design load of the technology and the minimum technically acceptable
part load (κht and κct). Y tech

k defines the eligibility or not of a node to host a
technology and is defined in the structuring phase.

Heating technologies:

Q̇tech
ht,t,k ≤ xht,t ·Xht,k · Y tech

k · Sht ∀ht, t, k (4.54)

Q̇tech
ht,t,k ≥ xht,t ·Xht,k · Y tech

k · Sht · κht ∀ht, t, k (4.55)

∑
k

Xht,k ≤ 1 ∀ht (4.56)

Cooling technologies:

Q̇tech
ct,t,k ≤ xct,t ·Xct,k · Y tech

k · Sct ∀ct, t, k (4.57)

14Note that the binary variables are no indexed over the periods t since the final layout of the
network is the same for all periods.
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Q̇tech
ct,t,k ≥ xct,t ·Xct,k · Y tech

k · Sct · κct ∀ct, t (4.58)∑
k

Xct,k ≤ 1 ∀ct (4.59)

Sizes of the individual back-up energy conversion technologies
The following constraints are defined for each type of individual back-up energy
conversion technology (air/water heat pumps, water/water heat pumps, boilers and
chillers)15. Constraints 4.60, 4.63, 4.66 and 4.69 define the size, S, of the required
individual back-up energy conversion technologies, and Constraints 4.61, 4.64, 4.67
and 4.70, as well as Constraints 4.62, 4.65, 4.68 and 4.71 the nodes on which they
are implemented. Regarding electricity, no individual back-up energy conversion
technologies are available. Any electricity requirements that cannot be satisfied by
the district energy conversion technologies are met by purchasing electricity from
the grid. (Note that in the following equations the index H refers to the sum of the
heating and hot water requirements that would be met by the individual back-up
technology.)

Air/water heat pump:

Q̇aw
t,k ≤ Saw

k ∀t, k (4.60)

Xaw
k · Q̇max

H,k ≥ Saw
k ∀k (4.61)

Xaw
k · Q̇min

H,k ≤ Saw
k ∀k (4.62)

Water/water heat pump:

Q̇ww
t,k ≤ Sww

k ∀t, k (4.63)

Xww
k · Q̇max

H,k ≥ Sww
k ∀k (4.64)

Xww
k · Q̇min

H,k ≤ Sww
k ∀k (4.65)

Boiler:

Q̇boiler
t,k ≤ Sboiler

k ∀t, k (4.66)

Xboiler
k · Q̇max

H,k ≥ Sboiler
k ∀k (4.67)

Xboiler
k · Q̇min

H,k ≤ Sboiler
k ∀k (4.68)

Chiller:

Q̇chiller
t,k ≤ Schiller

k ∀t, k (4.69)

Xchiller
k · Q̇max

H,k ≥ Schiller
k ∀k (4.70)

Xchiller
k · Q̇min

H,k ≤ Schiller
k ∀k (4.71)

15Remember that beside ensuring the physical satisfaction of all the energy requirements, the
back-up technologies guarantee, mathematically, the convergence of the slave optimization.
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4.4.4 Costing and CO2 emission functions

The costing functions implemented in the slave optimization include:

1. the investment costs of the pipes of the distribution networks, the circulation
pumps, the heat exchangers between the networks and the buildings, and the
individual back-up energy conversion technologies16,

2. the operating costs (natural gas, electricity from the grid and oil for the boil-
ers),

3. the incomes from the electricity sales.

Annual investment costs for the pipes
To compute the investment costs for the pipes, the fixed costs are charged if a heating
and/or cooling pipe is requested between two nodes (Xhs,i,j = 1 and/or Xcs,i,j = 1),
but not yet existing (Y pipe

hs,i,j = 0 and/or Y pipe
cs,i,j = 0). If both heating and cooling pipes

are requested, the fixed costs are charged only once.

Cpipes =
Mspipe

1306.6
· (1 + Fmpipe) · Anpipe ·

∑
(i,j)

Disti,j · (4.72)

((Xi,j · Cpipe
fix ) + ((Ahs,i,j · cpipe

prop) · (1− Y pipe
hs,i,j) ·Xhs,i,j) +

((Acs,i,j · cpipe
prop) · (1− Y pipe

cs,i,j) ·Xcs,i,j)

with:

Xi,j ≥ (Xhs,i,j · (1− Y pipe
hs,i,j)) ∀i, j (4.73)

and:

Xi,j ≥ (Xcs,i,j · (1− Y pipe
cs,i,j)) ∀i, j (4.74)

to ensure that the fixed costs for the pipes only accrue if a heating and/or cooling
pipe is/are required and not already existing.

Moreover:

Ahs,i,j =
max

t
Ṁhs,t,i,j

v · ρ
Acs,i,j =

max
t

Ṁcs,t,i,j

v · ρ
∀i, j

Annual investment costs for the pumps
Heating network:

Cpump =
Mspump

1306.6
· (1 + Fmpump) · Anpump · (4.75)

((Xhn · Cpump
fix + Spump

hn · cpump
prop ) +

(Xcn · Cpump
fix + Spump

cn · cpump
prop ))

16The investment costs for the district energy conversion technologies being computed in the
thermo-economic models (see Figure 2.1).
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with:

Spump
hn =

max
t

((Ṁhs,t,i,j + Ṁhr,t,j,i) ·Disti,j · pdrop
t )

ρ
∀i, j

and

Spump
hn ≤ Xhn · (Ṁub

hs + Ṁub
cs )

and symmetrically for the cooling network.

Annual investment costs for the heat exchangers
The investment costs for the heat-exchangers are computed in the data processing
routine (Point 2 Paragraph 4.5.1) and result in the following annual investment cost:

Chex =
MsHEX

1306.6
·(1+FmHEX)·AnHEX ·

∑
k

(XHEX
hn,k ·CHEX inv

hs,k +XHEX
cn,k ·CHEX inv

cs,k ) (4.76)

with:

Q̇build
hs,t,k + Q̇hn ww

hs,t,k ≤ XHEX
hn,k · (Q̇cons

H,t,k + Q̇cons
HW,t,k) ∀t, k

and:

Q̇build
cs,t,k ≤ XHEX

cn,k · Q̇cons
C,t,k ∀t, k

Annual investment costs for the back-up devices
Air/water heat pump:

Caw =
Msaw

1306.6
· (1 + Fmaw) · Anaw ·

∑
k

(
(Xaw

k · Caw
fix) + (Saw

k · caw
prop)

)
(4.77)

Water/water heat pump:

Cww =
Msww

1306.6
· (1 + Fmww) · Anww ·

∑
k

(
(Xww

k · Cww
fix) + (Sww

k · cww
prop)

)
(4.78)

Boiler:

Cboiler =
Msboiler

1306.6
· (1 + Fmboiler) · Anboiler ·

∑
k

(
(Xboiler

k · Cboiler
fix ) + (Sboiler

k · cboiler
prop )

)
(4.79)

Chiller:

Cchiller =
Mschiller

1306.6
· (1+Fmchiller) ·Anchiller ·

∑
k

(
(Xchiller

k · Cchiller
fix ) + (Schiller

k · cchiller
prop )

)
(4.80)
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To compute the different annual investment costs listed above, the annuity factor
is calculated according to the following equation:

Ani =
ri · (1 + ri)N i

(1 + ri)N i − 1
(4.81)

Operating costs

Grid costs:
Cgrid =

∑
t

Ėgrid
t ·Dt · cgrid (4.82)

Natural gas costs:

Cgas =
∑

t

Rgas
t ·Dt · cgas (4.83)

in which:

Rgas
t =

∑
ht

∑
k

Q̇tech
ht,t,k

εht
th

(4.84)

and Rgas
t the average hourly gas consumption rate required by all the district energy

conversion technologies operated with natural gas (no back-up device is operated
with natural gas), and Dt the duration of period t in hours.

Oil costs (only for individual back-up boilers):

Coil =
∑

t

Roil
t ·Dt · coil (4.85)

Roil
t =

∑
k

Q̇boiler
t,k

εboiler
(4.86)

with Roil
t the average hourly oil consumption rate required by the boilers, and Dt

like above.

Incomes from the electricity sales

Iel =
∑

t

Ėsold
t ·Dt · bgrid (4.87)

where bgrid is the price paid by the grid when buying electricity.

CO2 emissions
The weighting factor for the CO2 emissions is used in the slave optimization to
compute penalty costs related to the CO2 emissions17:

CCO2 =
∑

t

(Rgas
t · co2

gas + Ėgrid
t · co2

grid + Roil
t · co2

oil) ·Dt (4.88)

17These costs are not passed back to the master optimizer.
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4.4.5 Empirical constraints

Empirical constraints are based on the experience of the programmer/engineer and
speed up the solution time by reducing the search space appropriately, without
excluding the optimal solution. They result from a careful analysis of the problem.
The slave optimization includes several such constraints, especially regarding the
implementation of the technologies (district technologies and back-up technologies)
and the routing of the pipes. Unlike cuts, which are managed directly by the solver
(in this case Cplex [25], see Section 3.4 in Chapter 3), or valid inequalities, which
are constraints that are formulated by the programmer but which are redundant to
other constraints of the problem and don’t change the mathematical structure of the
problem, the addition of empirical constraints do change the purely mathematical
structure of the problem since they eliminate feasible integer solutions. However,
the eliminated solutions are the ones which are known by the programmer to be
sub-optimal solutions. The following empirical constraints have been defined:

Connections
If node k is connected to the network, only one heating and/or cooling supply pipe
reaches that node. Heating and/or cooling cannot be provided to a node by two
different routes. ∑

i

Xhs,i,k ≤ 1 ∀k (4.89)

Individual back-up energy conversion technologies
No more than one back-up energy conversion technology can be implemented on a
given node k to provide heating and hot water (for the cooling requirements there
is anyway only one possible back-up technology, so that a constraint such as 4.90 is
not necessary):

Xaw
k + Xww

k + Xboiler
k ≤ 1 ∀k (4.90)

If the node is connected to the network, no air/water heat pump or boiler can
be used at this same node:

Xaw
k + Xboiler

k +
∑

i

Xhs,i,k ≤ 1 ∀k (4.91)

As mentioned above, none of these equations change anything to the thermo-
economics of the problem, but they allow including the experience of the engineer,
who knows, for instance, that in the optimal solution there will not be two different
individual back-up technologies implemented simultaneously on one node.

Routing of the pipes
The following constraint prevents the slave optimizer from computing solutions in-
cluding the cycles listed in the set cycle:∑

i∈cycle[c]

Xi,next(i) ≤ card(cycle[c])− 1; (4.92)
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Cycle Connected nodes

1 1-9-2

2 3-9-1

3 5-11-10-3-9-1-2-8-7

4 11-10-3-6

5 5-4-12-10-11

6 5-11-10-12-4-8-7

7 5-12-10-11

8 11-6-10

9 5-7-11

10 10-3-9-12

11 4-8-7-5

12 1-9-12-4-8-2

Figure 4.8: Cycles in a network

No optimal solution indeed will contain cycles in the network. It is not advisable
however to list all the possible cycles of the district, as the increase in constraints
can become counter-productive. To the experience of the author, it is sufficient to
define the elementary meshes (like mesh 1-2-9-1 in Figure 4.8), together with a few
combinations of elementary meshes (like mesh 1-9-12-4-8-2-1 which is a combination
of mesh 1-2-9-1 and mesh 2-9-12-4-8-2), to improve considerably the resolution time.
For instance for the test case imagined on purpose to develop the method and shown
in Figure 4.8, the cycles listed in the table next to the figure have been defined18.

4.5 Data processing routine

As already explained, the evolutionary algorithm used in the master optimization
builds a genome, the performance of which is computed, and the result evaluated
before creating the next genome. To compute its performances, the genome is passed
over to the slave optimization via the thermo-economic models from the district
technology data base and the data processing routine. According to the values given
by the master optimization to the decision variables, this data processing routine
performs the following different tasks:

1. It computes the inputs for the slave optimization. Note that because of the
decomposition of the problem, the decision variables optimized in the master

18Note that the cycles mentioned here do not relate to the cycles which are implemented in
district energy systems to guarantee the security of supply in case one pipe is out of order. These
latter cycles shall be taken into account in a more detailed modelling phase, once the basic layout
of the district energy system has been established.
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optimization become inputs or parameters in the slave optimization.

2. It performs various controls on the decision variables of the master optimiza-
tion, to check for inconsistencies or unreasonable values.

3. It defines the upper and lower bounds of the continuous decision variables of
the slave optimization, that can be derived from the values given by the master
optimization.

If the computation of the inputs or parameters (Item 1 above) is compulsory for the
slave optimization compute a solution, the controls performed on the decision vari-
ables of the master optimization (Item 2) and the definition of the bounds (Item 3)
basically aim at improving the resolution time of the slave optimization.

4.5.1 Inputs and parameters

Given the values of the decision variables belonging to the master set of decision
variables, the data processing routine processes the following inputs for the slave
optimization: temperature intervals with upper and lower bounds for the energy
cascades, heat exchanger surfaces and costs, average specific heat losses, average
specific pressure losses. The way the data processing routine does this is explained
hereunder:

1. Temperature intervals with upper and lower bounds for the en-
ergy cascades
The energy cascade of a thermodynamic system is defined by the sum of all

the energy balances, defined for each temperature interval appearing in the
system, between the hot and the cold streams (Equations 4.35 to 4.38). Such
an energy balance around one temperature interval is shown in Figure 4.9.
Graphically, a energy cascade is represented by a hot composite curve and a
cold composite curve. The hot composite curve aggregates all fluids in the
analysed system that need to be cooled down (or have a heating potential),
and the cold composite curve aggregates all fluids in the analysed system that
need to be heated up (or have a cooling potential). Examples of such sys-
tems of hot and cold composite curves have already been shown in Figures 4.6
and 4.719. To solve the heat cascades algebraically with the Equations 4.35
to 4.38, the shifted (corrected) temperatures are used for each hot and cold
stream. This means that the fluids that are cooled down are given with their
temperature shifted down by half the minimum temperature difference, and
the fluids that are heated up are given by their temperature shifted up by half

19Unlike the energy cascades computed when analysing energy consuming systems (such as
chemical plants for instance), and which aim at finding the minimal energy requirements that
have to be satisfied by an external energy source for the chemical process to be performed, the
energy cascades computed in the DESD(OP)2 ensure that the energy balances are satisfied in each
temperature interval. No external energy source, other than the district and the individual back-up
energy conversion technologies, is considered in the present problem.
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Figure 4.9: Energy balance around a temperature interval

the minimum temperature difference20.

The upper and lower bounds of each temperature interval required to compute
the heat cascades can be defined in the data processing routine, since all the
temperature levels contributing to the heat cascades are known at this stage.
These include:

• the heating or cooling delivery temperature(s) of the district energy con-
version technologies,

• the supply and return temperatures of the networks,

• the temperature levels of the thermal energy requirements of the buildings
in the district.

2. Heat exchanger surfaces and costs
Knowing the temperature levels for the heating, hot water and cooling re-

quirements in the buildings, as well as the supply and return temperatures of
the networks, the area and the costs of the required heat exchangers between
the networks and the buildings can be computed for each building k, con-
sidering an average overall heat exchange coefficient of 800 [W/(m2*K)] [26].
The costs are computed using the following correlation [26] (shown here for
heating), based on the area AHEX

hs,k of the heat exchanger located at node k (if
building k is connected to the cooling network, analogous costs are computed
for the heat exchanger between the cooling and the building):

CHEX inv
hs,k = 3364 ·

(
AHEX

hs,k

5.5

)0.6

(4.93)

20This ensures that a cold stream that needs to be heated up from 70◦C to 90◦C for instance,
cannot receive energy from a fluid that would need to be cooled down from 90◦C to 70◦C, by the
same amount of energy.



110 CHAPTER 4. OPTIMIZATION PHASE

These costs are passed over to the slave optimizer in order to be considered
when optimizing the network configuration and the buildings to be connected.

3. Heat losses
The data processing routine computes the periodic average specific heat

losses in [kW/m] corresponding to the heating supply temperature selected
by the master optimizer, assuming a heat transfer coefficient of K = 0.203
W/(mK) [77]. This is done by considering first the mass flow rate of water
required to meet the sum of all the heating and hot water requirements of the
entire district during the given period (in other words the maximum possible
mass flow rate), and second the mass flow rate required to meet the minimum,
different 0, heating or hot water requirement of the district during the same
period (in other words the minimum possible mass flow rate). These two flow
rates can be computed since the supply and return temperatures of the net-
work are known. The periodic average between the specific heat losses for the
maximum and for the minimum mass flow rates is given as a parameter to the
slave optimization. For both mass flow rates, and for each period, the heat
losses are computed with the following general correlations [77] (with Ths,t the
supply temperature of the heating network, Tend,t the temperature at the end
of the pipe, Tg the ground temperature, L the length of the pipe, and Ṁ the
mass flow rate):

q̇loss
t = (Ths,t − Tend,t) · cpliq

H2O · Ṁ [kW/m] (4.94)

with:

Tend,t = Tg + (Ths,t − Tg) · exp

(
K · L

Ṁ · cpliq
H2O

)
(4.95)

To compute the specific heat losses, a length of 1 meter is chosen. Remember
that the heat losses for the cooling network are considered to be negligible,
due to the relatively small temperature difference between the supply pipes
and the surroundings as compared to the heating network.

4. Pressure drop
The pressure drop is needed to compute the pumping power. The specific
pressure drop [Pa/m] is approximated in the same way as the heat losses. A
diameter d is computed for each period for the maximum and the minimum
mass flow rates for both heating and cooling. The corresponding specific pres-
sure drop for a length of L = 1 meter and a velocity in the pipes of v = 4m/s
are computed according to Equation 4.96, in which λ is the friction coefficient
in the pipes (λ = 0.02). The average between the maximum and the mini-
mum pressure drops for both heating and cooling is passed over to the slave
optimization as a parameter.

pdrop
t = 0.5 · ρ · v2 ·

(
λ · L

d

)
[Pa/m] (4.96)
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4.5.2 Inconsistencies and unreasonable values

The data processing routine checks the values given to the master set of decision
variables to check the following issues: inconsistencies between values of the master
set of decision variables, unreasonable values given to some variables of the master
set of decision variables, and inconsistencies between the variables optimized by the
master optimization and the outputs resulting from the structuring phase. The way
the data processing routine does this is explained hereunder:

1. Inconsistencies among variables optimized by the master opti-
mization
An example of inconsistency is, for instance, when the master optimizer defines
a condenser temperature for a heat pump that is below the return temperature
of the heating network, making the heat pump useless. In this case, the data
processing routine doesn’t pass the heat pump to the slave optimization, thus
reducing its search space and avoiding the iterations that would be necessary
in the slave optimization to find out that the heat pump is useless. The an-
nual investment cost of the heat pump is nonetheless taken into account in the
objective function of the master optimization. Hence the technology induces
investment costs, but does not provide any useful energy, thus discouraging
the master optimizer from choosing it. Such controls can be included for any
type of district energy conversion technology, according to the specificities of
the technology.

2. Unreasonable values among the variables optimized by the mas-
ter optimization
Unreasonable values among the variables optimized by the master optimiza-

tion affect essentially the total size of the district energy conversion technolo-
gies selected by the master optimization. Theoretically, the master optimiza-
tion can choose any combination of type and size of district energy conversion
technologies from the list of possible technologies given for the district. Practi-
cally, the experience has shown, that, for instance, if the total size of the district
energy conversion technologies selected by the master optimization, exceeded
the maximum overall heating and hot water requirements by more than an
arbitrary factor (greater than 1), the resolution time of the slave optimization
could explode from 2-3 minutes to over an hour21, without any improvement
in the value of the objective function in the slave optimization. The same
observation was done for the cooling requirements. The reason for this is the
excessive search space resulting from ill-suited technologies. Therefore, the
data processing routine needs to check that the total size of the technologies
passed over to the slave optimization is not too large. (See Appendix A.1 for
more details)

21These time estimations refer to computers featuring Intel Pentium4 processors, 2’800 MHz,
with 2 GB memory
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Figure 4.10: Hot and cold composite curves for a system having a heating supply
temperature below the required temperature level of the building

3. Inconsistencies between the variables optimized by the master
optimization and the outputs from the structuring phase
Inconsistencies between the variables optimized by the master optimization
and the outputs resulting from the structuring phase are, above all, related to
the temperature levels. Let us assume that the master optimization selects a
supply temperature for the heating network of 60◦C and a return temperature
of 50◦C. Let us further assume that some buildings in the district require heat
between 10◦C and 70◦C for their heating and hot water requirements, with
a minimum temperature difference of 2◦C between the heating network and
the hydronic circuit of the buildings (see Figure 4.10). For these buildings,
the supply temperature of the network should therefore be at least equal to:
70+2 = 72◦C, which is 2◦C higher than the supply temperature of the heating
network. To solve this problem, the slave optimization will have to implement
boilers (the required temperature of 72◦C preventing from using individual
back-up heat pumps). The data processing routine therefore defines a variable
that is set to 1, if the supply temperature of the network is above the supply
temperature of the hydronic circuit of the building plus the minimum temper-
ature difference, and, if the return temperature of the network is above the
return temperature of the hydronic circuit of the building plus the minimum
temperature difference. In all other cases this variable is set to 0. This variable
is then included in the constraints of the slave optimization, and if the value of
the variable equals 0, the slave optimizer doesn’t try to connect the building
directly to the network, thus saving iterations.
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4.5.3 Upper and lower bounds

The resolution time of the slave optimization to compute binary variables is improved
if the bounds on the continuous variables are as tight as possible, without however
excluding the optimal solution from the search space. It is indeed wiser to program
for example, for the heating supply network:

Xhsi,j · Ṁub
hs ≥ Ṁhs,t,i,j (4.97)

Xhsi,j · Ṁ lb
hs ≤ Ṁhst,i,j (4.98)

instead of the simpler version:

Xhsi,j ·M ≥ Ṁhst,i,j (4.99)

where M is an arbitrarily large value (the same being valid of course for the cooling
networks). Very often, experience has shown that Equation 4.97 alone will already
bring considerable improvement compared to Equation 4.99, if Ṁub

hs is defined ap-
propriately. (See Appendix A.2 for further details.)

Depending on the analysed district, the number of nodes, the number of possible
connections, the number of time periods,... adding up the improvements explained
in Sections 4.5.2 and 4.5.3 above, results in a slave optimization lasting over an
hour (if no appropriate data processing is performed), to less than a minute (with
appropriate data processing). Considering that the master optimizer runs several
thousands of iterations to converge, the obtained time benefit is considerable.

4.6 Assumptions adopted in the optimization

phase

The general assumptions considered in the optimization phase are listed hereunder:

1. The analysed districts are flat and no consideration is given to the differences
in altitude.

2. All heat-exchangers are counter-flow heat-exchangers.

3. For the individual back-up heat pumps, the condenser temperature has been
chosen in function of the hot water requirements (regardless if the heat pump
meets heating or hot water requirements). This assumption penalizes espe-
cially low temperature heating buildings and should therefore be refined in a
more detailed approach.

4. If any excess electricity is generated by the district energy conversion tech-
nologies, it can be decided from case to case, by the decision maker, whether
this electricity shall be sold to the grid or not (see results Section 5.3.7).

5. If any excess heating or cooling is generated by the district energy conversion
technologies, this energy is lost to the surroundings.
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6. No storage is being considered.

7. Heat losses in the pipes are considered for the heating network but neglected
for the cooling network, due to the relatively small temperature difference
between the supply pipes and the surroundings as compared to the heating
network.

4.7 Conclusion

In this chapter, the optimization phase is explained in greater details. The chapter
shows all equations that enable to solve the DESD(OP)2 problem, which is actu-
ally a combination of two well known types of problems, namely the multi-period
optimization problems (see [65] for an example of such problems) and the network
problems. The objective function, constraints, parameters and decision variables for
each of the optimizations (master and slave) are given. Besides, it is shown how
the resolution time of the slave optimization could be improved by reducing the
search space appropriately, thus reducing the number of iterations needed in the
salve optimization to compute a solution.



Chapter 5

Test case application

5.1 Introduction

In this chapter, the method to solve the DESD(OP)2 problem1 is demonstrated
by means of a virtual test case developed for this purpose. The district and its
maximum requirements for each energy service is shown on Figure 5.1. The method
will be applied and discussed step by step following the different phases as explained
in Chapter 2 and shown on Figure 2.1. This chapter emphasizes the optimization
phase and shows the results that can be obtained, as well as a few sensitivity analysis
to demonstrate the abilities of the slave optimization. The following chapter, dealing
with a real case in the Canton of Geneva, will likewise present results from the
optimization phase, but also show how missing information can be completed in the
structuring phase.

5.2 Description of the test case and structuring

of the information

The goal of the method described in the preceding chapters and demonstrated here,
is to provide a tool to help answering following question: Given a district with its
buildings, how can the energy requirements of this district, in terms of heating,
hot water, cooling and electricity, be satisfied, thus considering the minimization
of the yearly CO2 emissions and costs? The virtual district dedicated to develop
the method (Figure 5.1) is supposed to be new, such that no equipment is existing
beforehand, except for the electricity grid which is assumed to be available. Note
that the dashed lines in Figure 5.1 show the connections which are allowed between
buildings and/or crossings (nodes), and do by no means suggest the presence of
already existing pipes.

According to the method, the following information is gathered and structured:

1District Energy System Design and OPeration OPtimization problem

115
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Figure 5.1: District analysed, with the maximum requirements in kW for each energy
service and the buildings that can host the plant with the district energy conversion
technologies

List of available energy sources2

Regarding the energy sources, two types of renewable energy sources can be used,
namely two lakes and two wastewater treatment facilities that can provide energy
to heat pumps. Regarding the non renewable sources, natural gas is the only one
that is considered, since heating oil has been left out except for individual back-up
boilers. Other sources such as waste incineration or biomass have been assumed not
to be available for this case.

Energy consumption profiles with power and temperature levels
The energy consumption profiles have been developed for this purpose, inspired by
the works by Girardin [47] related to a real case district in Geneva (which will
be the topic of the next chapter). Six representative periods have been defined
with their relative duration in hours/year, and average atmospheric temperature.
These periods are shown in Table 5.1. As already mentioned, since the purpose
of the method is the design of a district energy system, and not the controlling
of this system, it has been considered sufficient to divide the whole year into 6
periods only, and to make a compromise between degree of detail and resolution
time. This simplification has the disadvantage to exclude days with extreme weather
events and could therefore favour undersized equipment. Increasing the number of
representative periods however would lead to an increased number of variables and

2Remember that these energy sources are used for the district energy conversion technologies
implemented at the central plant.
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Period Duration T atm

summer day 1095 hr/year 25 ◦C

summer night 1095 hr/year 15 ◦C

mid-season day 2190 hr/year 14 ◦C

mid-season night 2190 hr/year 10 ◦C

winter day 1095 hr/year 1 ◦C

winter night 1095 hr/year -5 ◦C

Table 5.1: Periods considered in the test case with their duration and average at-
mospheric temperature

therefore of the computation time required to solve the slave optimization problem.
This would add one day in the list and require an increased investment in the backup
units required to satisfy the extreme conditions. A good compromise to analyse the
influence of extreme days, can be achieved by making a more detailed simulation
for the interesting solutions resulting from the optimization without the extreme
periods, including the extreme days and/or storage devices, according to what has
been done in [99].

The consumption profiles are given in Figures 5.3- 5.5. The temperature levels
for the heating requirements, corresponding to the supply temperature TS and the
return temperature TR of the hydronic circuit in the building, have been set to
TS = 35◦C and TR = 32◦C for the mid-season periods and TS = 58◦C and TR = 48◦C
for the winter periods, according to Figure 5.2, based on [83, 47]. The water used for
the hot water requirements has been assumed to enter the buildings at 10◦C and to
have to be heated up to 60◦C. Finally for the cooling requirements the temperatures
have been set for all the buildings to TS = 18◦C and to TR = 21◦C. These latter
values, which are higher than what is usually admitted (TS = 6◦C and to TR = 12◦C)
have been estimated based on what could be found for modern installations [106].

Comparing the list of available energy sources together with the energy service
requirements of the district including the temperature and power levels of these
requirements, the following technologies are considered as reasonable and taken up
in the list of possible district energy conversion technologies:

1. Heating and hot water:

• A heat pump, connecting the return pipe of the cooling network on the
evaporator side with the supply pipe of the heating network on the con-
denser side. This heat pump thus allows the energy transfer between the
buildings requiring cooling and the buildings requiring heating. This heat
pump will be abbreviated HP1 in the following, its lower bound is 1 000
kWth and its upper bound 5 000 kWth.

• A second heat pump, connected to the lake(s) and having therefore its
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Figure 5.2: Heating supply and return temperatures of the hydronic circuit of the
buildings, assuming radiators [47]

evaporator temperature determined by the temperature of the lake. A
maximum temperature difference of 4◦C is assumed in the evaporator for
the water coming from the lake, in order to avoid freezing in winter (the
temperature of the water in the lake being 6◦C). This heat pump will be
abbreviated HP2 in the following, its lower bound is 1 000 kWth and its
upper bound 5 000 kWth.

• A third heat pump, converting energy recycled from the wastewater treat-
ment facility(ies) and having therefore its evaporator temperature deter-
mined by the temperature of the wastewater treatment facility(ies). As
mentioned in Section 4.6, a temperature difference of 10◦C is assumed
in the evaporator for the water coming from the wastewater treatment
facility. This heat pump will be abbreviated HP3 in the following, its
lower bound is 1 000 kWth and its upper bound 5 000 kWth.

2. Cooling:

• The HP1 heat pump mentioned above, allowing the heat transfer between
buildings.

• ”Free” cooling using water from the lake(s) that is being circulated
through the district.

3. Electricity:

• A gas engine (abbreviated GE), used in cogeneration mode, with a lower
bound at 1 000 kWel and an upper bound at 5 000 kWel.
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Figure 5.3: Heating requirements profile for the test district
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Figure 5.4: Hot water requirements profile for the test district
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Figure 5.5: Cooling requirements profile for the test district (Considering the atmo-
spheric temperature of 15◦C given in Table 5.1 for the summer night period, the fact
that they are some cooling requirements during this period may seem inconsistent.
The supply and return temperatures of the cooling circuit in the building amount
indeed to 18◦C, respectively, 21◦C. However, cooling requirements can occur even
when the atmospheric temperature is below the temperature level of the circuit in
the building, particularly for the air-conditioning of computer rooms. An additional
constraint in the data processing routine could nonetheless force the method to use
air cooling in such cases.)
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Figure 5.6: Electricity requirements profile for the test district
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Parameter Summer Mid-season Winter

Temperature of the lakes ◦C 8 6 6

Temperature of the municipal wastewater treat-
ment facility in summer ◦C [10]

22 18.5 16

Table 5.2: Temperature level of the lake and the wastewater treatment facility

Parameter Range Value Unit Reference

Cpipe
fix 0-300 mm ø 753 CHF [77]

cpipe
prop 0-300 mm ø 7 CHF/m [77]

Cboiler
fix 100-650 kWth 1000 CHF [48]

cboiler
prop 100-650 kWth 218 CHF/kWth [48]

Caw
fix 100-650 kWth 1000 CHF [104]

caw
prop 100-650 kWth 1890 CHF/kWth [104]

Cww
fix 350-650 kWth 42833 CHF [28]

cww
prop 350-650 kWth 126 CHF/kWth [28]

Cchiller
fix 0-350 2500 CHF Eval. after [28]

cchiller
prop 0-350 kWth 2835 CHF/kWth Eval. after [28]

ri i = aw, boiler, chiller, hex, pipes, pump,ww 0.08 [37]

F i
m i = aw, boiler, chiller, hex, pipes, pump,ww 0.06 [37]

M i
S year 2006 (i = aw, boiler, chiller, ww) 1306.6 [37]

M i
S year 1998 (i = hex, pipes, pump) 1306.6 [37]

Table 5.3: Parameters for the costing functions in the test case

For the lake(s) and the wastewater treatment facility(ies), it is assumed that
enough water resource is available for the heat pumps. In a more detailed analysis
(for instance if HP2 or HP3 type heat pumps appear to be promising technologies),
the temperature difference of 4◦C, respectively 10◦C, assumed in the evaporator,
should also be optimized. In this case however, the mass flow rate between the
lake or the wastewater treatment facility(ies) and the heat pump, should also be
considered (this has been neglected in the present thesis). Besides, a limited amount
of water could easily be taken into account by setting a constraint on the energy
source. The temperature levels for the lake and the wastewater treatment facility
are given in Table 5.2

Spatial constraints as well as nodes and possible connections
Spatial constraints are set regarding the possible location of the plant (district energy
conversion technologies): buildings 3, 5 and/or 8 (see Figure 5.1). Besides the
possible connections, obtained from a routing algorithm, are given (dotted lines
on the figure). Other than this, no size related constraints are given in the first
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Parameter Value Units Reference

Exergetic efficiency of the individual back-up
air/water heat pumps

0.34 [-] [47]

Exergetic efficiency of the individual back-up wa-
ter/water heat pumps

0.4 [-] [47]

Exergetic efficiency of the individual back-up
chillers

0.19 [-] after [27]

Table 5.4: Efficiency parameters related to the individual back-up technologies, used
in the test case

optimization run. (A size related constraint could be for instance a limitation on
the size of the pipe diameter between two nodes). The effect of spatial constraints
will be shown in Paragraph 5.4.2.

Individual back-up technologies
As back-up energy conversion technologies, the following technologies are consid-
ered: air/water and water/water heat pumps as well as boilers for heating and hot
water, and electric chillers for cooling (see Section 2.2 are considered)3. For the heat
pumps, the condenser temperature has been considered the same for both heating
and hot water (this assumption is penalising for the heat pumps and should be
reconsidered in a more refined optimization). To compute the annual investment
costs, the parameters given in Table 5.3 have been used. Besides, the efficiencies
given in Table 5.4 have been used.

5.3 Optimization

5.3.1 Decision variables

For the district analysed in this chapter, and following the list of selected district
energy conversion technologies that are reasonable for this case, the master optimizer
optimizes the following 17 decision variables:

1. Supply and return temperatures of the heating network in summer, and
winter/mid-seasons: variables 1 to 4

2. Supply and return temperatures of the cooling network in summer (no cooling
is assumed during the winter and the mid-seasons): variables 5 and 6

3. Investment or not in a HP1, HP2 and HP3 as well as gas engine GE: variables
7 to 10

4. Design size of heat pumps HP1, HP2 and HP3 as well as gas engine GE:
variable 11 to 14

5. Condenser temperature of heat pumps HP1, HP2 and HP3: variable 15 to 17

3For electricity, the back-up is the grid.
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Beside these decision variables, remember that the master optimization also de-
fines the CO2 weighting factor. This factor is a mathematical tool to take into
account CO2 emissions in the single objective slave optimization. Therefore, it is
a purely mathematical decision variable, and differs in that sense from the other
decision variables which are engineering decision variables. Besides, note that the
condenser temperatures of the heat pumps do not necessarily equal the supply tem-
perature of the heating network, as the three heat pumps and the gas engine can
be put in series. In fact, in an optimally integrated system these energy conversion
technologies will be in series, in order for the heat pumps to operate at better COPs.

All parameters used for the test case are given in Tables 5.3 to 5.5 (regarding the
parameters of the district energy conversion technologies, please refer to the model
descriptions, Section 4.3).

Parameter Value Units Reference

CO2 emissions of electricity from the grid co2
grid

(European mix)
0.450 [kg/kWh] [40]

CO2 emissions for natural gas co2
gas (including

transportation)
0.230 [kg/kWh] [40]

CO2 emissions for heating oil co2
oil (including

transportation)
0.293 [kg/kWh] [40]

Cost for electricity from the grid cgrid 0.13 [CHF/kWh] [15]

Cost for natural gas cgas 0.04 [CHF/kWh] [15]

Cost for heating oil coil 0.0645 [CHF/kWh] [15]

Efficiency of the circulation pumps 80% [-]

Friction coefficient in the pipes λ 0.02 [-] [77]

Grid efficiency εgrid 90% [-]

Heat transfer coefficient in the pipes K 0.203 [W/mK] [77]

Isobaric specific heat of water cpliq
H2O 4.178 [kJ/(kg K)]

Overall heat transfer coefficient in heat exchangers 800 [W/(m2 K)] [26]

Minimum ∆T in the heat-exchangers between the
district networks and the hydronic circuit of the
buildings

2 [◦C]

Selling price of electricity bgrid 0.09 [CHF/kWh] [15]

Table 5.5: Values of the thermodynamic and distributed energy related parameters,
used in the optimization phase in general
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5.3.2 Conditions defined for the optimization

To perform the optimization, it was decided that the excess electricity generated
by the gas engine could be sold at a price of 0.09 CHF/kWhel [15]. Besides, in the
accounting of the CO2 emissions, the avoided CO2 when selling electricity to the grid,
has not been accounted for. In other words, to compute the CO2 emissions, when
electricity is sold to the grid, the total CO2 emitted by the gas engine to generate
this electricity has been taken into account, without deducing the CO2 emissions
that the grid would have emitted to generate this same amount of electricity, and
that are ”saved” by the cogeneration gas engine.

The tolerance set for the Cplex solver amounts to 5%, meaning that the slave
optimization stops when it has found a solution within 5% of the evaluated optimal
value.

5.3.3 Solution phase analysis

The slave optimizer optimizes the variables listed in Paragraph 3.4.4. According
to the values chosen by the master optimizer and the subsequent data processing
performed by the data processor, the number of variables optimized by the slave
optimizer ranges between 35 000 and 50 000 continuous variables and 250 and 850
binary (0-1) variables. The large number of variables optimized by the slave op-
timizer is due to the number of indices for each type of variable. Let us analyse
for instance the variable characterizing the energy flows between nodes in the net-
work. For the slave optimizer, there are as many variables as there are possible
combinations of connections (between two nodes), periods, temperature intervals4

and sub-networks5:

Number of possible connections in the test district: 21

Number of periods: 6

Number of temperature intervals: ∼20

Number of sub-networks: 4

In other words, there are 21 · 6 · 20 · 4 = 10 080 decision variables only for the
energy flows. The same number of decision variables are related to the mass flows.
Further important decision variables include the energy conversion technologies, and
the variables related to the total emissions and costs.

To make the optimization of the test case, 17 000 iterations of the master op-
timizer have been performed. Solving this problem took 4 days 8 hours and 29

4The exact number of temperature intervals describing the whole system (the highest tempera-
ture being for instance the temperature of the heat from the gas engine and the lowest temperature
the supply temperature of the cooling network) depends strongly on the set of variables defined by
the master optimizer.

5Supply and return networks for both heating and cooling.
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minutes of computation time on 4 Intel Pentium4 2’800 MHz computers (the reso-
lution has been parallelized on 4 computers [76]). The optimization time indicated
here is of course strongly dependent on the number of iterations done by the master
optimization6 but also on the tolerance that the Cplex solver used in the present
thesis allows to define.

5.3.4 Pareto optimal frontier

The results of the optimization are shown on the Pareto curve of Figure 5.7. The
most interesting configurations are summarized in Table 5.6. In this table, the in-
dices a and b for the heat pump HP3 correspond to the two heat pumps that are
implemented in series at the wastewater treatment facility, due to the high tempera-
ture difference occurring at the evaporator side7. From the Pareto optimal frontier,
three distinct groups of configuration types (hereafter clusters) can be recognised:

Cluster 1 ”HP3+GE+Lake” : The HP3 heat pump is implemented together
with the gas engine , providing heating, hot water and electricity to all the
buildings. The cooling is provided by the water from the lake to all the build-
ings.

Cluster 2 ”HP2+GE+Lake” : The HP2 heat pump is implemented together
with the gas engine , providing heating, hot water and electricity to all the
buildings. The cooling is provided by the water from the lake to all the build-
ings.

Cluster 3 ”GE+Lake” : Only the gas engine is implemented to provide heating,
hot water and electricity to some or all of the buildings. The cooling is provided
by the water from the lake to all the buildings. No district heat pumps are
implemented in this cluster.

Before going into details in the analysis of the different clusters, a few general
statements shall be made.

The reference configuration, called ”Initial”, getting the electricity from the grid,
heating and hot water from a boiler, and cooling from an electric chiller, does not
appear on Figure 5.7. Actually, such a configuration would emit 5 779 tons-CO2/year
and cost 1.98 mio-CHF/year, thus overshooting the axis of the figure in terms of
costs, and performing poorly in terms of CO2 emissions.

The optimal configuration in terms of CO2 emissions (configuration 1A1 on Fig-
ure 5.7 and Table 5.6) emits 3 407 tons-CO2/year (59% of the ”Initial” configuration)

6The number of iterations is estimated empirically. The iterations are stopped when no im-
provement can be obtained from further iterations.

7Remember that when the temperature decrease of the heat source on the evaporator side
exceeds 4◦C, two smaller heat pumps are implemented in series instead of one large heat pump.
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Configuration 1A1 1A2 1B1 1D1 1E1 3A1 3A2

Annual CO2 emissions ton-CO2/year 3 407 4 256 3 582 4 350 4 824 7 303 10 769

Costs mio-CHF/year 1.49 1.39 1.46 1.37 1.35 1.36 1.22

Percentage Investment
Operational

53
47

46
54

53
47

46
54

44
56

27
73

22
78

Income Ielmio-CHF/year 0 0.18 0 0.22 0.26 0.44 1.2

Grid mio-CHF/year 0.28 0.26 0.14 0.26 0.13 0.02 0.02

Gas mio-CHF/year 0.42 0.58 0.54 0.6 0.76 1.26 1.86

HP3a Size MWth
Inv. CHF/year
Tcond

◦C
COP summer
COP mid-season
COP winter

1029
174 816
75
3.06
2.91
2.82

639
123 469
80
3.03
2.89
2.79

1040
176 134
79
3.05
2.90
2.80

634
122 901
80
3.03
2.89
2.79

634
122 901
77
3.04
2.90
2.81

0
0
-
-
-
-

0
0
-
-
-
-

HP3b Size MWth
Inv. CHF/year
Tcond

◦C
COP summer
COP mid-season
COP winter

1029
174 816
80
3.10
2.95
2.86

639
123 469
85
3.08
2.93
2.83

1040
176 134
84
3.09
2.94
2.84

634
122 901
85
3.08
2.93
2.83

634
122 901
82
3.09
2.94
2.84

0
0
-
-
-
-

0
0
-
-
-
-

GE Size MWel
Inv. CHF/year
εel %
εth %

1753
190 444
42.88
47.12

2532
239 621
43.47
46.53

1731
188 987
42.86
47.14

2540
240 101
43.47
46.53

2540
240 101
43.47
46.53

1978
205 363
43.08
46.92

3857
311 681
44.14
45.86

Lake cooling kWth 1 625 1 625 1 625 1 625 1 625 1 625 1 625

Network Inv. CHF/year 192 121 187 630 199 014 189 293 190 908 176 933 186 590

Pumps Inv. CHF/year 5 624 5 493 5 813 5 542 5 661 4 324 5 683

Ths,t
◦C Summer

Mid-season and winter
70.4
77.0

71.9
77.6

68.5
75.9

72.4
77.6

110.6
77.5

103.2
98.0

94.7
103.0

Thr,t
◦C Summer

Mid-season and winter
36.4
52.6

49.0
50.1

49.4
51.8

53.2
51.5

53.2
51.5

58.1
51.7

88.9
53.5

Ths,t − Thr,t
◦C Summer

Mid-season and winter
34.0
24.4

22.9
27.5

19.1
24.1

19.2
26.1

57.4
26.0

45.1
46.3

5.8
49.5

Tcs,t
◦C ∀t 10.2 10.0 11.0 10.0 10.0 10.5 10.2

Tcr,t
◦C ∀t 18.9 18.9 19.0 18.8 18.8 17.0 18.9

Table 5.6: Main configurations for the test case, with the values given in Tables 5.3
and 5.5. As a comparison, configuration ”Initial”, not shown in the table, imple-
menting boilers and electric chillers and taking electricity from the grid, emits 5 779
tons-CO2/year and costs 1.98 mio-CHF/year. (The annual costs are given after
deduction of the income resulting from the electricity sales. Therefore, to compute
the percentage of investment and operational costs, this income is added up again
to the total costs.)
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and costs 1.49 mio-CHF/year (75% of the ”Initial” configuration). This configura-
tion features a HP3 type district heat pump, together with a gas engine, a cooling
network with water from the lake, and takes the electricity partly from the grid
(summer periods as well as all the night periods) and partly from the gas engine
(mid-season and winter day periods). All buildings are connected to the networks,
be it for cooling or for heating and hot water. The networks are shown in Figure 5.8.

The optimal solution in terms of annual costs (configuration 3A2 on Figure 5.7
and Table 5.6) emits 10 769 tons-CO2/year and costs 1.22 mio-CHF/year. This solu-
tion features a gas engine that delivers heating and hot water to all eight buildings,
with lake cooling for all buildings, and electricity from the grid during the summer
night period (in all other periods, the gas engine generates enough electricity for
the district and even sells some to the grid). The heating and cooling networks are
shown in Figure 5.9. Due to the way of accounting for the CO2 emissions, this con-
figuration emits more than the ”Initial” configuration (186%). See Paragraph 5.3.7
for further explanations regarding this issue.

Figures 5.10 and 5.11 show for each period the composite curves for the dis-
trict heating system for these two configurations (note that the scale for the X-axis
changes according to the period). On the plots, the hot composite curve represents
the heat provided by the district energy conversion technologies, and the cold com-
posite curve the heat required by the district. Note that the periods during which
the gas engine is not operated can be easily recognised on these figures, since no
high temperature heat (up to 570◦C) is generated (for instance during period 1, the
summer day period, of configuration 1A1). The least CO2 emitting configuration
features also the better energetic integration. For configuration 1A1, the entire heat
is provided by the heat pump during periods 1 (summer day period) and 4 (mid-
season night period). Due to the constraint that the heat pump cannot be operated
less than 20% of the time (to avoid shutting the heat pump on and off for a few
minutes only), the heat pump generates more heat than required during these two
periods. In a more refined optimization, this constraint should be modified, espe-
cially for a case like this one, in which the heat pump, HP3, actually consists of two
smaller units in series (HP3a and HP3b).

It is noteworthy that in clusters 1 and 2, all buildings are connected to both
the heating and the cooling networks. In cluster 3, even if the heating network
does not always connect all buildings (see Paragraph 5.3.7), the cooling network
does provide cooling to all buildings. Therefore, since water from the lake provides
cooling to the whole district in summer (whatever the cluster), one may wonder why
a separate heating network provides the heat, and not individual water/water heat
pumps that could use the cooling network as heat source. This point will be taken
up in more details in Paragraph 5.4.1. Regarding the cooling network supply and
return temperatures, one can see from Table 5.6 that they almost always correspond
to the minimum, respectively maximum, allowed temperatures. For the supply
temperature, 10◦C indeed corresponds to the temperature of the lake (8◦C) plus
the minimum temperature difference of 2◦C, and for the return temperature, 19◦C
correspond to the return temperature of the hydronic circuits in the buildings (21◦C)
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minus the minimum temperature difference of 2◦C. This fact is not surprising, since
the heat ”gains” (the opposite of the heat losses for heating networks) have been
neglected and therefore advantage is taken of the maximum possible temperature
difference between the supply and return pipes, in order to minimize the water that
needs to be pumped. Finally, for all configurations, an interaction between the
district and the grid is always present, be it to buy or to sell electricity.

To be Pareto optimal, the configurations implementing district heat pumps need
to have a HP3. The configurations of cluster 2, ”HP2+GE+Lake”, are never Pareto
optimal. This is a consequence of the low temperature heat source being at a higher
temperature level for HP3 (wastewater treatment facility) than for HP2 (lake), re-
sulting in a better COP for HP3 compared to HP2. It might appear surprising
that the difference of the results between clusters 1 and 2 is not larger. The main
explanation for this lies in the fact that the COP difference for both types of heat
pumps can be less than 5% (which is already a small difference), and on top of
this the tolerance of 5% set for the slave opimization can introduce a bias that can
partly offset the advantage of HP3 relative to HP2 (see Appendix A.3 for further
explanations).

The district heat pump HP1 is never used. This is due to the tight constraints
set on this technology. District cooling can indeed be provided either by this heat
pump or by circulating water from the lake. For both options, pipes and a circulating
pump need to be implemented, so that no difference exists between the two options
at this level. However, HP1 generates an investment in the technology, which water
from the lake doesn’t require8. Besides, HP1 can only be used if in parallel to
the cooling requirements, heating or hot water requirements are to be satisfied. In
the case analysed here, this occurs only during the summer day period, for which
cooling requirements and hot water requirements are to be satisfied simultaneously.
Therefore, if HP1 was implemented during the summer day period, another cooling
technique should be sought for during the summer night period, making the overall
resulting system for both periods less profitable than having only one cooling system.

Clusters 1 to 3 shall now be explained in more details.

8The costs for the heat exchanger between the lake and the network have been neglected.
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Figure 5.8: Cooling network (thin black
line), heating and hot water network
(large grey line) for configuration 1A1
(see Figure 5.7 and Table 5.6). The en-
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Figure 5.10: Composite curves for the heating and hot water requirements, as well
as for the heating network, of configuration 1A1 (see Figure 5.7 and Table 5.6)
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Figure 5.11: Composite curves for the heating and hot water requirements, as well
as for the heating network, of configuration 3A2 (see Figure 5.7 and Table 5.6)
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5.3.5 Cluster 1 ”HP3+GE+Lake”

Cluster 1 implements an HP3 type heat pump combined with a gas engine, and
cooling from the lake. This cluster contains the majority of the Pareto optimal
configurations. Looking at Figures 5.12 and 5.13, showing the correlation between
the sizes of the GE or the HP3, and the CO2 emissions, two interesting features
appear:

1. As the size of the heat pump decreases, the size of the gas engine increases
and the emissions increase (but the cost decrease).

2. Cluster 1 can be decomposed into four different sub-clusters (1A to 1E, note
that cluster 1C doesn’t exist...) that are very distinct on these two figures.

The fact that the size of the gas engine increases while the size of the heat pump
decreases is not surprising and will not be further discussed.

The different sub-clusters of cluster 1, on the other hand, call for a comment.
What distinguishes the different sub-clusters of cluster 1 are the weighting factor
set for the CO2 emissions in the slave optimization, on one hand, and the operating
strategy of the gas engine, on the other. In sub-cluster 1A, the weighting factor has
been set very high (between 2 to 5 times higher than in the other sub-clusters), thus
furthering solutions with low CO2 emissions. It is therefore of no surprise that the
configuration featuring the least emissions (configuration 1A1) belongs to cluster
1A. For the same sizes of gas engines, the configurations belonging to sub-cluster 1A
indeed emit less CO2 than the configurations belonging to the other sub-clusters.
See for instance 1A2, 1D1 and 1E1 on Figure 5.13, for which all the values for the
other decision variables (Table 5.6) are pretty much the same (except for the summer
supply temperature as explained hereafter). Sub-clusters 1D and 1E, on the other
side, differ in the operating strategy of the gas engine. In sub-cluster 1D, the gas
engine is not operated during the summer day period (which is clearly recognisable in
Figure 5.14 where no high temperature heat, up to 570◦C, is available during period
1). The heat required for the hot water purposes is provided by the heat pumps
running with electricity from the grid, just as the remaining electricity consumption
of the buildings that is satisfied with electricity from the grid. On the other hand, in
sub-cluster 1E, the heat for the hot water during the summer day period is provided
by the gas engine and no heat pump is operated (this is again visible in Figure 5.15
that shows heat available from 570◦C and below). Beside emitting more CO2, this
latter operational strategy results in a supply temperature of the heating network in
summer which is influenced only by the temperature level of the heat generated by
the gas engine, and not the heat pump. This supply temperature is therefore much
higher in sub-cluster 1E, than in sub-cluster 1D (compare for instance the summer
supply temperatures of configurations 1D1, 72.4◦C, and 1E1, 110.6◦C, in Table 5.6).
Regarding the costs, 1E1 is cheaper since it needs to buy less electricity from the
grid.
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Figure 5.14: Composite curves for the heating and hot water requirements, as well
as for the heating network, of configuration 1D2 (see Figure 5.7 and Table 5.6)
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Figure 5.15: Composite curves for the heating and hot water requirements for con-
figuration 1E1 (see Figure 5.7 and Table 5.6)



5.3. OPTIMIZATION 137

5.3.6 Cluster 2 ”HP2+GE+Lake”

As can be seen on Figure 5.7, cluster 2 does not contain any Pareto optimal con-
figuration. The reason why the evolutionary optimizer MOO keeps this cluster, is
the result of an optimization parameter setting requiring that at least 3 clusters are
kept in the final Pareto curve. This allows for the decision makers to see how certain
sub-optimal configurations perform compared to the optimal solutions. Since the
purpose of the present thesis is the development and validation of the DESD(OP)2

method, the further analysis of this cluster is not considered as relevant at this stage.

5.3.7 Cluster 3 ”GE+Lake”

In this cluster, the only district energy conversion technology implemented for heat-
ing and hot water is the gas engine (cooling is provided by water from the lake).
The emissions increase as the size of the gas engine increases, and the cost decreases.
Note that increasing the number of iterations would have made this cluster more
compact, however without any dramatic improvement regarding the optimal solution
in terms of costs (configuration 3A2).

As a matter of fact, all the configurations in this cluster emit more CO2 than con-
figuration ”Initial” described above, that would be the closest to what the majority
of the buildings still tend to have nowadays, and that emits 5 779 tons-CO2/year.
However, all the configurations of cluster 3 have a positive electricity balance in the
sense that they sell more electricity to the grid, throughout the year, than they buy.
Configuration 3A1, for instance, has a positive balance of 4 716 340 kWh/year. As
explained in Section 5.3.2, the avoided CO2 has not been accounted for to compute
the results. Figure 5.16 shows how the configurations of Table 5.6 change when the
avoided CO2 is taken into account.

For the configurations featuring a smaller size for the gas engine, like configura-
tion 3A1 that has the smallest gas engine (1 978 kWel), the plant cannot serve all
the buildings for heating and hot water, as can be seen of Figure 5.17. Therefore,
only the buildings in the vicinity of the plant are connected to the district heating
network. The reason why for configuration 3A1 building 3 is connected and not
building 6, which would be closer to the plant, is the smaller heat requirements of
building 3. The gas engine of configuration 3A1 is too small to meet the heating and
hot water requirements of building 6 (in addition to the other buildings connected).
The buildings not connected have their own boiler. The fact that the buildings not
connected have a back-up boiler and not an air/water heat pump seems in contra-
diction with the often heard statement in Switzerland nowadays that air/water heat
pumps become profitable within about 5 years of installation. However the price
considered for the oil in the present thesis is the price paid by the utilities, which is
lower than what would be paid by the end-users. Table 5.7 shows the influence of
the oil price on the choice of the back-up device. These results have been obtained
by running the slave optimization with the parameters of configuration 3A1, except
for the oil price (the electricity price being kept constant).
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Oil price CHF/kWh Buildings implementing a
boiler

Buildings implementing an
air/water heat pump

0.0645 1, 2, 6 and 8 None

0.08 1, 2, 6 and 8 None

0.09 6 and 8 1 and 2

0.1 None 1, 2, 6 and 8

Table 5.7: Influence of the oil price on the implementation of boilers or air/water
heat pumps in configuration 3A1

5.4 Further analysis of the results

Beside the analysis of the clusters themselves, further interesting elements can be
gained from the results obtained. These elements are explained in this section.

5.4.1 What about using only one supply pipe and one return
pipe?

Considering the fact that all Pareto optimal configurations implement cooling with
water from the lake for all buildings, the question that arises at this stage is: why
not using the cooling network (in other words the water from the lake circulating
through the pipes) as a heat source, in winter, to implement water/water heat
pumps along the network to provide all the heating and hot water requirements.
Up to now, the method considered that the heating and the cooling network where
two different entities that could be connected only at the plant, by means of a HP1
type heat pump. However, a more novel type of district energy system would be to
have only one supply and one return pipe, and to use the circulating water as a low
temperature heat source for a local water/water heat pumps meeting the heating
and hot water requirements. Table 5.8 shows the simulation results that have been
obtained for such a new configuration, based on the network layout of configuration
1A1.

Before discussing the most interesting result given in Table 5.8, namely the re-
quired distributed energy for both configurations, a few explanations shall be given
regarding the investment costs of the pipes and the circulation pump. The pipes
for the new configuration are more expensive than for configuration 1A1, although
in configuration 1A1 there are two supply and two return pipes whereas in the new
configuration there is only one supply and one return pipe. The reason for this is
that the total pipe diameter in the new configuration is larger than in configuration
1A1. The mass flow rates of water that circulate through the pipes in winter are
indeed larger in the new configuration, because of the small temperature difference
that can be achieved on the water from the lake circulating through the pipes (4◦C,
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Configuration 1A1 New configuration

Investment costs
CHF/year

HP3 349 632 0

GE 190 444 0

Pipes 192 121 231 142

Heat exchangers 43 992 0

Local heat pumps 0 109 225

Circulation pump 5 624 18 370

Total 781 813 358 737

Distributed energies
kWh/year

Natural gas 10 623 130 0

Electricity 2 149 130 3 967 514+4 200 420

Operating costs
CHF/year

704 311 1 061 831

Total costs mio-CHF/year 1.49 1.42

Table 5.8: Comparison between a four-pipe system (configuration 1A1) and a two-
pipe system (New configuration)

to avoid freezing). Just to mention one figure, the total mass flow rate leaving node
5 during the winter day period in configuration 1A1 amounts to 38.8 kg/s, whereas
it amounts to 129.7 kg/s for the new configuration. This large amount of water that
needs to be pumped is also reflected in the investment cost of the circulation pump.
Less water could be pumped through the pipes in winter, if it was heated up to a
certain temperature level by a large district heat pump at the plant for instance, and
that the local water/water heat pumps only had to supply the energy to bring the
water to the final requested temperature level. This opens a new field of two-pipes
optimization problems representing an interesting direction for future work.

From Table 5.8 one can see that the total annual costs for both configurations
are in the same range, and that the new configuration requires less distributed en-
ergy to meet all the energy services (the electricity required in the new configuration
includes 3 967 514 kWh for the heat pumps and the circulation pumps, as well as
4 200 420 kWh for the electricity requirements, resulting in a total of 8 167 934 kWh
for all energy services). Regarding the distributed energies, and in order to compare
both configurations ”fairly”, the way how the electricity used in the new configu-
ration is generated, should be included in the comparison. A cogeneration unit to
produce this electricity might not be meaningful in the new configuration, if the
heat cannot be valorized (since heat pumps meet all the requirements). There-
fore, other technologies should be considered (gas turbine combined cycle without
heat recovery and generating the electricity for more than just this district, hy-
dro,...). Let us suppose, for instance, that a gas turbine combined cycle with an
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electric efficiency of 58% generates this electricity, the new configuration would re-
quire (8 167 934/0.58)=14 082 645 kWh of natural gas. At the same time, configu-
ration 1A1 requires 10 623 130 kWh of natural gas for the gas engine, and would
require another 3 705 396 kWh to generate the 2 149 130 kWh electricity (assum-
ing the same electric efficiency of 58% as for the new configuration), resulting in a
total of 14 328 496 kWh of natural gas (14 328 496 = 10 623 130+ 3 705 396). The
difference between both configurations in this case would be about 2%, making both
configurations more or less equal on an environmental point of view. This example
demonstrates not only the importance stressed in Sections 1.5 to 1.7 to consider
all the energy services together (and not separately), but also the importance of
including the energy source in the comparison. Let’s admit for instance that for
the two configurations compared, the electricity was of hydraulic origin instead of
coming from a combined cycle without heat recovery, the new configuration would
be preferable to configuration 1A1 in terms of emissions.

5.4.2 Space restrictions

Developing district energy systems in existing cities can be made difficult due to
the lack of available space in existing underground channels. An example shall
be shown here to demonstrate how the slave optimizer integrates the constraint of
space restriction and how this affects the result. Let us take the network shown on
Figure 5.8. To compute this network, no space restriction was imposed, regarding
the diameters of the pipes. The resulting diameter between node 5, where the district
technologies are implemented, and node 11, is 63 mm for the heating network and
112.4 mm for the cooling network. Figure 5.18 shows the new resulting network when
a maximum diameter of 10 mm is allowed between nodes 5 and 11 of the heating
network. The slave optimizer has redesigned the configuration of Figure 5.8 diverting
the network over nodes 12 and 10. Note that the size restriction on the pipe of the
heating network also affects the cooling network (the shape of the cooling network
is different between Figure 5.18 and Figure 5.8). This is logical since it is cheaper
to have both networks running in parallel (only one gallery needs to be dug for
both) than to have different routes for each network. For this new configuration, the
investment costs for the network amount to 193 787 CHF/year (compared to 192 121
CHF/year for configuration 1A1), and 5 738 CHF/year for the pump (compared to
5 624 CHF/year for configuration 1A1). These increases are not dramatic due to
the size of the problem (short distances), but nonetheless demonstrate the abilities
of the slave optimizer.

5.4.3 Inhomogeneous requirements

For the test case analysed in the present chapter, the buildings are quite close to one
another and the temperature levels for all the thermal energy requirements are the
same for all buildings. It is therefore of no big surprise that with such a homogeneous
district, all buildings are connected to the heating (and cooling) networks in clusters
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Figure 5.19: Resulting network from the
slave optimization, with the same input
from the master optimization as for con-
figuration 1A1 but with buildings featur-
ing requirements with different temper-
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1 and 2. Figure 5.19 shows the resulting network for the same district, but with less
homogeneous temperature levels. To compute the network of Figure 5.19, the slave
optimizer got the same input from the master optimizer as for configuration 1A1,
but with following changes regarding the temperature levels of the heating and hot
water requirements:

• The supply and return temperatures for the heating requirements in buildings 3
and 8 have been increased for periods 5 and 6 (winter periods) from TS = 58◦C
to TS = 70◦C and from TR = 48◦C to TR = 55◦C.

• In buildings 1 and 2, the temperature levels for the hot water requirements
have been decreased from 60◦C to 40◦C, which would be enough for buildings
having no showers for instance (office buildings).

From Figure 5.19 one can see that since nothing changed for the temperature levels
of the cooling requirements, the cooling network remains the same. However, the
heating network does not serve buildings 3 and 8 anymore, which now have their
own boilers (and not heat pumps, due to the high temperature levels).

5.5 Post-processing phase

Once the Pareto optimal frontier has been computed, the most interesting options in
terms of CO2 emissions and cost are known. In order to choose which configuration
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will finally be implemented, the decision makers have to perform a multi-criteria
analysis which will be specific to their situation. For instance, if the priority is to
decrease the CO2 emissions, the least emitting configuration will be chosen. On the
other hand, various ”what if...” scenarios can now be tested. For instance, what
happens if the price of the electricity from the grid increases due to new contracts
with european partners and a general fear of electricity shortage? Or until what point
would the centralized generation of heating and cooling still be an environmentally
interesting solution, if the reverse individual heat pumps become popular? How
much more are the consumers of a district willing to pay in order to get a more
environmental friendly energy service provider? The answers to these questions
will restrict the choice to a limited number of solutions which will then have to be
refined with more detailed models, and why not a more accurate division of the year
in periods.

Due to the politic and/or uncertain nature of the majority of the criteria that will
play a role in the final choice of the solution, this topic will not be treated in further
details at this stage, except for the gas price and the electricity mix which are taken
up in the next chapter. It is however important to note that the Pareto optimal
frontier as shown in this chapter offers a scientific basis for further discussion, and
not the final solution for the district energy system to implement.

5.6 Conclusion

This chapter shows an example of the application of the DESD(OP)2 method on
a test case. It demonstrates the ability of the method to design and optimize a
district energy system, showing the trade-offs between the costs and the CO2 emis-
sions for different configurations. The consideration of the temperature levels at
which thermal requirements have to be satisfied, the simultaneous consideration of
temporal and spatial (geographical) aspects, or else the possibility to exclude some
buildings from the distribution network, are among the important features that the
method is able to handle. This chapter however also revealed a major limitation of
the method. From the results it appears that individual back-up chillers are never
competitive when a lake can provide cooling ”for free” in summer. However, due to
the splitting of the requirements that can be met by each of the networks (the heat-
ing network meets the heating and hot water requirements and the cooling network
meets the cooling requirements), and the fact that the two networks can exchange
energy only at the plant (if a HP1 type heat pump is implemented that connects
both networks), solutions for which a cooling network used in summer can be used
as heat source for individual water/water heat pumps in winter are excluded. This
last point represents an important topic for a future development of the method.
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Chapter 6

Geneva case study

6.1 Introduction

In this chapter a real case is presented by means of an example taken from the Can-
ton of Geneva (Switzerland). This case was studied in the frame of a more global
project for which the goal was to define different scenarios to provide the whole re-
gion with the four main energy services by the year 2050. This project was ordered
by the Public Utilities of Geneva. The goal of this chapter is to demonstrate the
ability of the method to deal with problems featuring very different sizes. In the
case analysed here, the buildings of the previous chapters are replaced by entire sec-
tors aggregating the energy requirements of many buildings. Therefore, unlike the
previous chapter, in which the nodes represented buildings with a heat-exchanger
between the network(s) and the buildings, in this chapter the nodes represent net-
work sub-stations, that get the energy from the main distribution network(s) before
redistributing this energy inside the sector. As a result, compared to the previous
chapter in which the focus was set on the satisfaction of the energy requirements
of every single building, in this chapter the goal is to define an energy system for a
whole region, ensuring the satisfaction of the energy requirements of whole sectors.
As a consequence, the district energy system optimized in this chapter will include
the plant, the sectors and the main distribution network(s) but not the redistribu-
tion from the sub-stations to the end-users (buildings). Besides, since the required
information regarding the consumption profiles, as well as the required temperature
levels for the thermal energy requirements, are often missing or incomplete, this
chapter indicates different sources of information that can be useful to establish
these profiles. Like in Chapter 5, the structure of the present chapter follows the
structure of the method as depicted on Figure 2.1.
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Figure 6.1: Part of the Canton of Geneva considered in the study

6.2 Description of the case and structuring of the

information

The case presented here is characterised by large energy requirements for a whole
region. The method is therefore used to design a district energy system that will feed
sub-stations. The region is divided into sectors as shown on Figures 6.1 and 6.2. This
region is delimited by the CERN (the European Organization for Nuclear Research),
the International Airport of Geneva, the municipality of Grand-Saconnex, the Lake
of Geneva and the River Rhône (the dotted lines on Figure 6.2 represent the allowed
connections for the network(s) and not existing pipes). The population of the region
represents approximately 50 000 inhabitants. The goal for this case study was to
make a first investigation to analyse the viability of the production of electricity
using a gas turbine combined cycle with municipal heat recovery, and not to define
the detailed configuration of the network to every single customer. It represents
therefore a good example of how the method can be applied for preliminary studies,
and/or for cases where the choice of the district energy conversion technology is
partly imposed (gas turbine combined cycle).
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Parameter Unit Summer Mid-season Winter

Temperature of the Rhône ◦C 14 9 6

Temperature of the municipal wastewater treat-
ment facility in summer [10]

◦C 22 18.5 16

Table 6.1: Temperature level of the River Rhône and the wastewater treatment
facility

List of available energy sources
Regarding the renewable energy sources, the municipal wastewater treatment facility
represents an important source. The potential from the municipal waste incineration
plant is already exploited for another area of the Canton. The Lake of Geneva
and the different rivers (especially the River Rhône) also represent major sources
of energy. However, since one of the constraints was the location of the plant on
nodes 64 or 68 (proximity to the wastewater treatment facility), the use of the lake
has been relinquished in favour of the Rhône. Wind is not an option in Geneva.
If the wind can indeed blow very heavily in this region, it is not in a continuous
manner at all, making the use of windmills economically nonviable. Biomass could
be an option, but was not investigated in this preliminary study since the currently
available biomass is too small to satisfy the demands of the region (180 GWh of
biomass [10] compared to the demands that amount to 590 GWh). Regarding the
non renewable sources, natural gas is the only one that is considered, since heating
oil has been left out except for individual back-up boilers. The available energy
sources are therefore:

1. river Rhône and other smaller rivers,

2. wastewater treatment facility,

3. natural gas.

The temperature levels for the river Rhône and the wastewater treatment facility
are given in Table 6.2.

Energy consumption profiles with power and temperature levels
Since no consumption profiles were available for any of the energy services, they had
to be computed on the basis of data and information collected from different sources.
A method was developed on purpose by Girardin [47]. The types of information that
can been used when no profiles are available are shown in Section 6.3. At this stage
it is only important to know that the year has been divided into six periods having
the durations given in Table 6.2, together with T ext

t the average outside temperature
during the period. Moreover, the maximum average hourly energy rates, summed
over all buildings, amount to 220 758 kW for heating, 17 293 kW for hot water, 6 482
kW for cooling and 53 668 kW for electricity. The order of magnitudes are thus one
to two order(s) larger than the ones of the test case of the previous chapter (3 640
kW for heating for instance).
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Period Duration T ext
t

Summer day 1095 25

Summer night 1095 15

Mid-season day 2190 18

Mid-season night 2190 10

Winter day 1095 1

Winter night 1095 -5

Table 6.2: Duration and T ext
t for each period

List of possible district energy conversion technologies
Following the list of available energy sources, the high levels of energy requirements,
and the constraints that the Canton wants to generate part of its electricity with
a gas turbine combined cycle, the following technologies have been considered for
heating, hot water and electricity (with their lower and upper bounds):

1. Natural gas turbine combined cycle (NGCC), 20-100 MWel: the limit of 100
MWel corresponds to the maximum size that can be implemented in this well
populated area.

2. HP1 (1-20 MWth): uses the return of the cooling network as a heat source.

3. HP2 (1-20 MWth): uses the River Rhône as a heat source.

4. HP3 (1-20 MWth): uses the municipal wastewater treatment facility as a heat
source.

Regarding the heat pumps, several 20 MW large heat pumps can of course be im-
plemented in parallel if such a solution happens to be promising.
For cooling HP1 and cooling with water from the River have been considered.

Spatial constraints
Due to the nature of the case study (preliminary investigation), no special constraints
were imposed as for the pipes and the configuration of the network. The allowed
connections, on Figure 6.2, have been determined, considering more or less all the
elementary meshes. If it is indeed important at the stage of a preliminary study not
to include connections that obviously don’t make sense (like for instance connection
64-68 and vice-versa, that would cross two times the relatively large River Rhône),
it is not advisable either to go into the details of following every single road. The
connections crossing the smaller rivers have therefore been allowed at this stage of
the investigation. As already mentioned, nodes 64 and 68 have been pre-selected to
implement the district energy conversion technologies. These nodes are indeed close
to the the wastewater treatment facility, which has been chosen as energy source.

Individual back-up technologies
As back-up energy conversion technologies, for heating and hot water, boilers and
water/water heat pumps, have been considered. Considering the level of the ther-
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Parameter Value Units Reference

Exergetic efficiency of the individual back-up
water/water heat pumps

0.6 [-] [47]

Exergetic efficiency of the individual back-up
chillers

0.19 [-] after [27] (note: This value has
been mistakenly computed too
low, but fortunately doesn’t af-
fect the result dramatically)

Table 6.3: Values of the parameters related to the individual back-up technologies,
used in the optimization phase of the Geneva case

mal energy requirements (several MWth), and the fact that the nodes represent
sub-stations and not buildings, air/water heat pumps were not considered. There-
fore, since water is very much present all over the area (lake of Geneva, River Rhône
and many smaller rivers), it was assumed that water/water heat pumps could be
implemented not only for nodes where the temperature level of the distribution net-
work should be increased, but also for nodes which are not connected to the heating
network. Regarding cooling, it was likewise assumed that the energy extracted by
the chillers from the buildings could be released in the rivers, and not in the air. The
costing and efficiency parameters for these devices are given in Table 6.3 and 6.4.

6.3 Energy requirements profiles

In this section, the type of information that can be used when no energy consump-
tion profiles are available, is briefly pictured. These information are summarized
in Table 6.5 and explained hereunder. The method developed by Girardin [47] to
compute the energy consumption profiles is given in Appendix A.4.

Year of construction or renovation of the building
The year of construction is important to evaluate the quality of the insulation. The
following periods have been defined in the present case study: up to 1920 (included),
between 1920 and 1970 (included), between 1970 and 1980 (included), and from 1980.

Allocation of the building
The allocation of the buildings helps defining the type of comfort requested by
the users. The following allocations have been defined: residential, offices, shops
and supermarkets, industry, schools and universities, hospitals, hotels, others (sport
facilities,...).

Fuel (oil or gas) consumption of the building
In case the building has a boiler, the total fuel consumption of a given building k,
Rfuel

k , corresponds to the total heating and hot water requirements, divided by the
thermal efficiency of the boiler. It allows to calculate the integration of the average
hourly energy rate over the time to compute the total energy required.
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Parameter Range Value Unit Reference

Cpipe
fix 300-500 mm ø 544 CHF [26]

cpipe
prop 300-500 mm ø 5 032 CHF/m [26]

Cboiler
fix ≥5 000 kWth 1 000 CHF [26]

cboiler
prop ≥5 000 kWth 45 CHF/kWth [26]

Cpump
fix ≥10 kW 8 554 CHF [26]

cpump
prop ≥10 kW 202 CHF/kWth [26]

Cww
fix 2 500-20 000 kWth 4 000 000 CHF [75]

cww
prop 2 500-20 000 kWth 419 CHF/kWth [75]

Cchiller
fix 500-5 000 kWth 871 600 CHF Eval. after [75]

cchiller
prop 500-5 000 kWth 500 CHF/kWth Eval. after [75]

r 0.08 [37]

ri i = aw, boiler, chiller, hex, pipes, pump,ww 0.08 [37]

F i
m i = aw, boiler, chiller, pipes, pump, ww 0.06 [37]

M i
S year 2006 (i = aw, boiler, chiller, ww) 1306.6 [37]

M i
S year 1998 (i = hex, pipes) 1306.6 [37]

Table 6.4: Parameters for the costing functions in the Geneva case study

Floor surface of the building
The floor surface of a building k, SREk, corresponds to the total heated surface
of the building. In other words to the footprint of the building multiplied by the
number of floors which are being heated (usually all the floors except eventually the
basement).

Energy signature
The energy signature of a building k, represents the heating requirements of this
building, Q̇cons

H,t,k, as a function of the daily average outside temperature T ext
t . Ex-

amples of energy signatures for some buildings included in the analysed region are
given in Figure 6.3. The temperature at which the slope crosses the X-axis is the
daily average temperature above which no heat is provided to the building anymore.
The energy signature is defined mathematically following Equation 6.1, with T dimen

H,k

the temperature for which the heating system has been designed (usually -6◦C in
Geneva), and Q̇dimen

H,k the design size of the heating equipment. Phisically, the slope
sH,k corresponds to the heat losses of the building, which are directly proportional
to the outside temperature.1:

Q̇cons
H,t,k = −sH,k · (T ext

t − T dimen
H,k ) + Q̇dimen

H,k (6.1)

1The design size of the heating equipment that would have to be implemented in building k,
includes the heat gain from the electric devices, the persons and the sun [84]. In the case of district
heating, Q̇dimen

H,k corresponds to the energy that the heat exchanger between the network and the
building must be able to transfer.
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Data Source

Building coordinates [◦ ’ ”] Geographical information system
of the Canton of Geneva (SITG)

Year of construction or renovation
of the building

[year] Geographical information system
of the Canton of Geneva (SITG)

Allocation of the building [-] Geographical information system
of the Canton of Geneva (SITG)

Fuel (oil or gas) consumption of
the building

[MJ/
year]

Rfuel
k Energy Service of the Canton of

Geneva (Scane)

Floor surface of the building [m2/
build]

SREk Office of Statistics of the Canton
of Geneva (OCSTAT)

Energy signature of the building
as a function of the outside tem-
perature

[kW] City of Geneva

Meteorological data [-] MeteoSwiss

Boiler efficiency [-] εboiler Bonnard et Gardel Consultants

Temperature levels at which the
heating, hot water and cooling re-
quirements have to be met in the
building

[-] T cons
H,t,k

T cons
HW,t,k

T cons
C,t,k

Bonnard et Gardel Consultants

Table 6.5: Data provided by different offices to compute the requirements profiles
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Figure 6.3: Examples of energy signatures for buildings in the Canton of Geneva [47]
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When all the information listed above are available at least for a few buildings,
which was the case for the Geneva case study, the heating and hot water consump-
tion profiles for all the other buildings can be evaluated according to the method
developed by Girardin [47] and explained in Appendix A.4.

For the cooling requirements the statistical data being much more scarse than
for heating, following assumptions were made:

1. The temperature below which no cooling is provided anymore has been set to
12◦C.

2. The cooling energy amounts to 10% of the heating energy.

3. Cooling is provided only during the summer periods (no computer room cool-
ing, for instance during the mid-season periods, was considered).

For the electricity requirements, average values published in [84], given for the
different types of allocations, were used.

Finally, knowing the energy requirements profiles for heating, hot water, cooling
and electricity for each building, and the types and numbers of buildings in each
sector (thank to the allocations and coordinates of the buildings), aggregated energy
requirements profiles as well as composite curves for each node have been computed.
These requirements profiles are shown in Figures 6.4 to 6.7, and an example of
composite curves for the heating and hot water requirements during each day period
is given in Figure 6.8 (sector/node 323).

The temperature levels for the heating requirements, have been set on the same
basis as in Chapter 5 for all sectors, namely: TS = 35◦C and TR = 32◦C for the
mid-season periods and TS = 58◦C and TR = 48◦C for the winter periods for heating,
TS = 18◦C and TR = 21◦C for cooling, and finally the required temperature level
for hot water equals 60◦C.
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Figure 6.5: Hot water requirements profile
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Figure 6.6: Cooling requirements profile (The same observation as in Figure 5.5
can be done regarding cooling requirements during the summer night period, when
the atmospheric temperature is below the supply and return temperatures of the
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Figure 6.8: Composite curve for the heating and hot water requirements of sector
(node) 323 for the day periods

6.4 Optimization phase

6.4.1 Decision variables

For the district analysed in this chapter, and following the list of selected district
energy conversion technologies that are reasonable for this case, the master optimizer
optimizes the following 15 decision variables:

1. Supply and return temperatures of the heating network in summer, and
winter/mid-seasons: variables 1 to 4

2. Investment or not in a HP1, HP2 and HP3 as well as combined cycle gas
turbine CCGT: variables 5 to 8

3. Design size of heat pumps HP1, HP2 and HP3 as well as combined cycle gas
turbine CCGT: variable 9 to 12

4. Condenser temperature of heat pumps HP1, HP2 and HP3: variable 13 to 15

Regarding the supply and return temperatures of the cooling network, following
the conclusions from the previous chapter that in a Pareto optimal configuration
the supply temperature will be the minimum possible temperature, and the return
temperature the maximum possible temperature, these temperatures have not been
optimized in the present case study. They have been set directly to 14◦C for the sup-
ply temperature (assuming direct circulation of water from the River Rhône in the
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pipes), and to 19◦C for the return temperature (19◦C equals the return temperature
of the hydronic circuits in the buildings, minus the minimum temperature difference
of 2◦C). Besides, since the minimum part load of 20% admitted in Chapter 5 for the
district heat pumps resulted in heat wasted to the surroundings for configuration
1A1 (Figure 5.10), this value was decreased to 5%. This is reasonable in the present
case study as the high level of requirements compared to the size limit of 20 MWth
for the heat pumps presupposes that several heat pumps will be implemented, and
that it will therefore be possible to have relative fine tuning possibilities. The rea-
son for not setting this value directly to 0 is to prevent the slave optimization from
operating the heat pumps at senseless small part loads. Beside, remember that if a
HP3 type heat pump is implemented, it will be divided in a HP3a and a HP3b heat
pump in order to make a better use of the large temperature difference that can be
extracted from the wastewater. Finally, remember that the master optimization also
defines the CO2 weighting factor that is merely a mathematical decision variable, in
order to take into account the objective CO2 minimization in the slave optimizer.

All the parameters used for the Geneva case are given in Tables 5.5, 6.4 and 6.3
(regarding the parameters of the district energy conversion technologies, please refer
to the model descriptions, Section 4.3).

6.4.2 Conditions defined for the optimization and resolution
phase analysis

Like in the previous chapter, the superfluous electricity could be sold for 0.09
CHF/kWh, and the avoided CO2 has not been taken into account.

Unlike previous chapter, no tolerance was set for Cplex, so that the slave op-
timization returned the solution to the master optimization when it had reached
optimality. The experience showed that the resolution time for the slave optimiza-
tion is indeed smaller for the Geneva case study than for the test case. One reason
for this is the smaller number of sectors (nodes) (12 for the test case versus 10 for the
Geneva case). Like for the case analysed in Chapter 5, the exact number of variables
optimized by the slave optimizer is dependant on the values of the variables given
by the master optimizer.

The results of the optimization have been obtained after 15 800 iterations of the
master optimization, and 24 hours and 23 minutes of computation time on 6 Intel
Pentium4 2 800 MHz computers [76].

6.4.3 Results

The results of the optimization are shown on the Pareto optimal frontier on Fig-
ure 6.9. The detailed results for the most interesting configurations are given in
Table 6.6. The least emitting configuration (A1) emits 183 228 tons-CO2/year and
costs 65.1 mio-CHF/year, whereas the configuration with the lowest costs (D2) emits
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Figure 6.9: Pareto optimal frontier for the Geneva case study computed with the
cost parameters given in Tables 5.5 and 6.4, and relative costs of each configuration
compared to the ”Initial” configuration (boilers for heating and hot water, electric
chillers for cooling and electricity from the grid)

378 007 tons-CO2/year and costs 56.9 mio-CHF/year (see Table 6.6). Note that for
the Geneva case, the configuration ”Initial” featuring only boilers, electric chillers
and electricity from the grid, would emit 335 458 tons-CO2/year and cost 85.6 mio-
CHF/year, thus spreading the range of the axes in Figure 6.9. The following impor-
tant comments can be made when looking at the Pareto optimal frontier:

1. Four main clusters (A to D) can be recognised, that each contain different
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types of configurations.

2. Three different configurations, or combinations of district energy conversion
technologies, can be found on the Pareto curve

(a) a combination including a HP2 and a HP3 type heat pumps as well as a
combined cycle2, and district cooling with water from the River Rhône,

(b) a combination including only a HP2 type heat pump together with a
combined cycle, and district cooling with water from the River Rhône,

(c) a combination including only a HP3 type heat pump together with a
combined cycle, and district cooling with water from the River Rhône.

3. No configuration includes a HP1 type heat pump.

One important point to notice is that all configurations implement heat pumps,
thus emphasizing the role played by heat pumps when designing district energy
systems. In clusters A and B, the configurations including both heat pumps HP2
and HP3, perform better both in terms of emissions and in terms of cost than the
other configurations. Besides, when only one type of heat pump is implemented, the
configurations featuring a HP3 heat pump perform better than the configurations
featuring a HP2 heat pump. These matter of facts are not surprising. The imple-
mentation of both types of heat pumps in series allow a better overall annual COP.
Besides the evaporator temperature for HP3 heat pumps is higher than for HP2 heat
pumps, allowing for better COPs. The best way to analyse the different clusters (A
to D) is to look at the networks shown in Figures 6.16 and 6.17, as well as the
composite curves given in Figures 6.10 to 6.15. The first important point to men-
tion is that the different clusters do not differ in the number of buildings connected.
Figures 6.16 and 6.17 are indeed representative of all the configurations appearing
on the Pareto curve in that the sectors 249 and 323 always implement their own
water/water heat pumps for the heating and hot water requirements, and their own
chillers for the cooling requirements. These two sectors not only feature the largest
heating and hot water requirements, but are also located far away from the plant as
compared to other sectors. Besides, by limiting the size of the gas turbine combined
cycle to 100 MW, the total size of the central heat pumps, and therefore the total
amount of heat that can be delivered by the network, is implicitly also limited. The
combination of heat pumps with a combined cycle are indeed interesting when all
the energy conversion technologies can be put in series, like for instance during the
winter day period (period 5) in Figure 6.10. If the proportion of heat delivered by the
central heat pumps is not in adequation anymore with the heat that can be delivered
by the combined cycle (in other words if the heat delivered by the combined cycle is
not sufficient to finish the heating up of the water from the network, started by the
heat pumps), there is no interest in implementing larger central heat pumps. This is
particularly true when dealing with large energy requirements like in this case study,
for which the decentralised heat pumps feature the same exergetic efficiency than
the central (district) heat pumps (not mentioning the fact that by implementing
decentralized heat pumps with good exergetic efficiencies for sectors 249 and 323,

2Remember that the condenser temperature at which heat is released to the heating network
equals the winter supply temperatures of the heating network plus a ∆T of 2◦C.
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Configuration A1 B1 B2 C1 C2 D1 D2
Annual CO2 emissions ton-CO2/year 183 228 197 765 202 239 231 852 246 813 264 068 378 008
Annual costs mio-CHF/year 65.1 64.3 63.1 62.6 60.8 60.7 56.9
Income Iel mio-CHF/year 0 2.9 3.7 9.3 12.2 15.8 38.5
Grid mio-CHF/year 12.4 14.3 9.8 12.9 6.8 9.4 2.6
Gas mio-CHF/year 24.4 25.8 29.3 32.6 38.9 40.3 64.3
Percentage Investment

Operational
43
57

40
60

42
58

37
63

37
63

35
65

30
70

HP2 Size MWth
Inv. mio-CHF/year
Tcond

◦C
COP summer
COP mid-season
COP winter

25.5
1.48
79.2
2.90
2.71
2.61

3.5
0.50
87.4
2.67
2.52
2.43

3.1
0.47
87.0
2.68
2.53
2.44

0
-
-
-
-
-

0
-
-
-
-
-

0
-
-
-
-
-

0
-
-
-
-
-

HP3a Size MWth
Inv. mio-CHF/year
Tcond

◦C
COP summer
COP mid-season
COP winter

14.4
0.84
60.7
3.82
3.58
3.43

29.0
1.69
63.3
3.67
3.45
3.31

23.1
1.35
64.0
3.63
3.42
3.28

28.8
1.68
63.4
3.67
3.45
3.31

24.5
1.43
62.8
3.70
3.47
3.33

26.9
1.57
63.0
3.69
3.47
3.33

17.9
1.04
69.7
3.35
3.17
3.06

HP3b Size MWth
Inv. mio-CHF/year
Tcond

◦C
COP summer
COP mid-season
COP winter

14.4
0.84
65.7
3.88
3.64
3.48

29.0
1.69
68.3
3.73
3.50
3.36

23.1
1.35
69.0
3.69
3.47
3.33

28.8
1.68
68.4
3.72
3.50
3.36

24.5
1.43
67.8
3.75
3.53
3.38

26.9
1.57
68.0
3.74
3.52
3.38

17.9
1.04
74.7
3.40
3.22
3.10

CCGT Size MWel
Inv. mio-CHF/year
εel %
εth %

79.0
14.1
53.3
36.7

65.0
12.4
52.8
37.2

77.2
13.7
53.3
36.7

62.3
12.2
52.6
37.4

76.6
13.7
53.2
36.8

69.6
12.9
52.9
37.1

99.0
15.8
54.0
36.0

River cooling kWth 8466 8466 8466 8466 8466 8466 8466
Network Inv. mio-CHF/year 2.9 2.7 2.7 2.8 2.7 2.7 2.7
Pumps Inv. CHF/year 64 001 58 807 60 139 61 399 59 280 58 682 57 769
Back-up (heat) Inv. mio-CHF/year 7.03 7.03 7.03 7.03 7.03 7.03 7.03
Back-up (cool) Inv. mio-CHF/year 0.75 0.75 0.75 0.75 0.75 0.75 0.75
Ths,t

◦C Summer
Mid-season and winter

71.5
72.4

73.9
80.4

85.7
80.7

71.2
74.9

75.6
79.6

69.1
80.5

71.6
87.8

Thr,t
◦C Summer

Mid-season and winter
38.0
52.7

52.5
50.8

62.4
54.3

50.2
50.9

51.8
51.1

48.2
50.5

51.3
55.4

Ths,t − Thr,t
◦C Summer

Mid-season and winter
33.5
19.7

21.4
29.6

23.3
26.4

21.0
24.0

23.8
28.5

20.9
30.0

20.3
32.4

Table 6.6: Main configurations for the Geneva case, with the values given in Ta-
bles 6.4 and 5.5. As a comparison, configuration ”Initial”, not shown in the table,
implementing boilers and electric chillers and taking electricity from the grid, emits
335 458 tons-CO2/year and costs 85.6 mio-CHF/year. (The annual costs are given
after deduction of the income resulting from the electricity sales. Therefore, to com-
pute the percentage of investment and operational costs, this income is added up
again to the total costs.)
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Figure 6.10: Composite curves for the heating and hot water requirements, as well
as for the heating network, of configuration A1 (see Figure 6.9 and Table 6.6)
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Figure 6.11: Composite curves for the heating and hot water requirements, as well
as for the heating network, of configuration B1 (see Figure 6.9 and Table 6.6)
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Figure 6.12: Composite curves for the heating and hot water requirements, as well
as for the heating network, of configuration C1 (see Figure 6.9 and Table 6.6)
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Figure 6.13: Composite curves for the heating and hot water requirements, as well
as for the heating network, of configuration C2 (see Figure 6.9 and Table 6.6)
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Figure 6.14: Composite curves for the heating and hot water requirements, as well
as for the heating network, of configuration D1 (see Figure 6.9 and Table 6.6)
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Figure 6.15: Composite curves for the heating and hot water requirements, as well
as for the heating network, of configuration D2 (see Figure 6.9 and Table 6.6)
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Figure 6.16: Cooling network (thin black
line), heating and hot water network
(large grey line) together with the in-
dividual back-up technologies for heat-
ing, hot water, and cooling (nodes 323
and 249), for configuration A1 (see Fig-
ure 6.9 and Table 6.6). The energy plant
is located on node 68.
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Figure 6.17: Cooling network (thin black
line), heating and hot water network
(large grey line) together with the in-
dividual back-up technologies for heat-
ing, hot water, and cooling (nodes 323
and 249), for configuration D2 (see Fig-
ure 6.9 and Table 6.6). The energy plant
is located on node 68.

the heat losses and the investment costs for the pipes are dropped). Regarding the
costs for the back-up individual energy conversion technologies implemented in sec-
tors 249 and 323, following comment needs to be done: The cost parameters for the
heat pumps have been approximated based on manufacturer data obtained for heat
pumps ranging from 2 500 kWth to 20 000 kWth (see Table 6.4). However, sectors
249 and 323 require heat pumps that exceed 20 000 kWth, therefore the costs that
have been computed for the required size but with the parameters given in Table 6.4
can only give an approximation of the total costs. Besides several heat pumps will
most probably have to be implemented in parallel. Moreover, since the nodes in
the sectors represent in fact sub-stations of a large district energy system and not
the end-consumers (or buildings), a cost estimate for the distribution network from
the sub-station to the end consumers should be accounted for when computing the
annual costs of the district energy system. Such an estimate could be obtained by
running the DESD(OP)2 for each sector independently (knowing the results for the
design of the overall district energy system of the first optimization run shown in the
present chapter). Note however that adding the costs of the distribution network
in each sector to the costs given in Figure 6.9 would only shift the Pareto optimal
frontier up (in the direction of higher costs), but not change its shape. What dis-
tinguishes essentially the different clusters is the operating mode of the natural gas
combined cycle. In cluster A, the combined cycle is operated at, or near, nominal
load during the day periods, but shut off during all the night periods. This can be
seen on the composite curves of Figure 6.10: no heat is delivered at the winter sup-
ply temperature level of the heating network, which would be the temperature level
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of the heat delivered by the combined cycle3. In cluster B, the combined cycle is
operated during the winter night period (period 6), taking over the heat generation
from the heat pumps, but remains shut off during the summer and mid-season night
periods. This can again be seen on the composite curves of Figure 6.11. Besides,
the HP2 type heat pump that was operated during periods 4, 5 and 6 in cluster A,
only delivers heat during period 4 in cluster B. In the Pareto optimal configurations
of cluster C, only one type of heat pumps is implemented, and it only delivers heat
during the winter day period as shown on Figures 6.12 and 6.13(and is shut of during
the rest of the year). The combination of both HP2 and HP3 heat pumps is not
viable anymore (the part of the heat delivered by the combined cycle prevails and
the increased costs accruing by the investment in two types of heat pumps cannot
be offset by the improvement in the overall COP anymore). Finally cluster D fol-
lows behind cluster C, however with a weighting factor for the CO2 emissions in the
slave optimizer that is so small, that the slave optimizer can be considered as a pure
single-objective optimizer having the costs as the one and only objective.

In all the clusters, as the emissions increase and the cost decreases, the size of the
heat pumps decrease to count on favour of the size of the combined cycle. This can
be seen in Table 6.6 when comparing configurations B1 and B2, C1 and C2, as well
as D1 and D2. Besides, the electricity sold to the grid increases. In configuration D2,
the cheapest configuration, the combined cycle is even operated during the summer
night time (see Figure 6.15), in order to sell as much electricity as possible. However,
even for this configuration, the district energy system cannot get off without buying
any electricity from the grid, since the maximum total electricity requirements during
the winter day period, including the district and decentralized heat pumps, exceeds
the design size of the combined cycle. Since the same conditions have been applied
as in Chapter 5 regarding the way to take into account the CO2 emissions when
electricity is sold to the grid4, Figure 6.18 shows how the configurations of Table 6.6
change when the avoided CO2 is considered.

6.4.4 Exergetic efficiency

A good performance indicator when comparing thermodynamic systems is the exer-
getic efficiency. It indicates how well an energetic system makes use of the distributed
energy it gets as input, or, in other words, how big the losses of the energetic system
are. The exergetic efficiency η of any system, is given in function of the exergy
services received by the system Ėin, and delivered by the system Ėout:

η =
Ėout

Ėin

(6.2)

To compute the exergetic efficiency of district energy systems, the following def-

3Remember that the temperature in the condenser after the steam turbine in the combined cycle
equals the supply temperature of the heating network in winter plus the minimum temperature
difference of 2◦C.

4The avoided CO2 has not been accounted for.
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Figure 6.18: Influence on the annual CO2 emissions of the configurations given in
Table 6.6 when accounting for the avoided CO2

initions/convention are adopted:

Energy system : Entire set of energy conversion technologies (district or individ-
ual), together with the distribution networks.

Exergy received by the energy system : Total of the distributed energies re-
ceived by the energy system (natural gas, electricity from the grid and oil).

Exergy delivered by the energy system : Exergy required by the buildings for
heating, hot water, cooling and electricity. Since the exergy delivered by the
energy system corresponds to the exergy requirements of the buildings for the
different services (heating, hot water, cooling and electricity), it is always the
same for the district, regardless of the way this exergy is delivered (district
or individual energy conversion technologies). One exception though concerns
the electricity sold by the energy system to the grid, Iel, which can change
according to the technologies implemented in the district. Therefore Table 6.8
gives the exergetic efficiencies with and without the electricity sold.

For the electricity requirements, the exergetic value has been set equal to the
energetic value. For the thermal exergy services, the average hourly exergy rates
have been computed using the general Equation 6.3 [38], in which Ėxq is the exergy
rate associated to the energy rate Q̇. A constant temperature of T = 23◦C for
cooling (summer) and T = 20◦C for heating (midseason and winter) is assumed
in the buildings5, as well as a temperature of T = 60◦C for the hot water. The
atmospheric temperatures considered are given in Table 6.2.

5Because cooling requirements do occur during the summer night period, even though the
atmospheric temperature is below the temperature level of these requirements, the exergetic value
for the delivered cooling becomes negative. However, due to the relatively low cooling requirements
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Ėxq =

∫ (
1− T atm

T

)
· δQ̇ [kW] (6.3)

Table 6.7 shows for example the energy rates, and the corresponding exergetic rates
for sector 425.

Energy/exergy service Period Energy rate Exergy rate

kW kW

Heating Winter day 19 478 1 263

Hot water Winter day 1 543 273

Cooling Summer day 2 125 14

Electricity Winter day 4 487 4 487

Table 6.7: Energy and exergy services for the winter day period, for sector 425

To compute the yearly exergetic efficiency of the district, the average hourly
exergy rates for all the exergy services are integrated over the duration of each
period, and summed up over all the periods and all the buildings, as shown in
Equation 6.4 for heating. This summation results in a yearly exergy requirement in
kJ/year for the whole district.

ExH =
∑

k

∑
t

ĖxH,t,k ·Dt [kJ] (6.4)

The exergetic efficiency is then given by the ratio of the total annual exergy
requirements of the district and the exergetic value of the total distributed energies
provided (electricity from the grid, natural gas and oil). The electricity from the grid
is assumed to have an exergetic efficiency of 63.6%6, resulting in an exergy input to
the district of 1.57 kWh/kWh electricity. The exergetic value of the natural gas and
the oil have been assumed equal to their respective energetic values.

The total exergy required by the district amounts to 293 GWh/year. The ex-
ergetic efficiency for configurations A1 and D2 of Table 6.6 are given in Table 6.8.
The first column gives the exergetic efficiency including the electricity sold to the
grid, and the second column the exergetic efficiency considering only what is directly
consumed by the buildings in the district. Since no electricity is sold in configuration
A1, both efficiencies are the same. The efficiencies given in Table 6.8 may seem high

during the summer night period, compared to all the other energy services provided over the year,
the yearly exergetic efficiency of the system is affected by a relative error of less than 5%.

6The exergetic efficiency of hydro electricity amounts to 88%, the exergetic efficiency of nuclear
electricity to 32%, and the exergetic efficiency of waste incineration plants to 23% [38]. Con-
sidering that in Switzerland 57% of the total electricity is hydro, 39% nuclear, and 4% thermal
(essentially waste incineration), the overall exergetic efficiency of the electricity from the grid can
be approximated to 63.6%.
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Configuration η with Iel η without Iel

”Initial” 25.3 % 25.3 %

A1 38.5 % 38.5 %

D2 44.0 % 17.9 %

Table 6.8: Exergetic efficiencies of configuration ”Initial”, A1 and D2 (see Table 6.6)

compared to values calculated elsewhere for Switzerland [38]. Favrat et al. indeed
computed values ranging between 2.2% for the worst case (direct electric heating),
up to 15.4% for the best case (district heat pump with hydro power). However,
Favrat et al. considered only heating in their calculations, and didn’t take into ac-
count electricity nor cooling (which is always given ”for free” in the present case
thank to cooling with water from the River Rhône). The best exergetic efficiency is
found for configuration D2 if one takes into account all the electricity sold (which
is a debatable assumption since it is not straight forward that the grid will always
be able to buy the excess electricity generated by various district energy systems).
Otherwise it’s the solution featuring the least CO2 emissions that also has the best
exergetic efficiency. Without going into a detailed analysis of the exergy losses, the
two following major sources of losses can nonetheless be mentioned:

1. In the slave optimization, which is an optimization based on costs, the configu-
ration including a distribution network together with water/water heat pumps
to locally increase the temperature level of the network, never comes out. The
reason is that investing simultaneously for a distribution network and local
water/water heat pumps never appeared to be interesting. Therefore, if a
building is connected to the network for the heating requirements, it will also
have its hot water requirements met by the heating network. In other words,
the supply temperature of the network is governed by the required temperature
level of the hot water requirements. This means that there are exergy losses
occurring while meeting the heating requirements due to the temperature gap
between the heating supply network and the requested temperature level of
the heating requirements. To counter this issue, the slave optimization could
optimize the exergetic efficiency instead of the costs.

2. As can be seen also on the composite curves (especially on Figure 6.15), large
exergy losses occur when heat from the combined cycle is lost to the surround-
ings.

6.4.5 Price of electricity

Since the district energy system always sells electricity to the grid, and even makes
it almost a priority in cluster D, where configuration D2 operates the combined
cycle at nominal load during all the periods, an interesting figure to compute is the
cost accruing when generating this electricity, and to compare this figure with the
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selling and buying price of electricity to/from the grid (0.09 CHF/kWh respectively
0.13 CHF/kWh). The cost accruing to generate the electricity is computed with
the following equation, in which CCCGT is the annualised investment cost of the
combined cycle, Cboiler the annualised investment cost of the boiler that would be
necessary to generate the requested heat if there was no combined cycle, Cgas the
cost of the gas used by the combined cycle, Coil the cost of the oil that would be
used by the boiler (all the costs are in CHF/year), and finally ECCGT the electricity
generated in kWh/year :

cel =
(CCCGT − Cboiler) + (Cgas − Coil)

ECCGT
[CHF/kWh] (6.5)

Table 6.9 shows the energy delivered by the heat pump and the combined cycle
during each period (configuration D2), as well as the heat required by the sectors
(except sectors 249 and 323 which are not connected). From this table, one can see
that during the winter day period, the combined cycle can be considered to replace
a 65 985 kWth large boiler (65985 = 101733−35748). Besides, since the heat pumps
are not operated else than during the winter day period, this boiler would have to
meet the heat requirements of all the other periods. Considering the duration for
each period given in Table 6.2, and a boiler efficiency of 0.8, this would result in the
oil consumption given in the last column of Table 6.9 for each period, and a total
of 381 777 MWh/year. Table 6.10 gives the costing parameters (the interest rate for
the boiler amounts to 0.08, the maintenance factor to 0.06 and the lifetime to 25
years). The price for the generation of electricity results in 0.06 CHF/kWh, which
is lower than the selling price (0.09 CHF/kWh) and therefore encourages the energy
system to sell as much electricity as possible.

Period Average hourly energy delivered
Average hourly re-
quired heat rate

Oil for boiler

CCGT CCGT HP3

Heat kWth Electricity kWel Heat kWth kWth MWh

1 66 055 99 052 0 6 904 9 449

2 66 055 99 052 0 0 0

3 66 055 99 052 0 44 016 120 493

4 66 055 99 052 0 6 411 139 246

5 66 055 99 052 35 748 101 733 90 317

6 66 055 99 052 0 16 272 22 272

Table 6.9: Heat and electricity delivered by the district technologies and required
by the sectors
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NGCC mio-CHF/year 14.1

Boiler mio-CHF/year 0.29

Gas NGCC mio-CHF/year 64.3

Oil Boiler mio-CHF/year 24.6

Electricity generated MWhel 867695

Price of electricity CHF/kWhel 0.06

Table 6.10: Cost parameters and resulting price for the production of electricity

6.5 Sensitivity analysis

In this section the results of the following two sensitivity analysis are shown: gas
price and electricity mix.

6.5.1 Gas price

A sensitivity analysis has been performed on the price of the fossil fuels (natural
gas and oil), assuming an increase of 10% on both the gas and oil prices given in
Table 5.5. Figure 6.20 shows how the Pareto optimal frontier of Figure 6.9 is affected
by the new prices. This new curve has been computed by increasing the operational
costs related to the natural gas and the oil by 10%. The curve is basically shifted
upwards, towards higher total annual costs. In cluster C, the new Pareto curve
features an increasing trend between configurations c’ and c”, clearly demonstrating
that choosing a configuration between c’ and c” when the prices of the fossil fuels
are low, ends up being inappropriate as soon as the prices of natural gas and oil
increase. In cluster D, the trend between points d’ and d” features a much flatter
slope compared to the same configurations in Figure 6.9. This again demonstrates
that choosing a configuration among the ones situated between configurations d’
and d” ends up being a bad choice if the price of the fossil fuels increases too much7.
The configurations given in Table 6.6 are shown explicitly on Figures 6.19 and 6.21
(the latter figure includes the avoided CO2).

6.5.2 Electricity mix

The Pareto curve given in Figure 6.9 has been computed using the European mix for
the CO2 emissions related to the electricity from the grid (namely 0.45 kg/kg-CO2).
This hypothesis is justified by the fact that cogeneration units in Switzerland will

7The sensitivity analysis has been made by increasing the price by 10% only. However, the
way the slope between configurations c’ and c”, and between configurations d’ and d”, evolves,
compared to the Pareto curve shown in Figure 6.9, indicate that when the prices increase by more
than 10%, the slope between configurations d’ and d” can also become ascending.
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the price increase of 10% on the fossil fuels and the avoided CO2)

rather replace the import of European electricity in winter. However, it appeared
interesting to run an optimization using the Swiss mix, 0.110 kg-CO2/kWhel [40],
all other parameters remaining equal). This new curve is shown on Figure 6.22.
The basic shape of the curve remains the same, and even when using the Swiss mix,
cogeneration combined cycles coupled with heat pumps show to be interesting solu-
tions. One can see that the least emitting configurations of Figure 6.9, which were
the ones that bought more electricity from the grid, have logically been shifted to
smaller values of CO2 emissions. The new least emitting configuration emits 47 030
tons-CO2/year versus 183 228 tons-CO2/year with the European mix. On the other
hand, the configurations with the higher electricity sales remain in the same range
of CO2 emission values since they are less affected by the change. As an example
to compare with, a simulation of a configuration implementing only heat pumps
for heating and hot water8, without any combined cycle, and considering the Swiss
mix, resulted in an emission value of 48 430 tons-CO2/year for 74.6 mio-CHF/year.
Unlike the Pareto curve of Figure 6.9, configurations implementing both HP2 and
HP3 types heat pumps, can be found all along the curve shown in Figure 6.22.

8The sizes of the heat pumps have been chosen so as to meet the requirements of the same
nodes than in configuration A1, Table 6.6



176 CHAPTER 6. GENEVA CASE STUDY

0 1 2 3 4
x 108

5

6

7

8

9

10 x 107

CO2 emissions [kg/year]

C
os

t [
C

H
F/

ye
ar

]

 

 

HP2+HP3+CCGT+Lake cooling
HP2+CCGT+Lake cooling
HP3+CCGT+Lake cooling

Figure 6.22: Pareto optimal frontier computed with the Swiss electricity mix

6.6 Conclusion

This chapter gives some inputs on the way the required information in the structuring
phase can be obtained when no or little measurements are available, and which
information sources can be of interest. Beside, this chapter demonstrates the ability
of the DESD(OP)2 method to handle not only districts with small to medium energy
consumption levels like in the previous chapter, but also districts featuring large
energy requirements and for which the goal is more to set the basis of a future energy
system, than to design a network in all the details. The same method can thus be
applied in different stages of the planning of a new district energy system: in a first
round the method can be applied with aggregated information (aggregation of all the
buildings in a sector for instance) and very simplified models. Once the situation
in the district has been assessed, a second ”round” can be run for the different
sectors, imposing the energy services provided by the sub-stations, to compute the
distribution network(s) in the sectors and optimize the operation strategy of the
sub-stations according to the method developed in [99]. Moreover, this chapter
demonstrates different interesting ways to analyse the results (exergetic efficiency,
generation costs of electricity), that can be retaken in a post-processing phase to
evaluate the different solutions (especially the exergetic efficiency for instance that
has been taken up in the law on energy of the Canton of Geneva).



Chapter 7

CO2 network

7.1 Introduction

This chapter departs from the subjects treated up to this point, namely the tool
to solve the DESD(OP)2 problem. It focuses on a new concept of district energy
system that led to the submission of a patent, namely a CO2 based district energy
system (as opposed to the conventional water based systems treated so far). The
driving forces that led to the development of a new system are first introduced,
before going into a detailed description of the system. The chapter ends with a
comparison between conventional water systems and the new CO2 system, based on
the test district that was generated to develop the method presented in this thesis.

7.2 Motivation for the development of a new sys-

tem

To transfer the energy from the large polygeneration energy conversion technolo-
gies to the users, conventional district energy systems, like the ones which are the
topic of the previous chapters, use water as energy transfer medium with often two
independent supply and return piping systems for heating and cooling. However,
sharing energy or interacting with decentralized heat pump units often results in
relatively large heat transfer exergy losses due to the large temperature differences
that are economically or practically (hot water) required from the water network
(see Paragraph 6.4.4 for instance). Moreover, in existing district heating networks,
the high temperatures often prevent from implementing heat pumps at the heating
plant, or, if heat pumps can be used, then a relatively low COP results. Beside
these thermodynamic considerations, additional practical and safety related issues
emerged during the present thesis when it came to analyse the feasibility of a dis-
trict energy system for an existing district downtown Geneva1. The main constraint

1This district downtown Geneva shall not be mixed up with the district of Chapter 6
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for the district energy system was that the pipes had to be implemented in already
existing underground channels, like the one pictured in Figure 7.1. As can be seen
from the picture, the channels are already densely packed with supports holding
telecommunication and electric wires, so that not much space is left available. Be-
sides, the space in the upper right corner is de facto not usable. For safety reasons
it is not possible to put a water pipe above the wires, in case of leakage. Therefore,
the only space that would really be available is a 40 mm by 60 mm section in the
lower right corner (the two large pipes on the ground are the supply and return
potable water), for a total of three or four pipes (return and supply heating and
cooling pipes).

These different drawbacks led to the development of a new system, that can
possibly alleviate issues such as high exergy losses, space problems and safety, using
a refrigerant instead of water, as the energy transfer fluid.

7.3 Major advantages of CO2

Configurations including a three pipe system, circulating a refrigerant to take advan-
tage of the latent heat, have been analysed [36]. However the best fluid candidates
analysed at the time, like HFCs or ammonia, present major feasibility drawbacks.
Hence the choice of CO2, as a natural, non toxic and non flammable fluid, is being
considered for district energy networks. CO2 as a refrigerant is gaining in impor-
tance at least for automotive air-conditioning and domestic water heating systems.
Besides it can be envisaged both as the network fluid and as the working fluid for
the heat pump units. In the CO2 based district energy system presented, the driving
force for the energy transfers is the phase change involving the latent heat of CO2,
thus helping to reduce the exergy losses. Moreover, due to its chemical properties,
CO2 is a good candidate when safety issues like the ones mentioned in Section 7.2
are relevant. One issue nonetheless remains with the use of CO2. If in refrigeration
units, CO2 results in the same reversed Rankine cycle as common refrigerants, in
heat pumping, supercritical cycles are to be used with a large glide instead of the
plateau of condensation of most conventional refrigerants. This implies that CO2 is
well suited for large temperature glide applications like hot domestic water but less
adapted to conventional heating networks, which have only a temperature glide of
5 to 15◦C. Moreover CO2 critical pressure is high (7.4 MPa) for a temperature of
only 31◦C (see Appendix A.5). In the following, a 2-pipe (a liquid and a vapour
pipe) CO2 network is explained, as well as the way it meets heating, hot water,
air-conditioning and refrigeration requirements.

7.4 CO2 district energy system

Considering that the cold composite curve of most buildings is rather flat with a low
temperature glide of the heating heat exchanger, which is dominant in heat rate,
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Possible
space

Figure 7.1: Underground channel in the analysed district downtown Geneva [9] (the
dimensions on the picture are indicated in mm)
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one concept is to distribute CO2 in a district heating network at an intermediate
temperature below the critical pressure. CO2 then still presents a condensing plateau
and can be a cold source for a decentralized heat pump working with a conventional
refrigerant with zero glide, like HFC134a, or a small glide, like HFC-407C. In this
case, the CO2 condensing and HFC evaporating temperature profiles are similar,
which allows a very small pinch and therefore small exergy losses. The advantage of
such a solution is that the decentralized heat pump temperature lift can be tailored
to the real heating needs of the building considered. For domestic water preparation,
a decentralized dedicated CO2 compressor can be directly used in an open cycle. The
system can also take advantage of a small pressure difference between both pipes
(the liquid pressure being higher than the gas pressure), to allow for air-conditioning
without any powered equipment (pump or compressor). Such considerations guide
the choice of the average pressure to be in the range of a saturation temperature of
18◦C. Besides, in the event of having a high temperature heat source in its vicinity,
the CO2 system can be used as heat sink for an ORC.2 Whenever a heat source
or heat sink is available at some place on the network, CO2 can be evaporated or
condensed according to the needs of the whole network. It is also interesting to note
that CO2 has a very low viscosity, leading to potentially small pressure drops in the
pipes [85]. Finally, one can imagine to extract CO2 from the network to extinguish
fires, or to inject some CO2 into the network. Thank to this advantage, the system
could be implemented in smaller areas such as production plants, small districts or
university campuses for instance, but also in larger areas such as towns.

Based on the above, a superstructure of a network is proposed. Like any district
energy system, the CO2 system studied comprises a heating/cooling central plant,
a distribution network and the connections from the network to the different users,
or the different suppliers (in case of CO2 evaporation or liquefaction). The super-
structure of the system is represented in Figure 7.2 and the different possible modes
explained hereunder.

7.4.1 Heating/cooling plant

The two pipes of the network consist of liquid CO2 for the first pipe and vapour CO2

for the second pipe. At the district heating/cooling plant the pipes are connected
to a heat-exchanger working either as evaporator in heating mode (winter) or as
condenser in cooling mode (summer). A set of valves at the central plant couple the
evaporator with an expansion valve and a compressor in the heating mode, and the
condenser with a pump in the cooling mode. When dealing with a district located
near a lake, a river, or a wastewater treatment facility, the available water can serve
as heat source (heating mode) or heat sink (cooling mode). However, any other
heat source such as solar energy, geothermal energy, seasonal heat storage, waste
incineration... could also be used, directly in the heating mode, or over an absorption
chiller in the cooling mode. To compensate pressure losses in the pipes and avoid
parasitic boiling, intermediate circulation pumps could be implemented along the

2Organic Rankine Cycle
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network if requested. Unlike conventional district heating/cooling systems having
dedicated supply and return pipes, with the system described here the direction
of the flow in the pipes depends on the ratio of the heating (and/or hot water)
and cooling (and/or freezing) requirements. If the total heating (and/or hot water)
requirements in the district exceed the total cooling (and/or freezing) requirements,
the vapour pipe is the supply pipe and the liquid pipe the return pipe. In this
case, the CO2 is evaporated at the central plant and pumped to the customers. On
the other hand, if the total cooling (and/or freezing) requirements in the district
exceed the total heating (and/or hot water) requirements, the liquid pipe becomes
the supply pipe and the vapour pipe the return pipe. In this case, the CO2 is
condensed at the central plant before being pumped to the customers.

7.4.2 Energy conversion technologies at the user end

As already mentioned, at the user end, following processes can take place: heating,
hot water preparation, air-conditioning and refrigeration. Besides, assuming that
another heat source is available at some place along the network (heat from a chem-
ical industry for instance), the CO2 network can operate as a heat sink for an ORC.
In case geothermal collectors are available or possible (under green areas for exam-
ple), CO2 vapour could be generated in winter by means of a heat pump, and CO2

liquefaction could take place in summer, when the air-conditioning requirements are
predominant. Finally, if unglazed solar roofs are installed, CO2 could be circulated
through the solar panels in winter for instance, if the sun is shining, in order to
generate additional CO2 vapour to meet the heating and hot water requirements.
In summer, at night, CO2 could be liquified if the atmospheric temperature is below
18◦C. In order to compare this CO2 system with the conventional district energy
systems operating with water, the heating, hot water and cooling processes are ex-
plained hereunder (the ”Liquid” and ”Vapour” pipes in the figure always refer to
the pipes connecting the user with the heating/cooling plant):

1. Heating and hot water (open loop CO2 heat pump)
In heating mode, the CO2 vapour is compressed according to the specific

needs (temperature level) of the building. It then passes through the heat-
exchanger where it releases its energy to the building heating network, before
being circulated through an expansion turbine (if any mechanical energy can be
recovered), an expansion valve and a separator. The liquid phase is sent to the
liquid CO2 pipe. The vapour phase is directly recirculated to the compressor.
If the heating requirements decrease, thus diminishing the needs for CO2 in the
vapour phase, the CO2 vapour can be circulated directly from the separator
back to the vapour CO2 pipe. This mode is especially advantageous for hot
water preparation.

2. Heating and hot water with a closed loop heat pump
A conventional heat pump can be used as superposed cycle in particular when



7.4. CO2 DISTRICT ENERGY SYSTEM 183

the heating temperature glide is small and disadvantageous for a supercritical
CO2 cycle.

3. Air conditioning
In the air conditioning mode, liquid CO2 is circulated from the liquid pipe,
via the heat-exchanger where it is evaporated with the heat coming from the
building, to the vapour pipe. Due to the slight over-pressure in the liquid pipe
compared to the vapour pipe, no pump is required in cooling mode.

4. Refrigeration
In refrigeration mode, liquid CO2 is circulated over an expansion valve to the
heat-exchanger where it serves as heat-sink to the refrigeration network of the
building (for industrial refrigeration for instance). The expansion valve can
be regulated so as to meet the exact refrigeration temperature required by the
building. After the heat-exchanger, the CO2 is compressed and sent back to
the vapour line.

5. Electricity generation
If a heat source with a high enough temperature is available somewhere along
the CO2 network, the network can operate as a heat-sink for an ORC and
thereby generate some electricity.

6. Geothermy
In cities and districts with big green parks, geothermal probes can be dug into
the soil. In winter, geothermal heat could be used to evaporate liquid CO2

using a heat pump, and therefore help providing the required CO2 for heating
and hot water purposes. On the other hand, in summer, vapour CO2 can be
liquified (mainly in the night-time) in order to have enough liquid CO2 for
the air-conditioning during the day. Geothermal energy can also be gained
by means of geothermal structures implemented in the foundations of large
multi-storey car parks.

7. Unglazed solar collectors
Unglazed solar collectors mounted on the roof of buildings can help generate
vapour CO2. During the night-time, especially in summer, if the atmospheric
temperature is below 18◦C, the existing heat-exchanger can be used to liquefy
vapour CO2 for the daytime air-conditioning.

8. Combination
The operating modes described above can also be combined. For instance
the heating and air-conditioning modes can be combined at the customer end
(Figure 7.3). When both heating and air-conditioning are required in the same
building, this system directly transfers the energy from the evaporator (air-
conditioning) to the heat-exchanger (heating and/or hot water) or vice-versa
via the CO2. When one of the two energy requirements exceeds the other, the
CO2 that cannot be reused internally at the customer end is circulated via
the heating/cooling plant. In heating mode, the CO2 vapour is compressed
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Figure 7.3: Combined heating and cooling mode

according to the specific needs (temperature level) of the building, as described
above (Point 1). After having passed through the heat-exchanger, expansion
turbine, expansion valve and separator, the liquid can be circulated directly
to the evaporator together with any additional liquid CO2 from the pipe of
the network, if cooling is required in the building. The vapour on the other
hand either flows back to the compressor, or, if the heating (and/or hot water)
requirements decrease, to the vapour pipe. Likewise, the CO2 evaporated in
the evaporator (cooling mode) can be circulated to the compressor for heating
(and/or hot water) requirements, via a separator to insure the vapour quality,
or back to the vapour pipe.

9. CO2 extraction or injection
In case of CO2 requirements (fire extinction) or generation (by-product of a
process) along the network, the network could serve as CO2-source or -sink.

From the description of the CO2 based system it emerges that this system allows
for a very efficient exchange of energy among the buildings connected to the network,
and therefore to a very rational use of energy.

7.5 Comparison between the conventional water

system and the new proposed CO2 system

To compare conventional district energy systems with the CO2 system, it is interest-
ing to analyse how both systems perform in terms of annual costs and annual CO2

emissions. For the costs, since the investment costs could not yet be evaluated for all
the components (high pressure compressor for instance), the comparison focuses on
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Figure 7.4: Costs of pressurized CO2 pipes and water pipes (supply and return)

the investment costs of the pipes (which still act as a major brake upon investment
in district energy systems) and on operation costs. Besides, since the space available
for the pipes can be an issue at some places, dimensional aspects are also of interest.
Figure 7.4 shows the costs in CHF/m for pressurized CO2 pipes and for water pipes,
for a set of supply and return pipes ( [77] and [94]). The fact that the costs for pres-
surized CO2 pipes are lower than the costs for water pipes might be a consequence
of both costs having been obtained by different sources and shall not be further
analysed. What is more interesting, and which has been confirmed by the suppliers,
is that the order of magnitude for pressurized CO2 pipes is the same as for water
pipes [94].

To make the comparison, a district energy system implementing a CO2 based
network has been computed for the test district shown in Figure 5.1 and the related
consumption profiles given in Figures 5.3 to 5.6. The CO2 network includes (con-
nects) all the buildings in the district. It is then compared with configuration 1A1 of
Chapter 5. Since no heat source is available in the test district that could generate
electricity by means of an organic Rankine cycle, all the electricity for the test case
implementing the CO2 network is taken from the grid. Because of the nature of the
CO2 based system, it is not trivial to attribute the operation costs to the different
energy services. Cooling for instance only requires liquid CO2 to flow through a
valve and be evaporated, which by itself does not cost anything. However, cooling
cannot be provided if there is not enough liquid CO2, which is ensured either by the
central heat pump or by the heating requirements of other buildings. Because of the
energy exchange that takes place between the consumers over the CO2 network, a
consumer is automatically also a provider. Therefore, to compare both conventional
and CO2 based systems, the operation costs are not split up according to the differ-
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ent energy services but given for the system as a whole. The results are shown in
Table 7.5. To compute the electricity consumption of the CO2 based district energy
system, the following assumptions were made:

1. For the heating and hot water requirements, closed loop heat pumps are im-
plemented at the consumers’ place.

2. To compute the COP of the closed loop heat pumps, the following tempera-
tures/parameters are considered:

• T cond = THs,t,k + ∆T = 62◦C (THs,t,k = 60◦C, based on the temperature
level of the hot water requirements which is assumed constant over all t
and k)

• T evap = 18−∆T = 16◦C (18◦C being the temperature of the CO2)

• The exergetic efficiency amounts to 0.34 [47].

3. The efficiency of the compressor at the plant amounts to 90%.

4. The efficiency of the pump amounts to 80%.

It is difficult to make a reasonable comparison between both systems in terms
of exergetic efficiency, since in one case the way electricity is generated is known, at
least partly (configuration 1A1 implementing a gas engine), whereas for the other
case it isn’t (similar problem as in Paragraph 5.4.1). However, considering the
same assumptions as in Paragraph 6.4.4, namely that the exergetic efficiency of
the electricity from the grid amounts to 63.6%, and that the total required exergy
amounts to 4.8 GWh/year (4 790 917 kWh/year) for the test district, and considering
the values given in Table 7.1, the exergetic efficiency of the CO2 based district energy
system amounts to 29.6% (4.8/(10.3/0.636)=0.295). This efficiency is lower than the
exergetic efficiency of configuration 1A1 (34.2%). However, like in Paragraph 5.4.1,
the CO2 system requires less distributed energy (like the two-pipe water system),
and the way the electricity from the grid is generated will play a role. Besides,
this example only takes into account part of the merit of the CO2 system, since no
heat recovery in the organic Rankine cycle, geothermal energy exchange or else CO2

liquefaction or vaporization have been considered.

Figure 7.5 illustrates the space required for the pipes in the conventional water
based system and in the new CO2 based system. The figure shows the part of the
network directly around building 5 in which the energy conversion technologies are
implemented. From this figure it is obvious that the CO2 network requires less
space (the pipes have been drawn according to scale and can therefore be directly
compared).
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Parameter CO2 network
H2O network

Configuration 1A1

Annual investment costs
for pipes [CHF/year] 94 747 192 121

Operational costs [mio-
CHF/year] 1.34 0.70

Electricity purchased
from the grid [GWh] 10.3 2.1

Natural gas [GWh] 0 10.6

Table 7.1: Comparison between a CO2 based district energy system and a conven-
tional water based system

5

Heating network supply and return pipe

Cooling network supply and return pipe

CO2 network gaz pipe

CO2 network liquid pipe

4

12

116

10

7

8

Figure 7.5: Space required by the pipes for a conventional water network and a CO2

network

7.6 Conclusion

A new CO2 district energy system is presented and compared with conventional wa-
ter systems. The system heavily relies on decentralized heat pump and refrigeration
units. This new system allows for a very efficient energy exchanges between the
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buildings connected to the network, and therefore allows for a very rational use of
energy. It is further shown that piping can be reduced at least by half in terms of
costs compared to an equivalent 4-pipe water system, due the fact that the CO2

system only required two pipes.



Chapter 8

Conclusion and future work

8.1 Conclusion

The thesis starts demonstrating the need for a new tool to design and optimize
district energy systems, including polygeneration energy conversion technologies as
well as the distribution network(s). If polygeneration energy conversion technologies
shall indeed play a major role in the future to mitigate CO2 emissions linked with
the satisfaction of the different energy services, no tool exists that gives an answer to
the following questions: Given a district with its buildings and energy consumption
profiles,

1. which type of polygeneration energy conversion technologies are best suited
for the district?

2. where in the district shall these technologies be implemented (geographically)?

3. is it viable to combine these technologies with other technologies (like heat
pumps)?

4. what are the optimal supply and return temperatures of the distribution net-
works (heating and cooling), considering the requirements of the district and
the technical limitations of the technologies?

5. how shall the buildings be connected?

The main contribution of the present thesis, lies in the development of a method,
that starts by analysing the information available in the Geographical Information
Systems of the considered district, and, based on this, provides answers to these
questions. The method developed integrates the following aspects:

1. Thermodynamic aspect: joint consideration of the different energy services,
allowing for the implementation of efficient polygeneration energy conversion
technologies, as well as in the consideration of the temperature levels at which
the thermal energy requirements have to be satisfied, thus allowing for an
optimal process integration.

2. Mathematical aspect: combination of different types of optimization algo-
rithms, implementing each algorithm to optimize the variables it is best suited

189
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for. The optimization phase is therefore divided in a master and a slave opti-
mization, following mathematical and hierarchical decomposition strategies.

3. Conceptual aspect: Integration of time and space related constraints in a same
problem.

4. Modularity: Possibility of designing energy systems for very different types of
districts (different location, levels of requirements, building types,...) including
very different types of technologies.

An important output of the method to help answering the questions mentioned
above is the Pareto optimal frontier (Figures 5.7 and 6.9), showing the trade-offs
between the CO2 emissions and the costs for different configurations applying to
the analysed district. The analysis of the configurations demonstrate the various
capabilities of the method, such as, for instance:

1. the exclusion of nodes (buildings) from the distribution network,

2. the consideration of space limitations,

3. the optimal location of the energy plant, near the energy sources,

4. the definition of an operation strategy for the district as well as the individual
back-up technologies.

Besides demonstrating the applicability of the method, the results further point
out the importance of using heat pumps and of having an optimally integrated
energy system, both in terms of CO2 emissions and costs. In the Geneva case, the
combined implementation of a combined cycle with heat pumps allows to reduce the
CO2 emissions by 45% with a parallel cost decrease of 24%. Finally, the method
illustrates particularly well the sensitivity to the relative energy costs. As shown
in Figure 6.20, compared to Figure 6.9, the favourable economic conditions of the
solutions emitting more CO2, when the relative price of gas to electricity is low,
significantly decrease, when the relative price of gas to electricity increases. This
reinforces the role of district heating heat pumps in the future.

The thesis also includes the description of a novel type of district energy system,
the CO2 based district energy system. The advantage of using a refrigerant such as
CO2, in the range of temperature considered (between 12 and 18◦C of saturation
temperature), is the significant latent heat. This latent heat implies that the CO2 can
in particular be used as a bottoming source for heating heat pump and as a cooling
source for air-conditioning and/or refrigeration. The major interests of this system
lie in the minimization of both the energy and exergy losses, with a maximization
of the potential exchanges of energy between users. In addition to the more rational
use of energy that such networks imply, additional synergies with fire extinguishing
equipment or even later CO2 collection and transport form fuel cell decentralized
cogeneration units can be imagined. Moreover, it allows new alternatives in areas
where underground space channel is limited, and/or water is not welcome like at the
proximity of underground electric lines.
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8.2 Future work

The development and application of the tool brought to the fore the following as-
pects, for which the tool cannot yet provide any answer and that require further
development:

1. In Paragraph 5.4.1 it was shown by simple simulations that a two pipe cold
water based system can be an interesting option in some cases, even for heating
and hot water. The extension of the DESD(OP)2 method to two pipes system
is one of the most important issues that still has to be solved.

2. No real energy exchange takes place between the customers that require heat
and the customers that require cooling (the heat pump that connects the
return pipe of the cooling network with the supply pipe of the heating network
is never implemented due to the bad match between the heating and cooling
requirements). This issue has only been considered in the concept of the CO2

based district energy system.

3. On the data level, the application of the method to real cases (be it the Geneva
case presented in Chapter 6 or another case, in Martigny/Switzerland, pub-
lished in [17]), demonstrated that many data were still missing and needed to
be processed in order for the method to be applied. The development and/or
improvement of Geographical Information Systems therefore remains an im-
portant issue.

Besides these three points, future work can be done on a methodological and a
thermodynamic level:

Methodological level

1. The superstructure at each node should be enriched in order to allow for in-
dividual heat pumps that provide energy for heating and hot water purposes,
to be connected to the cooling network. At present, individual back-up wa-
ter/water heat pumps can only be used to increase the temperature level of
the heating supply network. However, by adding this new type of heat pumps
to the superstructures at each node, the cooling network used in summer for
cooling purposes could be used in winter for heating purposes. This would
avoid to have a heating and a cooling network running in parallel as shown
on the various figures of Chapters 5 and 6. Appendix A.6 gives some hints on
how this could be done.

2. The method should be adapted in order to deal also with the CO2 network,
and not only with water based networks. The major issue here would be the
modelling of the different components, especially the compressor at the plant,
that are exposed to very high pressures. Regarding the slave optimization,
no big modifications are needed since the water, and therefore the energy
flows, can flow either way in the pipes (no direction is imposed a priori, before
starting the optimization). See also Appendix A.6.
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3. If the DESD(OP)2 tool can easily exclude from the distribution network(s)
nodes that are located too far away from the other nodes in the district or
that feature too small requirements, it is not strictly spoken the goal of the
DESD(OP)2 tool to make a first evaluation regarding the viability or not of a
district energy system in a broader region (for instance the whole Canton of
Vaud in Switzerland: 3 212 km2 and 281 municipalities). The development of
a tool that would come on top of the DESD(OP)2 tool and evaluate the perti-
nence of a district energy system in a region before applying the DESD(OP)2

tool, would be of great interest.

Thermodynamic level

1. Process integration: The method developed analyses two types of heat cascades
(district technologies → network and network → consumers). It does this for
the heating network and for the cooling network. However, the next step to a
more integrated system is to consider also the heat cascades of the consumers
themselves. Let us assume for instance that a consumer needs both heating
and cooling simultaneously. At present, this consumer gets heat from the
heating network and cooling from the cooling network. The valorization of the
energy taken from the building while cooling it down, can only be done at the
plant, with a HP1 type heat pump. However, circulating the energy from the
building to the plant, and from the plant back again to the building, results
compulsorily in energy losses that could be avoided.

2. Storage: No storage devices have been considered. However, storage devices
allow a smoother operation of the energy conversion technologies by provid-
ing the excess energy required at peak loads, and storing the excess energy
generated by the energy conversion technologies when the requirements in the
district are at lowest [99].

3. Increase the choice of possible energy conversion technologies: Regarding dis-
trict energy conversion technologies, that are modelled on the level of the
master optimization, any technology can be considered since that part of the
problem is not restricted to be linear. Regarding the individual back-up en-
ergy conversion technologies, any technology can be considered as long as its
performances can be approximated with linear correlations. Even hybrid tech-
nologies such as fuel cells combined with micro-turbines could be considered,
either by assuming that the hybrid technology is in fact one technology with
given heat and electricity outputs, or by considering both technologies as two
entities and adding constraints stating that if a fuel cell is implemented at
some place, then it must be in conjunction with a turbine.
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A.1 Inconsistencies and unreasonable values

The reason for this can be illustrated by the following example. Let’s assume that
the slave optimizer is given the choice of a gas engine and a gas turbine by the master
optimizer, both generating an amount of heat in the size range of the maximum total
heating and hot water requirements. This will not lead to a better final solution
than if the slave optimizer was given the choice of a gas engine or a gas turbine
of the same size. There is indeed no situation for which it could be better to have
two gas driven devices running in parallel at lower part loads, than to have only one
device but running at a higher part load. It is therefore useless to simply pass both
technologies to the slave optimizer, thus resulting in a too large search space for
the slave optimizer and therefore a too large resolution time. However, the master
optimizer must have the freedom to choose both gas driven devices in the whole
size range available for the technology in order to have the choice of selecting only a
large gas engine, only a large gas turbine, or one mid-sized gas engine and one mid-
sized gas turbine together. Therefore, the issue here is that if the master optimizer
chooses the maximum size for both gas driven devices in the same iteration, the
data processing routine has to interfere and forbid that the total design sizes of
all the technologies exceed the maximum thermal requirements by the value of the
arbitrary factor. It does this by scaling down the sizes of the district technologies.

A.2 Upper and lower bounds

Let’s assume that the binary variable related to the connection between two nodes
is activated (= 1) if water is flowing between the two nodes. Theoretically, this can
be formulated as follows:

Xi,j ·M ≥ Ṁt,i,j (A.1)
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with Xi,j the variable defining the existence or not of a connection between nodes
i and j, M an arbitrarily chosen big value, and Ṁt,i,j the mass flow rate of water
flowing from i to j during period t. If Ṁt,i,j > 0, Xi,j is activated. However, with
such a constraint, the branch-and-bound algorithm can get difficulty in computing
the optimal solution. Let’s assume a sub-problem in the tree of the branch-and-
bound algorithm for which Xi,j is relaxed and = 0.0001 while the parameter M
was given the value 999999999 at the beginning of the optimization. The equation
above is verified as long as : Ṁt,i,j ≤ 999999.999. However, if M is chosen orders of
magnitude larger than Ṁt,i,j, the algorithm will lack information to be able to decide
whether to round Xi,j = 0.0001 to 0 or to 1. In such a case, the algorithm will either
not be able to compute the optimal solution because of unscaled infeasibilities, or
find the optimal solution after having solved a much higher number of sub-problems
of the branch-and-bound tree than would have been necessary if the constraint was
more accurately formulated. A better formulation for the constraint above, leading
to an improvement of the resolution time, is therefore to add a second constraint to
the first one and to tighten the bounds:

Xi,j · Ṁub ≥ Ṁt,i,j (A.2)

Xi,j · Ṁ lb ≤ Ṁt,i,j (A.3)

with Ṁub and Ṁ lb the maximum and minimum (greater than 0) mass flow rates
than can potentially flow in a pipe between two nodes of the district, all periods
included. Ṁub and Ṁ lb can be easily computed by the data processor since the
energy consumption profiles are known for the analysed district, and the supply and
return temperatures of the network are given by the master optimizer.

A.3 Difference between clusters 1 and 2 of the

test case

The small difference in costs between clusters 2 and 3 of the test case can be explained
in more details as follows:

1. Depending on the values given by the master optimizer for the decision vari-
ables, the difference in the COP of heat pump HP2 and heat pump HP3 lies
below 5%. Let’s admit for instance following cases:

(a) Heat pump 2, taking energy from the lake, and featuring an evaporator
temperature in winter of 2◦C: Tevap = Tlake−∆Tlake−∆Tevap = 6−2−2 =
2◦C (Tlake being the temperature of the lake, ∆Tlake the temperature
difference between the inlet and the outlet of the evaporator for the water
from the lake, and ∆Tevap the pinch in the evaporator), and a condenser
temperature of 70◦C. This results in a theoretical COP of 5.0.
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(b) Heat pump 3, taking energy from the wastewater treatment facility and
therefore being split in two heat pumps implemented in series (due to the
high temperature difference that can be achieved with the wastewater),
and featuring following evaporator temperatures

Heat pump 3a: Tevap = Twaste−∆Twaste−∆Tevap = 16− 5− 2 =
9◦C
Heat pump 3b: Tevap = Twaste − ∆Twaste

2
−∆Tevap = 11− 5− 2 =

4◦C
(Twaste being the temperature of the wastewater treatment fa-
cility, ∆Twaste the temperature difference between the inlet and
the outlet of the evaporator for the wastewater, and ∆Tevap the
pinch in the evaporator).

For the same condenser temperature as heat pump 2, namely 70◦C, fol-
lowing theoretical COPs are achieved:

Heat pump 3a: 5.2
Heat pump 3b: 5.3

As expected, the COP of heat pump 2 is lower than those of heat pumps 3a
and 3b. However, the difference is less than 5%, which in combination with
following point 2, can finally result in an output of the master optimization
featuring better objective function values when implementing heat pump 2
than heat pumps 3a and 3b.

2. The slave optimization returns its result to the master optimization as soon
as it has found a solution that lies within 5% of what is estimated to be
the optimal value (of the slave optimization). The estimation of the optimal
value is based on some heuristics. As shown in figure A.1, the slave optimizer
iterates until it has found the first feasible solution with an objective value
within 5% of the optimal solution. However, the improvement of the value
of the objective function is not linear. The improvement is small for instance
between iterations 9381 and 10470 (50.47% to 50.38%), as compared to the
improvement obtained between the first time iteration 10470 is calculated and
the second time1. In the same way, the improvement between a configuration
featuring a value for the objective function above 5% of the optimal value,
and a configuration within 5%, can result in some cases in a result at 4.94%
from the optimal solution for instance (like on figure A.1), and in other cases
at 0.5%. Let’s assume that for a configuration implementing a heat pump
of type 2, the slave optimization returns a value within 0.5% of the optimal

1On figure A.1 ItCnt counts the numbers of the Simplex iterations done. However, beside using
the Simplex algorithm to compute the optimal solution at each node in the tree (as explained in
section 3.4), the Cplex solver can also apply heuristics to the fractional solutions computed, in order
to find an integer solution. For instance in the case here, Cplex has found a feasible solution for
the Simplex iteration 10470 that resulted in a value for the objective function at 50.38% from the
estimated optimal value. However this solution is fractional (in other words, the integer variables
do not all have integer values). By applying some heuristics on this result but without making a
new Simplex iteration, Cplex was able to find a feasible integer solution at 11.71% of the optimal
solution.
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Figure A.1: Evolution of the objective function value in the slave optimization

value, whereas for a configuration implementing a heat pump of type 3 the slave
optimization returns a value that lies within 4.94% of the optimal value (and
which is therefore less optimal), the result passed over by the slave optimizer
to the master optimizer can be better for the configuration with heat pump 2,
although initially its COP is worse than that of heat pumps 3a and 3b2.

According to the above, it is important to notice once again that the Pareto optimal
frontier does not in itself provide the solution for a given district, but a bunch of
solutions which are potentially interesting and that need to be further refined with
more sophisticated models for the energy conversion technologies as well as refined
optimization parameters.

2The estimation of the optimal value in the slave optimization will be different for both cases,
since the COPs for heat pump 2 and heat pumps 3a and 3b are different. However, if all other pa-
rameters are equal between both configurations, the two estimations will be less than 5% different.
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A.4 Method to define energy consumption pro-

files

The starting point of the method is to establish a certain number of building cat-
egories featuring analogies (date of construction and allocation above all) and for
which all the data/information listed in table 6.5 are available for at least one repre-
sentative member of each category. For each category, the annual fuel consumption
per m2 for the heating and hot water requirements is defined using the following
formula [84], in which IDH

k and IDHW
k are the fuel consumption index for heating,

respectively hot water, of the building, and ak the proportion of fuel devoted to
heating and hot water respectively.

IDH
k = (1− ak) ·

Rfuel
k

SREk

[J/year] (A.4)

IDHW
k = ak ·

Rfuel
k

SREk

[J/year] (A.5)

Values of ak are evaluated for each category of buildings based on [84]. From
equations A.4 and A.5, and the definition of Rfuel

k , the yearly heating and hot water
requirements in terms of energy can be computed using the thermal efficiency of the
boiler implemented in the building:

Qcons
H,k = IDH

k · εboiler [J/year] (A.6)

Qcons
HW,k = IDHW

k · εboiler [J/year] (A.7)

Knowing the total heating energy requirements of a building (equation A.6),
the next step is to define the temperature above which no heating is provided to
the building anymore, in order to be able to compute the energy signature of this
building. To define the temperature above which no heating is provided to the
building anymore, T nh

k , a linear regression is computed for each building category,
based on the outside temperature and the heating requirements of the buildings
for which information was available. This regression was then used to define the
temperature T nh

k for all the other buildings. Knowing this temperature, the slope of
the energy signature, sH,k, can be computed for a given building k, by integrating
the outside temperature T ext

t over the time, provided T ext
t < T nh

k :

Qcons
H,k = sH,k ·

∫
T ext

t <Tnh
k

T ext
t dt + Q̇dimen

H,k ·
∫

T ext
t <Tnh

k

1dt (A.8)

Q̇dimen
H,k = −sH,k · T nh

k (A.9)

sH,k =
Qcons

H,k∫
T ext

t <Tnh
k

T ext
t dt− T nh

k ·
∫

T ext
t <Tnh

k

1dt
(A.10)
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Finally, knowing the energy signature for every building in the analysed region,
the heating requirements can be computed with help of the meteorological data. For
the hot water requirements, it is assumed that they are constant over the year, so
that they can easily be computed by knowing Qcons

HW,k.

A.5 CO2 diagram

Figure A.2: Pressure-enthalpy diagram of CO2 [92]

A.6 Future work

A.6.1 Cold water network for heating purposes

In Paragraph 5.4.1, the possibility of using only one network (a cold water network)
for both cooling and heating is mentioned. In order to make this possible, the
superstructure at each node has to be enriched by a heat pump that takes energy in
the water of the cold water network, and releases the high temperature energy via
the condenser to the building (for heating and hot water purposes). In the model
of the slave optimization (model Reseau 07 07 benef.mod), this implies following
modifications:

1. Add a term in Equation 4.21 (something like Q̇cold
t,k for instance), that defines

the heat provided by the cold water network, via the new heat pump added
to the superstructure (add this term on the right of the ”=” sign).
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2. Define a new constraint that is related to Equation 4.27, and that states that,
if the cold water (or cooling) network gives energy to the building (for instance
in winter when the new heat pump is operated) (Tcr,t−Tcs,t) < 0. On the other
hand, if the cold network takes energy from the building (when it cools the
building), then (Tcr,t − Tcs,t) > 0.

3. Take into account the electricity required by the new heat pump by adding an
equation similar to Equation 4.42, and don’t forget to add this new electricity
requirement in the second summation of Equation 4.39 (on the left of the ”=”
sign).

4. Complete Equations 4.60 to 4.71 with similar equations for the new heat pump.

5. Complete Equations 4.77 to 4.80 with a similar equation for the new heat
pump.

6. Add the investment cost for the new heat to the objective function.

Note that since the water can flow in the pipes either way, no major modifications
should be necessary regarding this issue.

In the master optimization, changes will have to be done in order to account for
the surface water (like it is done for the free cooling). Besides, if a district heat
pump is requested to pre-heat the cold water in the winter (for instance to avoid
having too large amounts of water circulating through the pipes), this will have
to be modelled at the stage of the master optimization too (in the routine called
MOO AMPL xxx.m).

A.6.2 CO2 network

In order to be able to use the method for the CO2 network, the amount of gas or
liquid CO2 requested at each node needs to be computed, to get the gas and liquid
consumption profiles. These profiles are then given as input to the model CO2.mod,
which is the counterpart of Reseau 07 07 benef.mod for the water network (the
model used for the slave optimization). CO2.mod is the model that was used to
make the simulations for Section 7.5. This model also includes the possibility of
including individual back-up devices. Because the heat cascades are dropped with
the CO2 network (at least n the network level), the slave optimization for the CO2

network is much easier than for the water network.

Regarding the master optimization, the most difficult thing is to make the
thermo-economic models of the plant (district) technologies, since not much data is
available for technologies (for instance compressors) operated at the high pressure
levels requested.
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