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Trajectory Analysis for Skiers
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As with a growing number of athletes, competitive skiers are looking to GNSS technology to help evaluate and improve their performance. Positions logged during practice runs or races can be transformed into 3-D models of the exact trajectories skied to measure velocity, accelerations, and other performance variables. However, obstructions along a ski run, such as terrain and trees, can block satellite signals — suggesting a need to add low-cost inertial sensors to support continuous, accurate, and affordable positioning.
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In many sports, the margin between victory and defeat may be a matter of a few hundredths of a second. Certainly that is true of skiing competition where the demands on equipment and the performance pressure on athletes are tremendous — and not just on elite skiers, but increasingly on participants at every skill level. In preparing for competition, every detail is important. Equipment is thoroughly tested and race preparation focuses on local factors (weather conditions, slope, quality of snow on the course, and so forth).

Traditionally, development and testing of materials or equipment has been based on repeated measurements with resources including timing cells or wind tunnels. Similarly, the analysis of athletes’ performance has relied on techniques such as measuring race segments (chronometry) and video recordings. These methods, however, appear vulnerable to changing meteorological conditions and the difficulty of replicating the posture and movements of test subjects from one trial to the next due to such factors as improved performance stemming from cumulative experience in the trials or decreased performance due to fatigue. Furthermore, chronometry has a discrete character while researchers, coaches, and athletes are interested in observing certain phenomena continuously. Therefore, new methods are being sought that offer precise measurements during trials and subsequent evaluation of positions, velocities, accelerations, and forces.

Satellite-based positioning has already proven its effectiveness in many sports, including car racing and rowing. In particular, GNSS technology could bring its benefits to all disciplines in which the analysis of trajectory is crucial.

The continuous observation of the trajectory certainly has many advantages: the comparisons can be made over smaller sections (for example, gate-to-gate analysis in skiing) and can include topological aspects such as finding an ideal trajectory by comparing different tracks. Furthermore, other parameters related to a defined section of the track (heart rates, velocities, respiration, etc.) can be compared rigorously.

Athletes and coaches are not only interested in the trajectories, but also in the motion analysis of segments of the human or the orientation of his equipment (lift-over of a motor cycle, torsion of ski, etc.). Current methods based on videogrammetry and timing cells, for instance, don’t offer a flexible choice of...
the intermediate times and course segments placed on the equipment, today’s technological limits in low-cost GNSS positioning are quickly reached or even exceeded.

Research discussed in the paper by J. Skaloud and P. Limpach, cited in the Additional Resource section at the end of this article, demonstrated that the hardware differences under actual conditions of skiing are much more decisive for precise positioning than the existing nuisances between the ambiguity resolution algorithms.

For financial considerations the tracking of a large number of athletes requires the use of low-cost, single-frequency (L1) GPS receivers. (The current pricing of dual-frequency GNSS receivers means that their use will be restricted to a few athletes and applications with high position-accuracy requirements.) Thus, the research presented here integrates L1 carrier-phase differential GPS algorithms that take into consideration the high dynamics of the athletes and their particular environment.

A skier’s environment quickly alternates between open spaces and areas that block or attenuate satellite signals (sudden satellite masking), which makes resolution of the phase ambiguities difficult or even impossible. To overcome the lack of continuity of the GPS signals and in order to observe accelerations (and hence forces) directly, low-cost micro-electro-mechanical system (MEMS) inertial navigation units (IMUs) are integrated with GPS.

Such sensor combinations are suitable for this application because of their small size and limited cost. Also, the GPS/MEMS-IMU integration enables accurate determination of the orientation of a course segment and answers some of the questions raised earlier.

In this article, we introduce a method by which to model and compare trajectories in three dimensions. This modelling can be supported by quality indicators their performance that evaluate the comparison’s statistical significance. Then we present the integration of GPS and MEMS-IMU using an extended Kalman filter and assess its performance in a low-cost system we designed for trajectory analysis.

Finally, we illustrate a comparison between traditional and GPS-based chronometry.

**Trajectory Analysis**

Analyses of athletic performance along curved and slightly varying courses or trajectories are often based on data sets that were recorded at different times. This situation occurs, for example, in downhill skiing competitions or training in which skiers make sequential (not continuous) passes or runs down a ski course. The screen on the right shows speed (red line), altitude (white line) along various sections of the course. The screen at left displays a trajectory modeled from positioning data logged in a commercial trajectory analysis system developed by TracEdge. The screen on the right shows speed (red line), distance traveled (pink line), and altitude (white line) along various sections of the course. The table gives the numerical data and allows performing gate-to-gate comparisons.

**Quality Indicators**

We can assess the varying navigation state accuracies by introducing a quality indicator (e.g., SEp), where p is the actively timing splits — whether between real or virtual gates — can be studied once the trajectories are known. Such trajectories cannot be compared by considering only the differences in coordinates or velocities recorded at the same instant (as could be done for real-time comparison between two competitors). The left panel of Figure 1 shows the trajectory of two athletes sampled at the same time interval. Obviously, athlete A is faster than B (the sampling points of athlete A are closer to each other).

Their velocity profiles with respect to the time from start are given in Figure 1 (right). Based on the simple time-or-distance comparison, however, an accurate explanation could not be given for the substandard performance of athlete B and the points at which he lost time. In order to avoid such biased comparisons, the tracks need to be compared spatially and preferably in increments smaller than the intervals between gates on the course.

To compare trajectories accurately and efficiently, we model GPS or GPS/INS data sets as continuous curves (e.g., cubic splines). Then, we select a reference trajectory (e.g., athlete A because he is the fastest or the mathematical model of the optimal course), and compare all other trajectories by intersecting them with planes that are perpendicular to the trajectory of reference.

Figure 2 (left) shows a simplified schematic of a reference trajectory and a single trajectory that will be compared to it. Based on the intersection time of both trajectories with the plane, the difference between the athletes is computed.

Of course, we are looking first at coordinate differences between the trajectories, but we can also compare any other attributes attached to the trajectories (elapsed time, velocities, accelerations, heart rates, and so forth) in a straightforward way. Additional splits and (virtual) gates can be easily computed and interpolated between the planes of the timing cells or gates already intersecting the track. Thus, this modelling, the performance can be evaluated at any interval.

The spatial comparison enables us to clearly conclude that the performance of athlete A in the first section of the track is largely superior to that of athlete B (Figure 2, right). In the second section, the performance is identical, as indicated by the closely overlapping, red and black trajectory lines. Alternatively, the absence could indicate the distance from the start and highlight different sections on the track (sectors, intermediates, gates, and so forth).

This methodology already has its commercial adaptation in a software package dedicated to the performance analysis in sport (Figure 3).
standard deviation of the coordinate difference between two trajectories computed by error propagation basing on the accuracies of both trajectories (\( \sigma_{d}^{2}, \sigma_{p}^{2}, \sigma_{v}^{2} \)).

Based on this indicator, rigorous conclusions about the significance of the performance differences can be made. This is illustrated for a trajectory comparison in Figure 4 where the two trajectories can be considered as distinct only at sections with no overlap between the trajectory “snakes” formed by quality indicators.

### GPS/MEMS-IMU Integration

The use of MEMS-IMU positioning to measure athletes’ performance is still in its early stages. The efforts described here began with research into the usual approach to GPS/INS integration in which inertial drifts and offsets are estimated by measurement of positions and velocities at predetermined reference points. Given the context of high dynamics in sports and the quality of low-cost MEMS sensors, we wanted to verify whether the integration of inertial MEMS with GPS is feasible — especially considering the magnitude and change of their systematic errors and their sensitivity to temperature changes.

The paper by J. Skaloud and B. Merz (see Additional Resources) suggested an approach based on a black-box Kalman filter. Learning from this previous research, we decided to undertake a Kalman filter approach where the synergy of gyroscopes, magnetometers, and accelerometers would provide certain autonomy during the periods when GPS signals are obstructed.

In order to ascertain the best algorithm for this specific application, we implemented two GPS/MEMS-IMU integration strategies: a loosely coupled approach that integrated postprocessed GPS positions and velocities with the inertial measurements and, secondly, a closely coupled approach that input raw L1 GPS measurements directly into the extended Kalman filter (EKF).

The former design is more robust while the latter is more optimal and could prove advantageous in a skiing environment with frequent satellite blockages. By optimal, we mean that statistically the Gaussian assumption seems more appropriate for pseudoranges and carrier phase measurements than for positions and velocities. Moreover, the second approach permits us to include GPS measurements even if a GPS position fix is not possible (e.g. SV-4). The paper by K. P. Schwarz et al. and B. Scherzinger, listed in Additional Resources, discuss the relative advantages of the two approaches in further detail.) The filters were implemented in the local level navigation frame (local level frame).

For the inertial measurements, we considered a simplified model, judging that the misalignments, drifts, and constant offsets could not be accurately and efficiently estimated in an extended Kalman filter (EKF) model. Hence, the inertial measurements are assumed to be affected only by bias modeled as a first-order Gauss-Markov process:

\[
\begin{align*}
\dot{\mathbf{b}}_i &= \mathbf{b}_i + \mathbf{w}_m, \\
\mathbf{b}_i &= \mathbf{b}_i^{\text{ref}} + \mathbf{w}_m, \\
\mathbf{w}_m &= \mathbf{w}_m^{\text{bias}} + \mathbf{w}_m^{\text{noise}}.
\end{align*}
\]

Where

- \( \mathbf{b}_i \) is the bias of the MEMS measurement, \( \mathbf{w}_m \) the measurement noise and \( \mathbf{b}_i^{\text{ref}} \) the inverse of the correlation time of the Gauss-Markov process.

A choice had also to be made with respect to the magnetometers. These sensors are useful for attitude estimation and thus indirectly help to bridge the gaps in GPS positioning. Unfortunately, they are prone to magnetic disturbances and their output is affected by high frequency accelerations.

Their measurements are introduced as external measurements using the following model:

\[
\begin{align*}
\mathbf{h}_i(\mathbf{x}) &= \mathbf{b}_i - \mathbf{b}_m^{\text{bias}} + \mathbf{w}_s, \\
\mathbf{w}_s &= \mathbf{w}_s^{\text{bias}} + \mathbf{w}_s^{\text{noise}}.
\end{align*}
\]

where \( \mathbf{h}_i \) is the Earth’s magnetic field vector for a specific location and time, \( \mathbf{b}_m^{\text{bias}} \) the magnetic sensor bias expressed in the body frame, and \( \mathbf{b}_m^{\text{bias}} \) the direction cosine matrix from the body frame to the navigation frame (local level frame). We first validated the implemented algorithms with simulated MEMS-IMU measurements. Thus, the MEMS error characteristics (noise, biases and drifts) were determined by static lab testing. Then, by grafting these errors into the signals of a high quality IMU, we generated a “MEMS-IMU-like” data set that were then processed together with GPS data collected in the same test.

After successful validation, we tested the algorithms based on field experiments in — among other sports — Alpine skiing. The MEMS-IMU was placed on the skier’s helmet, respectively the GPS antennas for both receivers were mounted on the helmet. Figure 5 and Figure 6 show a section of two trajectories computed by loosely coupled GPS/MEMS-IMU integration with and without magnetic sensor, respectively. The gates of the giant slalom were determined with a static GPS survey and are plotted as external reference. The measurement rate of the MEMS-IMU was 100Hz. GPS coordinate and velocity updates are input at a frequency of 1Hz, whereas magnetic updates are performed at 10Hz. It can be seen that the filtered IMU trajectory follows the skier’s motion but starts diverging slightly after one second with a maximum error of half a meter.
The resulting smoothed output nearly coincides with the reference trajectory computed with L1 GPS measurements at 10Hz and smoothed with cubic splines. A comparison between Figures 5 and 6 clearly shows that the magnetic sensors improve the attitude estimation considerably in this experiment. On other sections of the course the performance enhancement is less obvious — probably because of the magnetic sensors’ sensitivity to high frequency accelerations. Therefore, we plan to assess the contribution of the magnetometers in a new set of experiments where the reference signals are also present in the orientation domain.

Figure 7 shows an example of the convergence of the modeled biases in the MEMS data. The filter converges rapidly, which is a crucial factor in sports application where fast adaptation to the systematic errors is expected due to the changing dynamics (e.g., after the start of a race). While the gyroscope biases remain stable, the magnetic biases seem to be affected by the accelerations during the ski run. (Incidentally, this confirms the work of D. Törnqvist mentioned in Additional Resources, which noted the sensitivity of magnetic sensors to high frequency accelerations.)

Figure 8 illustrates the MEMS sensor attitude during the run, which reflects the movement and orientation of the helmet (and head) of the skier at discrete points over the course based on the GPS/ MEMS integration. Again, the filter converges rapidly after the start of the run. The GPS-derived heading (azimuth of the tangent to the GPS trajectory) indicates the overall motion of the skier.

Because the GPS and MEMS data reflect the orientation of two distinct elements, they cannot be directly compared. However, comparison of the MEMS data with high-accuracy inertial data will help to validate the computed orientation of the helmet by the MEMS sensors.

The same trajectory was also computed in closely coupled mode. We introduced raw L1 GPS measurements at a frequency of 1Hz. This calculation confirmed that the magnetic sensors improve the trajectory estimation. Compared to the loosely coupled approach, the RTS-smoothed trajectory has small differences to the reference GPS trajectory (maximum error of 30 centimeters).

These data, however, were collected under a favorable satellite constellation (number of visible satellites, low position dilution of precision or PDOP). Therefore, we need to pursue additional simulations of effects caused by successively excluded satellites as well as using data collected in adverse satellite-tracking conditions in order to reach a conclusion about the relative performance of the two integration strategies.

Trajectory Comparison

The following example illustrates the performance analysis based on the algorithms for trajectory comparison described earlier in this article. The data presented here were collected by a skier equipped with a low-cost L1 GPS receiver and a triple-axis MEMS-IMU.

A professional downhill skier was equipped with an L1/L2 GPS receiver. He performed 10 super-G-like runs alternating two pairs of skis (Number 29 and 101). The purpose of the test was to study the amount of side-slip experienced by the skier. The data were collected in adverse conditions: low visibility and strong wind.

The performance of the skier during the two runs can be evaluated gate by gate, but only at times where such difference is marked as significant.

Of course, GPS-based trajectory computation can be applied to many other areas of performance analysis. The sidebar entitled “Drifting Tires” describes its potential use to measure the amount of side-slip experienced by a racing motorcycle.
to determine the fastest ski. Three timing splits were measured (start, intermediate, and arrival) using a professional timing system.

The timing gate locations were determined in postprocessing based on L1/L2 measurements with sub-decimeter accuracy. Intersecting the GPS trajectories with the timing gates as depicted in Figure 2 allows us to determine GPS intermediate, which can then be compared to those of the timing cells.

Table 1 presents the GPS-derived intermediates and splits derived from timing cells collected. Both methods identify ski number 101 to be the fastest.

The standard deviation of the differences between the two sets of ski is similar for both methods. Hence, both methods provide the same result with similar accuracies. The advantage of GPS chronometry over the classical approach is that virtual splits can be introduced which allow refining the evaluation of the skis depending on the slope, wind or snow conditions.

The difference between the individual splits derived by GPS and splits derived from timing cells amounts to 3–7 hundreds of a second. How can this discrepancy be explained? A constant offset can be explained by the accuracy of the gate coordinates. However, varying differences are caused by numerous factors.

First, the carrier-phase ambiguities could only be fixed during the first five runs due to adverse satellite conditions with northern exposure and a slope bounded by woods, which explains the random differences during the last five runs. The varying accuracy of GPS with float ambiguities is a major error source: A positioning error of 50 centimeters at 60km/h results in a timing error of 5 hundreds of a second.

Second, the fact that the GPS receiver is placed on the helmet whereas the timing cells are intersected by the skier’s feet or hands is a negligible error source: A longitudinal change in position of the skier’s head (and GPS-equipped helmet) with respect to his feet of 20 centimeters will cause a timing error of 1.2 hundreds of a second. However, if he intersects the split with his hands, the difference could become significant and might explain certain outliers.

Unfortunately, the chronometry system based on the timing cells used in the test was not certified, and, therefore, no assertion about its timing accuracy can be made. An additional test using GPS-synchronized chronometers would need to be performed in order to investigate the observed differences.

Nevertheless, the GPS-based determination of the fastest ski provides the same result with a similar accuracy as the one derived from the timing cells. This demonstrates that GPS chronometry is an interesting alternative, even in a difficult environment, that offers additional flexibility for evaluating performance. We also experienced that the splits derived from L1 GPS data are only negligibly noisier than those derived from L1/L2 data and lead to the same conclusion for the ski selection.

**Perspectives**

We described the requirements for performance analysis in sports by highlighting typical applications like trajectory comparison, chronometry and drift computation based on GPS-augmented data.

The presented approach based on low-cost GPS/MEMS integration provides interesting results for the performance analysis of athletes with body-worn sensors as it fulfills the requirements for most sports applications for in terms of accuracy, ergonomics and cost. L1/L2 receivers are required for higher accuracy needs but will be reserved to few applications. Nevertheless, further tests are required to validate and improve the MEMS-IMU error model and to evaluate the need for closely coupled integration in conditions with difficult satellite reception. The convergence criterion is very important in sports, where the filter has to adapt rapidly to the changing dynamics. Thus, other integration strategies will be tested in order to better cope with this aspect.

The trajectory comparison approach has proven to be very efficient for performance evaluation in sports. This was
Drifting Tires

An important aspect in the performance assessment of tires is their side slipping drift. This drift is defined as the angular difference between the direction of motion of the wheel and the direction of motion of the vehicle (see Figure 1). The following example describes how the drift of the back wheels of a sports car was determined using GPS measurements and subsequent analysis with quality indicators.

Two L1/L2 GPS receivers were mounted on a sports car, one at the top of the axle on the back wheels and the second in the front part. Modelling the two GPS-derived trajectories with cubic splines, the computation of the direction of motion of the two receivers becomes straightforward because the drift can be expressed as an angular difference of the two respective trajectory tangents.

Figure 1 illustrates the derivation of the drift for the test car. During sharp turns, the deduced drifts of the tires become significantly different from zero. However, at long continuous turns, the value of the drift is reduced and its accuracy does not allow quantifying it as significant.

Note, that the drifts computed based on L1 GPS data did not significantly differ from those computed with L1/L2 data as long as the ambiguities can be fixed. This restricts the use of the L1 approach to shorter baselines.
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Manufacturers

TracEdge, based in Le Bourget du Lac, France, has developed a GPS receiver for athletes and coaches based on DG16 boards from Thales Navigation (now Magellan GPS, Santa Clara, California, USA). TracEdge’s performance analysis software TSP implements the algorithms developed in the Trajectory Analysis section of this article. The high-accuracy GPS reference system employed the dual-frequency Legacy GPS/GLONASS receiver developed by Javad Positioning Systems (now Javad Navigation Systems, San Jose, California, USA). The low-cost GPS system is based on an TIM-LL receiver from u-blox AG (Thalwil, Switzerland) coupled with a MEMS inertial sensor (3DM-G) from Microstrain Williston, Vermont, USA. An ALGE timing system combined with data transmission through Motorola radios was used for the GPS chronometry investigation. The reference trajectory was processed with Waypoint postprocessing software GrafNav from NovAtel, Calgary, Alberta, Canada.
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