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Abstract

In the automotive industry, there is a strong trend that has increased the electronics in cars for various functions like fuel injection, electric control of doors and windows, electric chair adjustment, air conditioning etc. The 12V battery used in the present cars will not be sufficient for the increasing number of functions, as a consequence, a change towards 42V batteries will be necessary. For these automotive systems, so called smart power ICs must be used. These are the chips in which the power functionality e.g. control of motor is integrated with logic control. There is also a trend towards operation at high voltages and integrating more intelligence using a microcontroller's RAM/ROM memory and several other sensors and interfaces. The final goal is the integration of a complete system on a single chip, so called power system on chip (SoC).

The interest in accurate modeling of high voltage transistors has increased in recent years due to the compatibility of these devices with standard CMOS technology. However, existing LDMOS models are not accurate enough for this task and SPICE models are specially weak for AC performance. The limitation of these models lies in their lack of capability to physically model some of the characteristic phenomena observed in high voltage devices. The increased difficulty is related to complex 2D effects specific to asymmetric high voltage device architectures.

This thesis presents the compact modeling of high voltage devices. First, a highly scalable general high voltage MOSFET model, for the first time, is presented, which can be used for any high voltage MOSFET with extended drift region. This model includes physical effects like the quasi-saturation, impact-ionization and self-heating, and a new general model for drift resistance. The model is validated on the measured characteristics of two widely used high voltage devices in the industry i.e. LDMOS and VDMOS devices, and implemented in Verilog-A code and tested on commercial circuit simulators like SABER (Synopsys), ELDO (Mentor Graphics), Spectre (Cadence) and UltraSim (Cadence). The model exhibits excellent scalability with transistor width, drift length, number of fingers and temperature. Second, the compact modeling of lateral non-uniform doping is presented, which has great impact on the AC behavior. Third, the invalidity of Ward-Dutton charge partitioning scheme for lateral non-uniformly doped MOSFET is explained. A novel partitioning scheme is then developed and validated on the device simulation. For the first time, noise modeling of lateral non-uniformly doped MOSFET is carried out and validated on the device simulation.

Keywords: High Voltage MOSFET, DMOS, LDMOS, VDMOS, DEMOS, LAC, LAMOS, Drift, Model, DC, AC, Capacitance, EKV, HV-EKV, Partitioning, Noise, Lateral Non-uniform Doping, Scaling
Résumé

L’industrie automobile a alimenté une forte tendance d’intégrer de plus en plus de composants électroniques dans les voitures afin d’accomplir des fonctions diverses telles que le contrôle de l’injection de carburant, des vitres électriques, des sièges automatiques ou de la climatisation. Les batteries de 12V utilisées dans les véhicules actuels seront bientôt insuffisantes pour toutes les fonctions envisagées et par conséquent l’utilisation des sources de 42V est nécessaire. Un nouveau type de circuit intégré de puissance, appelé ”smart power” IC en anglais, doit être utilisé dans lequel la fonctionnalité du contrôle de la puissance sera intégrée avec celle de la logique, par exemple pour la gestion du moteur. Il existe, d’ailleurs, une tendance vers des dispositifs haute tension avec la co-intégration d’intelligence accrue, en utilisant la mémoire RAM/ROM de microcontrôleurs, en parallèle avec des capteurs et d’autres interfaces. Finalement, le but sera la fabrication d’un système complet sur puce, le système de puissance sur puce (SoC, ”System on Chip”).

La compatibilité de ces composants avec la technologie standard CMOS a récemment augmenté l’intérêt pour une modélisation précise des transistors haute tension. Toutefois, les modèles existants LDMOS ne sont pas suffisamment précis et les modèles SPICE s’avèrent particulièrement faibles quant à la performance AC. La limitation des modèles mentionnés se situe dans leur incapacité de modéliser physiquement des phénomènes caractéristiques observés dans les dispositifs haute tension. La difficulté principale est liée à l’effet de bidimensionnalité spécifique aux architectures asymétriques de ces composants.

Ce travail de thèse est consacré à la modélisation compacte de dispositifs haute tension. Tout d’abord, un modèle MOSFET général de scalabilité accrue est présenté pour la première fois et qui peut être utilisé pour tous les MOSFET haute tension avec une région de ”drift” étendue. Le modèle en question prend en compte des phénomènes physiques tels que la quasi-saturation, l’ionisation par impact, l’autoéchauffement et il introduit une nouvelle description pour la résistance de ”drift”. Par ailleurs, le modèle a été validé sur des caractéristiques mesurées de deux types de composants, largement répandus dans l’industrie comme le LDMOS et le VDMOS, mis en œuvre en code Verilog-A et testé sur des simulateurs commerciaux comme SABER (Synopsys), ELDO (Mentor Graphics), Spectre (Cadence) et UltraSim (Cadence). D’une part, le modèle présente une scalabilité excellente avec la largeur du transistor, la longueur de ”drift”, le nombre d’électrodes interdigitées et la température. D’autre part, la modélisation compacte du dopage non-uniforme latéral est présentée, qui a un impact considérable sur le comportement AC. En outre, l’invalidité de la théorie de Ward-Dutton sur la répartition des charges dans les MOSFET dopage uniforme est expliquée. Une nouvelle théorie sur cette répartition a été développée et validée par simulation numérique. Finalement, pour la première fois, la
modélisation du bruit des MOSFET dopage latéral non-uniforme a été élaborée et vérifiée par simulation numérique.

Keywords: High Voltage MOSFET, DMOS, LDMOS, VDMOS, DEMOS, LAC, LAMOS, Drift, Model, DC, AC, Capacitance, EKV, HV-EKV, Partitioning, Noise, Lateral Non-uniform Doping, Scaling
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Chapter 1

Introduction

1.1 Background

The transistor and subsequently the integrated circuits certainly qualify as two of the greatest inventions of the twentieth century. In a certain sense, all of solid-state electronics goes back to the invention by Ferdinand Braun of the solid-state rectifier in 1874 [1, 2]. That was a full 73 years before the discovery of the transistor. His work centered around the solid-state rectifier using a point contact based on lead sulfide. Of course, this configuration made for a very unstable device. In fact, after the invention of the vacuum tube, later in the century, this device very quickly became obsolete. But, later when people wanted to go to very high frequencies, and vacuum tubes would not work at the frequencies desired, the idea of the point contact rectifier made a comeback.

The theoretical development of quantum mechanics during the 1920s also played an important role in driving solid-state electronics. Without quantum mechanics, there would never have been any comprehensive understanding of solids. The understanding of the differences between metals, insulators, and semiconductors was quickly developed. The concept of electronic band structure, due to quantum mechanics, was the key to that insight. Following these advances, was the development of the quantum theory of solids led by Peierls, Wilson, Mott, Franck, and others, largely in England. These researchers added much to the understanding about electron conductivity in metals. Those days were truly the beginnings of establishing a picture of the electronic structure of metals. Metallic sodium is the simplest of all metals from an electronics point of view and was often studied in that era. A simple theory of Schottky barriers led to a crude understanding of the rectifiers discussed above, but the theory did not work quantitatively. These dedicated researchers brought the understanding forward, but semiconductors sat in the middle between the metal and the insulator, and in those days semiconductors were still a puzzle.

The continued efforts extended toward the discovery of new devices. For example, in 1926, Lilienfeld invented the concept of a field effect transistor (FET) [3]. He believed that applying a voltage to a poorly conducting material would change its conductivity and thereby achieve amplification. He patented this concept in 1926, but no one was able to do anything with it until much later.

By the late 1930s, it was beginning to be more widely accepted that there may be opportunities to create some form of solid-state devices. At this time Mervin Kelly, at Bell Labs, decided
in 1936 that he should start a solid-state device group. He challenged a number of people, Bill Shockley, Russell Ohl, Jack Scaff, and others, to begin work on solid-state devices. Kelly had a feeling that the vacuum tube was not going to be the ultimate answer to electronics. Its reliability and size were such that something needed to be done, besides making more efficient and smaller vacuum tubes. It is interesting to note that by 1938, two Germans (Pohl and Hilsch) described a solid amplifier made using potassium bromide that had three metal leads. However, this device turned out to have too low operating frequency. Also, it was not a device that could be used in any true sense for electronics. That such a device came along about the same time that Kelly created the Bell Labs solid-state group shows that other engineers were thinking along the same lines. By 1940, Russell Ohl had done a great deal of work, along with others at Bell Labs, in an attempt to understand silicon crystals. Ohl learned that depending on how you prepared single crystals of silicon, you could get either $n$- or $p$-type silicon. What was meant by $n$ or $p$ type back in those days was whether it was a positive or negative rectifier. That was where the notation $n$ or $p$ came from. It was a question of which direction the rectification occurred; they defined these terms by that criterion. It is also interesting that a little later on, Ohl actually was able to make a sample in which the top part was a $p$-type region and the bottom was $n$ type, and he found that when light was shone on it, it actually developed a voltage [4].

This was the status of solid-state electronics near the beginning of WWII, and it really did not change all that much during the war except in technology areas influenced by the work on radar. Radar requirements produced a very strong desire to fine-tune solid-state rectifiers, and this resulted in some effort to try to improve silicon and germanium materials. In this era, there was a lot of solid-state detector work done, mostly by trial and error. After WWII, the discovery of point contact transistor by Berdeen and Brattain in 1947 and the theory of the bipolar junction transistor by Shockley [5] at the Bell Telephone Laboratories [6] changed the future of microelectronics. By April 1950, Shockley et al. actually succeeded in growing the first junction $nnp$ device [7]. In fact, the device behaved essentially as predicted by Shockleys theory. Progress was supported by a series of important inventions that led to better and better devices. In fact, Shockley wrote a book titled Electrons and Holes in Semiconductors. Still it took several years before the first $Si/SiO_2$ MOSFET, which is now so widely used, was demonstrated by Kahng and Atalla [8, 9]. But, this turned out to be a pretty poor device. It took until the early 1970s, 15 years before planar FETs came into common use. The first integrated circuits (IC) were developed by Noyce at Fairchild Semiconductor and by Kilby at Texas Instruments. Kilby’s circuits consisted of transistors fabricated using the mesa technique, where the collector contact is made to the backside of the wafer, and bonded gold wire is used for interconnect. Noyce’s ICs more closely resembled present day chips because they used a planar fabrication technique developed by Hoerni at Fairchild, where oxide masking and diffusion were used to form the transistor [10].

The initial circuits were oscillators and simple digital flip-flops using two or three active devices along with passive elements, but by 1971, the technology had advanced to the stage, where the first microprocessor (Intel 4004) was fabricated with 2300 transistors. In 1965, Moore published a paper on the state of the semiconductor industry, which predicted that the number of devices in an integrated circuit would double each year [11, 12]. This prediction became the famous “Moore’s Law”. Today the density of transistors in a chip has crossed the billion mark.
1.2 High Voltage MOSFET models

The interest in the high voltage (HV) MOS devices has dramatically increased as these devices were integrated with the low power modules in MOS technology. Today, HV-MOS devices are extensively used in all kinds of integrated power circuits, like switch-mode power supplies and power amplifiers. In addition, Lateral double-Diffused MOSFET (LDMOS) devices processed in thin-film silicon-on-insulator (SOI) provides a new and attractive technology for smart power integrated circuits in consumer and automotive applications [13]. Optimal design of these power circuits requires HV-MOS models for circuit simulation, which describe the device characteristics accurately over a wide range of biases.

The accurate compact modeling of high voltage MOS transistors has always been a challenge in the device modeling community. This is due to the fact that the charges and field associated with the drift region and intrinsic MOS have very complex dependence on the external terminal biases owing to the asymmetric device architecture. Though many groups around the world have attempted to model the different architectures of HV-MOS transistors using different approaches, most of these are sub-circuit or macro-models. Acceptable simulation accuracy is obtained by the use of these macro-models based on conventional low voltage modules [14, 15], but these macro-models are not physical and do not take into account the special phenomena of HV devices.

The LDMOS macro model proposed by Frere et al. [15], which is being used in AMI Semiconductor (AMIS), is based on BSIM3v3.2. The model uses an adapted JFET to model the drift region and shorted PMOS transistors to model the capacitance behavior of the drift region. The drift region modeling using JFET is carried out by equations based on Schichman & Hodges [16]. The equations were implemented in Verilog-A module. The gate voltage of the JFET was tied to the intrinsic drain potential of intrinsic MOS, which provided variable threshold voltage of JFET. Two shorted PMOS transistors were used to model the gate overlap over thin and thick oxide, respectively. Even though this LDMOS model provides good behavior for both DC and AC operations, the scalability of model especially for drift length was never demonstrated.

Some other compact models have also been reported in the literature with better accuracy [17, 18, 19, 20, 21, 22, 23, 24]. Other models reported in the literature show reasonable accuracy in DC operation [17, 18, 19, 20, 22], but do not show model validity for AC operation under different biasing conditions. Although the physical LDMOS model developed by Anghel et al. demonstrated good accuracy in DC regions, it was very difficult to implement and use it for industrial purposes because of the convergence problems in the simulator. There has also been some work in the development of DMOS models using neural network based approach [25, 26]. This approach provides excellent results with speed, provided the model is trained on wide range of measurement data. The major weakness of neural network based models is that they are not scalable and can be used only for the particular device structure for which it has been trained.

The MOS model 20 (MM20) [23, 24] from NXP (earlier Philips Semiconductor) is the famous LDMOS compact model. This model has shown capability to model both DC and AC operations including quasi-saturation and self-heating effects. MM20 is a surface potential based model, whose intrinsic MOS model is similar to the MM11 or PSP [27, 28], while drift region is modeled using MM31 or MM40 [27]. MM20 model has several variations for different LDMOS structures. One model is for LDMOS with thin gate oxide all over the drift region.
Another variation of this model is for the partial gate overlap in the drift region and uses a resistance to described the non-overlapped drift region. Then there is different model for drift region with both thin and thick gate oxides. Even though all of these models have demonstrated good results for different LDMOS devices, one has to choose different model for different devices. Also none of these models take into account the lateral non-uniform doping in the intrinsic MOS, which may result in poor accuracy in the transient operations [29, 30].

Recently Hiroshima University has developed an HiSim-LDMOS model [31, 32]. This LDMOS model is the modular extension of HiSim model, which is a surface potential based model. There has been no publication of this LDMOS model yet.

Although efforts mentioned have been successful in solving some modeling problems in high voltage devices, still there are several open challenges. Following are some of the key challenges in this field, which are also the must have features of any standard high voltage model by compact modeling council (CMC):

- Accurate modeling of DC/AC behavior as well as the derivatives of terminal currents and node charges with respect to node voltages for all working modes (off, linear, saturation regions and reverse modes).
- Charge model has to be charge conservative, and intrinsic charge model has to take into account the effects of voltage drop across the source and drain resistances.
- Accurate modeling of drain extension (drift) region resistance including velocity saturation.
- Accurate modeling of gate/drain overlap region bias dependent capacitance and resistance.
- Accurate modeling of parasitic effects (gate, source and drain, and substrate resistances, and source/drain-body junction diodes)
- Accurate modeling of the 1/f, thermal, and gate induced noise.
- Capable of modeling accurately with power supplies up to 200 volts and temperature ranges from -50 °C to 200 °C.
- Capable of modeling self-heating effects accurately and efficiently, which requires scalable temperature-dependence modeling.
- Capable of modeling accurately quasi-saturation effects and $g_m$ fall-off in the saturation region, namely, the channel current compressions at higher $V_{GS}$ when $V_{DS}$ is greater than $V_{dsat}$.
- Capable of modeling accurately $C_{GD}$ drop at higher external $V_{GS}$ biases.
- Capable of accurate modeling of the true asymmetry of the source and drain resistances and the source and drain junctions in $I - V$ and $C - V$.
- Capable of modeling substrate current behavior correctly including the impact ionization taking place in the drain drift extension regions.
- Capable of handling scalability over a wide range of geometries, biases, and temperatures with one set of global model parameter set to cover the entire device matrix provided for model extraction. Provides drain drift region length as an instance parameter.
- Capable of covering reverse working mode for both symmetric and asymmetric structure (i.e. when $V_{DS} < 0$)
- Capable of handling of p-type devices as well as n-type devices.
- Good convergence in reasonable scale circuit simulation.
- Capable of modeling accurately a wide array of HV-MOSFET process technologies and device structures, which would include LDMOS and EDMOS (Extended Drain), both symmetrical and asymmetrical, and other drain drift extension structures including, but not limited to, those of various RESURF flavors.
1.3 Thesis Structure

- Capable of modeling layout dependent characteristics including multi-finger device structures that have separate, merged, and shared source and drain connections, and point and wide source/drain contacts.
- Capable of modeling body bias dependency of DC and AC characteristics.
- Capable of providing optional temperature node for thermal electrical coupling simulation.
- Capable of modeling parasitic BJT effects.

In this thesis, a detailed analysis and modeling of high voltage MOSFETs will be presented. Some of the key challenges mentioned above will be addressed here.

1.3 Thesis Structure

This section briefly outlines the contents of the chapters.

- **Chapter 2: DC and AC behavior of High-Voltage MOSFETs**
  A basic overview of the architectures of high voltage MOSFETs is presented. Impact of lateral non-uniform doping and drift region on both the DC and AC behavior is analyzed which paves the way to develop an accurate HV-MOS model [33].

- **Chapter 3: EKV-based Scalable General High Voltage MOSFET Model**
  A new high voltage MOSFET model is developed in this chapter. The model uses charge based EKV model for the modeling of intrinsic MOS channel while drift region is modeled using bias dependent drift resistance. The model is validated on the AMIS I2T100 and I3T50 technologies. The scaling of the model is tested for different temperatures, drift length and number of fingers [34, 35, 36, 37].

- **Chapter 4: Compact Modeling of Lateral Non-uniform doping**
  For the first time, true compact modeling of lateral non-uniform doping is presented. The impact of this model is emphasized on the capacitance behavior of high voltage MOSFETs. The model is validated on the AMIS I2T100 and I3T50 technologies especially for the AC behavior [29, 38, 39, 30].

- **Chapter 5: Partitioning Scheme and Noise Modeling in the Lateral Non-Uniformly doped MOSFET**
  The invalidity of Ward-Dutton charge partitioning scheme for lateral non-uniformly doped MOSFET is explained. A novel partitioning scheme is then developed and validated on the device simulation [40, 41, 42]. For the first time, noise modeling of lateral non-uniformly doped MOSFET is carried out and validated on the device simulation [43].
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Chapter 2

DC and AC behavior of High-Voltage MOSFETs

The interest in the high-voltage (HV) MOS devices has dramatically increased as these devices were integrated with the low power modules in MOS technology [1, 2, 3, 4, 5]. Today, HV-MOS devices are extensively used in all kinds of integrated power circuits, like switch-mode power supplies, motor drivers and, power amplifiers. In addition, LDMOS devices processed in thin-film silicon-on-insulator (SOI) provide a new and attractive technology for smart power integrated circuits in consumer and automotive applications [6]. The discussion in this chapter will be focused on different HV-MOS architectures and special effects occurring in these devices.

2.1 High Voltage MOSFET architectures

There are three different types of high-voltage devices, normally used with CMOS technology. These are Drain-Extended MOSFET [4, 5, 7, 8], Lateral double-diffused MOSFET [9, 10, 11] and Vertical double-diffused MOSFET [12, 13]. Only N-channel devices are considered here but all of them have their P-channel counterparts.

2.1.1 Drain-Extended MOSFET (DEMOS)

Modern digital VLSI circuits are presently operating at the voltage levels of 1.8 V and below. However, circuit requirements often call for design and interface with other circuits operating at 3.3/5.0 V or even higher. Example circuits are input/output interface circuits with various off-chip system components, such as power management switches that regulate power from battery or system supplies, analog input circuits conditioning transducer signals, or output analog drive functions for speakers or other actuators. System designers increasingly want all of these functions in a monolithic IC to decrease system size and increase reliability. One solution to this problem of two voltage levels on an integrated circuit is to use two gate oxides and two sets of lightly-doped drain (LDD) implants [4], but this method increases the process complexity and cost. The alternate solution is to use drain extended (DE) MOS transistors [7, 8] that can operate at much higher drain voltages without significant loss of performance and without added
Another solution to this problem of two voltage levels on an integrated circuit that is widely used is circuit techniques such as cascading low-voltage transistors. This approach adds considerable circuit complexity and uses more power to maintain intermediate voltages for the gate drive. The use of DEMOS instead of cascaded circuits or other circuit methods offers significant die size area and power savings. It is well known that a LDD extension increases the drain breakdown voltage by reducing the electric field under the gate at the drain end of the transistor. The difficulty here has to do with achieving the goal with a higher than the very thin 4 nm oxides can normally withstand, without the luxury of a LOCOS oxide used in conventional DE style devices for the poly to terminate on. A typical twin well CMOS process, that uses p-substrate wafers, allows DE MOS transistors to be built with the n-well as the NMOS drain extension. Fig. 2.1 shows the schematic representation of N-type DEMOS device. These devices are generally used for 5V operation range especially as in input/output interfaces.

2.1.2 Lateral double-Diffused MOSFET (LDMOS)

Due to the inherent limitations of CMOS technology, DEMOS device characteristics, especially avalanche breakdown and on-resistance, are highly dependent on the n-well doping profile and surface concentration. As CMOS technology is maturing in deep-submicron lithography, other approaches were investigated in order to make available high voltage devices with
improved characteristics. The LDMOS device architecture, which actually originated from DEMOS/LDD-MOS, has much higher breakdown voltage than DEMOS architectures. Fig. 2.2 shows the schematic representation of N-type LDMOS device. The LDMOS devices are useful in high-voltage switching because of their switching speeds and relative simplicity in processing [14]. There are many variations of LDMOS devices [9, 10, 11, 15]. The device shown in Fig. 2.2 is generally used for 20-100V application e.g switch-mode power supplies and power amplifiers etc. The channel in the device is created using double diffused process and thus it has lateral non-uniform doping. The effective gate length is shorter than the physical length of the gate electrode. The drift region is lightly doped N-type whose length varies with increasing voltage blocking capability in the drain side. The maximum drain-source voltage, that can be applied, is determined by the breakdown voltage of the p-n junction, which is limited by the n layer doping, thickness and field crowding at the junction edge.

The electric field in the LDMOS near the silicon surface is considerably lower than in the conventional MOS or DEMOS. However, the maximum field still remains on the surface and avalanche breakdown may occur there [16]. The surface electric field can be reduced significantly by the use of thick oxide (as shown in Fig. 2.2) or field plate as the maximum field is now located inside the bulk. To reduce the on-resistance in LDMOS (with field plate), the length of the field plate should be as small as possible. The effect of field plate on LDMOS characteristics e.g. breakdown voltage, quasi-saturation effect has been studied in the literature in detail [17, 18, 19, 20, 21, 22]. The on-resistance of the LDMOS can also be decreased by using the ion-implantation in the drift region [23]. The field plate also shields the gate from the drain potential, thus minimizing the feedback (drain-to-gate) capacitance, which means improvement of RF signal gain. The p-n junction and the field plate form a fairly uniform field between gate and the drain, thus giving better breakdown voltage.

The LDMOS transistors fare much better at higher frequencies compared to their vertical counterpart (VDMOS) devices. The LDMOS transistors with frequencies more than 2.7GHz are already available in the market. Freescale has recently announced 3.8GHz high power LDMOS for coming WIMAX applications [24]. Since in the LDMOS design, the gate, source and drain are all on the top surface, chip size grows rapidly for high voltage handling capability above 200V.

2.1.3 Vertical double-Diffused MOSFET (VDMOS)

The growing chip size problem for higher operating voltages is addressed by the VDMOS transistor technology [25]. Fig. 2.3 shows the schematic representation of N-type VDMOS device [12, 13]. Since these devices have the drain at the back surface, a variety of junction edge termination schemes can be utilized at the perimeter of the die. However, the channel region itself is on the top surface and thus the current flow is lateral through the channel and vertical through the lightly doped drift. The channel in the device is created using double diffused process and thus it has lateral non-uniform doping. The effect of lateral non-uniform doping and lightly doped drift region on device characteristics is explained in the next section. The VDMOS design sacrifices speed for lower on-resistance and denser high-voltage layout due to large gate/drift overlap. A lower on-resistance than VDMOS is produced in VVMOS devices with similar speed as VDMOS. High speed Vertical V-groove MOS (VVMOS) devices, on the other hand, minimize gate-drain overlap at the cost of an on-resistance increase [26].
2.2 DC behavior of HV-MOSFETs

The high voltage devices show some special effects due to high electric field inside the device e.g. self-heating, quasi-saturation and impact ionization effects. In fact, some of these effects (self-heating and impact ionization) are also visible in low voltage MOSFETs as electric field in these devices also becomes quite high as channel length is decreased. Even though above mentioned effects arise due to high electric fields in the device, some other special effects are also observed due to different device processes in these devices compared to conventional MOSFETs. One of the major difference in terms of device process is the lateral non-uniform doping in the channel and drift region in the drain side of HV devices. Here we will discuss the physical origin of these effects and their impact on device characteristics.

2.2.1 Quasi-Saturation Effect

The quasi-saturation effect [27, 28, 29, 30, 31] is one of the unique effect observed in HV devices other than bipolar devices [32, 33, 34, 35, 36, 37]. To explain the quasi-saturation effect, first let’s discuss the saturation mechanisms in HV devices [38] using output characteristics of VDMOS transistor shown in Fig. 2.4. The current saturation on $I_{DS} - V_{DS}$ characteristics can occur due to following three mechanisms:

(a) Pinch-off in the channel: For a fixed gate voltage, if drain voltage is increased, the channel gets depleted and current saturates. This effect is called pinch-off and it is also the normal saturation mechanism in long channel MOSFETs. In HV devices, the channel pinch-off is generally observed at low $V_{GS}$ (see $V_{GS} = 1V$ curve in Fig. 2.4).

(b) Velocity saturation in the channel: If the lateral electric field in the channel is more than certain limit called as critical field, the velocity of the electrons get saturated and thus there will be no further increase in the current for any further increase in the drain voltage. This effect is called velocity saturation, which is quite common phenomenon in short channel MOSFETs. In HV devices, this effect is generally observed for medium to high $V_{GS}$ (see $I_{DS} - V_{DS}$ curves for $V_{GS} = 1.5, 2, 2.5, 3V$ at $V_{DS}=30V$ in Fig. 2.4). A simple way to see this effect is that when intrinsic MOS is velocity saturated, the output characteristics become equidistant for equal
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Figure 2.4: $I_{DS}$ vs. $V_{DS}$ from device simulation of 50V VDMOS transistor. The quasi-saturation effect is evident at higher $V_{GS}$ for this device.

increase in $V_{GS}$.

(c) Velocity saturation in the drift region: Another saturation mechanism can occur due to velocity saturation in the drift while intrinsic MOS is still not saturated. Actually this cannot be called saturation as current does not get saturated. If drift is velocity saturated and intrinsic MOS is in linear region, the increase in $V_{GS}$ does not increase current level significantly and gate bias has no or little effect (see $V_{GS} = 2, 2.5, 3, 3.3V$ in Fig. 2.4). This effect is called quasi-saturation, which is generally observed at high $V_{GS}$.

Note that all or any two of the three effects described above may superimpose with each other and, sometimes, they may not be separable from each other.

The quasi-saturation effect can be reduced by reducing the resistivity of the drift region and parasitic JFET in VDMOS transistor [27]. The reduction in the quasi-saturation effect increases the current carrying capability of the devices and decreases the on-resistance. One possible method of achieving this is to exploit the trench technology [39], which allows the gate to be extended down into the intercell region. Even though it reduces the quasi-saturation effect, it introduces a corner in the trench which affects the blocking capability of the device. Another method is to use the ion-implantation into the JFET structure of VDMOS, which reduces the quasi-saturation effect with little change in the blocking capability [27].

2.2.2 Self-Heating Effect

The self-heating effect (SHE) [40, 41, 42, 43, 44, 45, 46, 47] represents the heating of the device due to its internal power dissipation. This effect appears, when high levels of power are attained in the device. The dissipated heat leads to an increase in the internal temperature of the device and modifies the $I - V$ characteristics. Fig. 2.5 shows the $I_{DS} - V_{DS}$ characteristics of a 40V LDMOS transistor. The decrease in the current with increasing $V_{DS}$ is caused by the self heating effect. As $V_{DS}$ increases, the current starts rising. The increase in the current ($I_{DS}$) as well as voltage across the device ($V_{DS}$) increase the power dissipation ($I_{DS}V_{DS}$) inside the device. As
discussed above, the increase in power dissipation increases temperature which affects other transistor parameters (e.g., mobility, threshold voltage etc.). The rise in temperature decreases mobility due to scattering which in turn decreases the current showing negative resistance on output characteristics.

The internal temperature increase due to self-heating effect influences the device characteristics mainly by affecting the mobility, threshold voltage and velocity saturation. In the literature, this effect was mainly studied on the SOI devices and the proposed models for SHE are distributed or non-distributed models. As expected, better accuracy is obtained from distributed models, which offer a larger flexibility for the current simulation. Still, the clear advantage of the non-distributed models over the distributed ones is the parameter extraction procedure, as non-distributed approach offers a simple and efficient representation of the problem. The detailed discussion of self-heating effect and its modeling has been covered in [47] and also in section 3.4.2 of chapter 3.

2.2.3 Impact Ionization Effect

Before discussing the impact ionization effect is HVMOS, lets review this effect for conventional low voltage MOSFETs [48].

The increase in the $V_{DS}$ in the MOSFET increases the longitudinal electric field in the channel increasing from source to drain. For abrupt source and drain junctions, the peak field is at the drain-to-channel junction, and its value depends on $V_{DS}$ and channel length $L$. When carriers move in the fields that exceed the value of the onset of velocity saturation, they continue to acquire kinetic energy from the field but their velocity is randomized by the excessive collisions such that their velocity along the field direction no longer increases but their kinetic energy does. Depending on the statistics of scattering, a small fraction of the overall carrier population acquires a significant amount of energy, and these are called hot carriers. Clearly, the higher the field, the higher the proportion of hot carriers. Generally, in MOSFETs, the high
fields are encountered in saturation in the pinchoff region. For large longitudinal electric field, the cool electrons are coming into the pinchoff region and are heated by the field. Some of them acquire enough energy to create impact ionization of silicon atoms, whereby new electrons and holes are created; this effect is also referred to as weak avalanche. The new electrons join the stream of channel electrons and move toward the drain. The normal depletion field in the channel pushes the holes into the substrate, where they give rise to drain-to-substrate current ($I_{DB}$). This current is proportional to the number of electrons available per unit time, which in turn is proportional to $I_{DS}$. Also, according to above discussion, $I_{DB}$ is an increasing function of the maximum field at the drain; this field is, in turn, a function of the excess drain voltage ($V'_{DS}$). Fig. 2.6 shows the typical $I_{DB} - V_{GS}$ curve for MOSFET. For a given $V_{DS}$, when $V_{GS}$ is increased starting from low values, $I_{DS}$ increases, and thus $I_{DB}$ increases too, according to above discussion. Further increase in $V_{GS}$ increases the saturation voltage significantly, causing a strong decrease in $V_{DS} - V'_{DS}$, and thus in the maximum field at the drain. The maximum $I_{DB}$ is observed, roughly, at $V_{GS} = V_{DS}/2$.

The impact ionization in the HVMOS device has the contributions from both the channel region and the drift region. Fig. 2.7 shows the $I_{DB} - V_{GS}$ curve for LDMOS transistor. At low current, the hot carriers are generated near the channel while at high current levels, hot carriers are generated near the drain end in the drift region. This is why there is an increase in the $I_{DB}$ at higher $V_{GS}$. The impact ionization in the drift can be reduced with the field plate configuration [49]. The step drift region or deep drift design proposed in the literature also helps in the reduction of hot carriers in the drift region [49].
Figure 2.7: Measured substrate current vs. gate-source voltage for 40V LDMOS transistor.

2.3 AC behavior of HV-MOSFETs

The special behavior of HV-MOS e.g. LDMOS, VDMOS capacitances has been under study in research community for many years [50, 51, 52, 53, 54, 55]. In literature, generally the HV-MOS capacitances have been studied together with drift region [52, 53], which makes it difficult to separately understand and analyze the impact of lateral non-uniform doping and drift region. The unique capacitance characteristics of HV-MOS originates from the device architecture of HV-MOS. The major difference between HV-MOS and conventional MOS is the lateral non-uniform doping in the channel and the drift region, which affects the capacitances depending on the bias regime. The unique behavior of $C_{GD}$ in high voltage devices has been analyzed in detail in the literature [50, 51, 53]. Frére et al. [50] showed that the peaks in $C_{GD}$ are actually originating from LAMOS. Liu et al. [53] reproduced the peaks in $C_{GD}$ of VDMOS transistor using small signal analysis. Here, the effect of lateral non-uniform doping and drift region on capacitance characteristics of HV-MOS will be separately analyzed and compared with conventional MOS characteristics [56]. To analyze the capacitance behavior of HV-MOS, we will divide the analysis in two parts - Impact of lateral non-uniform doping and drift region. For this we will have four cases as shown in Fig. 2.8: (1) Conventional MOS with uniform doping in the channel and (2) Lateral Non-uniformly doped or Lateral Asymmetric MOS (LAMOS) with lateral doping gradient in the channel, (3) Conventional MOS with uniform doping in the channel and a drift region to sustain high voltage, and (4) LAMOS with a drift region to sustain high voltage. The intrinsic drain potential in Fig. 2.8(b) will be called $V_K$, which is the point where channel meets the drift region.

2.3.1 Effect of Lateral Non-uniform doping

Here we will explain, how lateral non-uniform doping affects the small signal capacitance behavior of high-voltage MOSFETs. Fig. 2.8(a) shows the device architecture under study. To see the impact of lateral non-uniform doping on capacitances, let's start with $C_{GD}$ capacitance. Fig.
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Figure 2.8: Device architectures of ($L_{ch}$=2µm): (a) Conventional MOSFET with uniform doping and LAMOS with lateral doping gradient in the channel. The lateral doping gradient is approximated by the complementary error function $N_A(x) = N_S.\text{erfc}[k_n(\xi)]$ [57, 58, 59], where $\xi = \frac{x}{L_{ch}}$ is the normalized position along the channel, $k_n$ is a parameter representing the doping gradient. The doping level at the source side of the channel ($N_S$) is highest and decreases towards the drain in the channel region. Higher $k_n$ means sharp decrease in the doping level from source to drain and vice-versa. (b) Conventional MOSFET with uniform doping and LAMOS with lateral doping gradient in the channel and a drift region to sustain high voltage.

2.9 shows the $C_{GD}$ vs. $V_{GS}$ using device simulation for different drain voltages. As expected, the $C_{GD}$ at $V_{DS} = 0$ for conventional MOS stays low values for $V_{GS} < V_T$ (threshold voltage). As $V_{GS}$ starts to increase beyond $V_T$, the $C_{GD}$ increases sharply and saturates to $\frac{1}{2}WLC_{OX}$. The situation is completely different for LAMOS. Due to lateral non-uniform doping, the $C_{GD}$ starts increasing as soon as $V_{GS}$ is more than the surface inversion potential at drain side. It means that the inversion at the drain side starts at lower values of $V_{GS}$ than source side because of the lower doping at the drain end compared to source end. As $V_{GS}$ keeps on increasing, the inversion in the channel propagates from drain towards source and $C_{GD}$ keeps on rising. Once $V_{GS}$ is greater than the surface inversion potential at source side (or $V_T$ of LAMOS), the $C_{GD}$ starts to fall [51]. This can be explained by the fact the rise in inversion charge is exponential for $V_{GS} < V_T$ and after that rise gets slower ultimately becoming linear function of $V_{GS}$. In strong
Figure 2.9: The gate-to-drain capacitance $C_{GD}$ vs. $V_{GS}$ for $V_{DS} = 0$, 1 and 2V. The lateral non-uniform doping in LAMOS produces peaks in $C_{GD}$ capacitances at low drain bias.

Figure 2.10: The gate-to-source capacitance $C_{GS}$ vs. $V_{GS}$ for $V_{DS} = 0$, 1 and 2V. The lateral non-uniform doping in LAMOS produces peaks in $C_{GS}$ capacitances around $V_{GS} = V_T$.

inversion ($V_{GS} \gg V_T$), the $C_{GD}$ saturates to some value equal to or higher than $\frac{1}{2}WLCOX$ depending on the doping gradient in the channel [58, 59]. The impact of different doping gradients on capacitances will be explained later in this section. Increasing drain voltage reduces the peak due to depletion at drain side. For sufficiently high values of drain voltages, there may not exist any peak in $C_{GD}$ (e.g. $V_{DS} \geq 2V$ in Fig. 2.9).

Another interesting property of LAMOS capacitances is seen on $C_{GS}$ and $C_{GG}$ behavior as shown in Fig. 2.10 and Fig. 2.11. The $C_{GS}$ at $V_{DS} = 0$ is similar to MOSFET (except lower values due to low doping in the drain side), where the increase in $C_{GS}$ occurs when channel gets inverted ($V_{GS} \geq V_T$). The situation is quite different for $V_{DS} > 0$. For $V_{DS} < V_{GS} - V_{TD}$ (threshold voltage corresponding to the doping at drain), the $C_{GS}$ is slightly higher than its value at $V_{DS} = 0$ and behaves similar to the MOS capacitance. But if $V_{DS} > V_{GS} - V_{TD}$, the
2.3 AC behavior of HV-MOSFETs

Figure 2.11: The gate-to-gate capacitance $C_{GG}$ vs. $V_{GS}$ for $V_{DS} = 0, 1$ and $2$V. The lateral non-uniform doping in LAMOS produces peaks in $C_{GG}$ capacitances, when $V_{GS}$ is around threshold voltage for small nonzero $V_{DS}$.

It is interesting to note that $C_{GG}$ also has small peaks for $V_{DS} = 1$V as shown in Fig. 2.11, which was also shown in [60] for nonzero small $V_{DS}$. These peaks in $C_{GG}$ can be explained by the fact that for $V_{GS} < V_T$, the source end of the channel is still in weak inversion while drain end is in depletion. Once $V_{GS}$ reaches close the $V_T$, there will be sudden flow of charge from source side giving sharp increase in $C_{GG}$. This is not the case with the $C_{GG}$ of conventional MOS, where continuous supply of charge is maintained from source side due to uniform doping. Also note that for low drain voltages, there will be large supply in the charge from drain end also once it comes out of depletion which again helps in increasing the total channel charge. Note that the peak vanishes as $V_{GS}$ increases significantly above threshold voltage as now inversion charge is being supplied from both source and drain, and now gate charge is a linear function of gate voltage. For high values of drain voltages, no peak is observed, as charges entering from source end also contributes in removing the depletion at the drain side. Hence, the peak in $C_{GG}$ occurs for small nonzero values of $V_{DS}$, when $V_{GS}$ is around threshold voltage (source end entering into strong inversion from weak/moderate inversion). Another note on the $C_{GG}$ of LAMOS is that the dip (lowest value) is lower compared to $C_{GG}$ of MOS. This is due to the lower doping in the drain side which produces sharper and lower dip on $C_{GG}$. This can also be analyzed using segmentation approach, where LAMOS channel can be divided in several smaller channel length MOS with uniform doping in each channel but varying across different MOS giving equivalent non-uniform doping also called graded channel approach [60, 61].
The drain-to-gate capacitance $C_{DG}$ vs. $V_{GS}$ for $V_{DS} = 0, 1$ and $2V$. The lateral non-uniform doping in LAMOS produces peaks in $C_{DG}$ capacitances. The peaks in the $C_{DG}$ can be higher than $WLC_{OX}$ depending on the doping profile and drain voltage [58]. The bias dependent partitioning scheme [62, 63] also explain these peaks.

The behavior of $C_{DG}$ capacitances is also quite different for LAMOS [60, 64, 62, 63] as shown in Fig. 2.12. Similar to other capacitances of LAMOS, peaks are also observed on $C_{DG}$. The peak in $C_{DG}$ at $V_{DS} = 0$ can be explained similar to the peak in $C_{GD}$ at $V_{DS} = 0$. As gate voltage increases, the drain end of the channel gets inverted and $C_{DG}$ starts increasing till source end get inverted and after that it decreases and saturates. In fact $C_{GD}$ and $C_{DG}$ are exactly same for $V_{DS} = 0$. But for nonzero drain voltages, $C_{DG}$ has totally different behavior than $C_{GD}$. At $V_{DS} = 1V$, note that the peak increases because a change in gate voltage induces a change in the channel potential (the perturbed channel potential becomes negative), which in turn causes a change in charge distribution and the combined effect increases the peak [62, 63]. To understand why perturbed channel potential can become negative to increase the small signal charge, consider the situation, when the source end is weakly inverted and drain end is strongly inverted. In this case the transistor can be thought of a series combination of two transistors with different threshold voltages, where the one near the source is weakly inverted and near the drain end is strongly inverted. Now let $Q_S$ and $Q_D$ be the charge at the source and drain end of the strongly inverted transistor. The current flowing through the transistor is proportional to $Q_S^2 - Q_D^2$ [62, 63, 65, 66]. The weakly inverted transistor in series forces current to be very small, therefore $Q_S^2 \approx Q_D^2$. Now as gate voltage increases both $Q_S$ and $Q_D$ will change and we have $\delta Q_S \cdot Q_S \approx \delta Q_D \cdot Q_D$. As drain end is kept at a fixed channel potential and is in strong inversion $\delta Q_D \approx C_{OX} \delta V_{GS}$. So we have $\delta Q_S / \delta V_{GS} = (Q_D/Q_S) C_{OX}$. As $Q_D > Q_S$ in this situation (because the drain end has lower doping), we have $\delta Q_S / \delta V_{GS} > C_{OX}$, which is only possible if the channel potential goes negative and aids the gate voltage. Depending on the doping profile in the channel and drain voltage, the peak in $C_{DG}$ may even increase above $WLC_{OX}$ in presence of a gate voltage [62, 58].

The above analysis was made using single value of doping gradient $(k_n)$ in the channel of LAMOS. If the value of doping gradient $(k_n)$ is increased giving sharper doping profile
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Figure 2.13: Effect of different doping gradients ($k_n$) on LAMOS: (a) Normalized $C_{GD}$ and (b) normalized $C_{GS}$ at $V_{DS}=0$. Note that the peak in $C_{GD}$ increases, while $C_{GS}$ in strong inversion decreases with increase in doping gradient. The $k_n=0$ corresponds to uniformly doped MOSFET.

in the channel, the peaks on $C_{GD}$ increases and value of $C_{GS}$ decreases in strong inversion, while the rising slope on both capacitances decreases [58] as shown in Fig. 2.13(a) and (b). The lateral doping gradient in the channel also affects DC characteristics of LAMOS. Higher doping gradient increases the saturation voltage and saturation current on the output characteristics as shown in Fig. 2.14. The prolonged linear region in the output characteristics and peaks/slopes on capacitances can be explained by the fact that doping gradient changes the surface potential required for the inversion across the channel decreasing from source to drain.
Figure 2.14: Effect of different doping gradients ($k_n$) on LAMOS: Normalized drain current $I_D$ at $V_{GS}=3V$ (strong inversion). Note that the linear region extends, current as well as saturation voltage increases and $R_{ON}$ decreases with increase in doping gradient. The $k_n=0$ corresponds to uniformly doped MOSFET.

2.3.2 Effect of drift region

Fig. 2.8(b) shows the device architecture under study. The effect of the drift region (without any gate overlap) is to lower the $C_{GD}$ capacitance value in strong inversion (see LAMOS with drift region in Fig. 2.15). It is interesting to note that the $C_{GD}$ for a conventional MOS with drift (e.g. DEMOS or LDD-MOS transistor) also shows decrease of capacitance at higher gate bias, but it should not be confused as peak in capacitance because it is always less than or equal to $\frac{1}{2} W L C_{OX}$ (see MOS with drift in Fig. 2.15). The rising part of $C_{GD}$ is mainly given by lateral asymmetry in the channel as explained above, while the fall in $C_{GD}$ is heavily affected by the drift region also demonstrated in Fig. 2.15. As mentioned earlier, the lateral non-uniform doping produces peaks in $C_{GG}$ and $C_{GS}$ around threshold voltage. The drift region gives higher peaks and also shifts the position of peaks as shown in Fig. 2.16 and Fig. 2.17 for nonzero $V_{DS}$. To understand it better, we can write the normalized $C_{GG}$ expression as,

$$C_{GG} = \frac{dQ_G(V_G, V_K, V_S, V_B)}{dV_G} = \frac{\partial Q_G(V_G, V_K, V_S, V_B)}{\partial V_G} + \frac{\partial Q_G(V_{GS}, V_K, V_S, V_B)}{\partial V_K} \frac{dV_K}{dV_G}$$

(2.1)

Here $V_K$ is the intrinsic drain potential (the point where LAMOS meets drift region in high voltage devices) as shown in Fig. 2.8. If there is no drift region, then $V_K = V_D$ and second term in (4.26) vanishes as $\frac{dV_K}{dV_G} = 0$. In the presence of the drift region, $V_K$ is not fixed and will vary to maintain a constant current from drain to source. If there is a slight positive change $\partial V_G$ in $V_G$, the LAMOS current will increase. Now to increase the current in the drift region to the level of LAMOS, $V_K$ should decrease as $V_D$ is fixed. Larger the drift resistance, larger
Figure 2.15: The gate-to-drain capacitance $C_{GD}$ vs. $V_{GS}$ for $V_{DS} = 0, 1$ and $2$V. The value of $C_{GD}$ is lowered due to drift region. Higher the value of drift resistance (quasi-saturation or current crowding effect), sharper will be the decrease in $C_{GD}$ capacitance.

should be the drop in $V_K$. Thus $\frac{dV_K}{dV_G}$ will be negative for positive values of $\partial V_G$ and from (4.26), it is evident that $C_{GG}$ of any high voltage device would be larger than $C_{GG(LAMOS)}$ and will increase with higher drift resistance for nonzero $V_{DS}$. From modeling point of view, a good model for HV-MOS needs both excellent modeling of intrinsic MOS channel (which provides $C_{GG(LAMOS)}$) and drift region (which dictates derivative of $V_K$) [58, 54, 67].

Similarly $C_{GS}$ can be expressed as,

$$C_{GS} = - \frac{Q_G(V_G, V_K, V_S, V_B)}{dV_S}$$

$$= - \frac{\partial Q_G(V_G, V_K, V_S, V_B)}{\partial V_S} - \frac{\partial Q_G(V_G, V_K, V_S, V_B)}{\partial V_K} \frac{dV_K}{dV_S}$$

If there is a slight positive change $\partial V_S$ in $V_S$, the LAMOS current will decrease. Now to decrease the current in the drift region to the level of LAMOS, $V_K$ should increase as $V_D$ is fixed. Larger the drift resistance, larger should be the increase in $V_K$. Thus $\frac{dV_K}{dV_S}$ will be positive for positive values of $\partial V_S$ and from (2.2), it is evident that $C_{GS}$ of any high voltage device would be larger than $C_{GS(LAMOS)}$ and will increase with higher drift resistance for nonzero $V_{DS}$.

Above analysis of capacitances did not include the drift region with gate overlap. The effect of gate overlap in the drift region is to increase the capacitances as the total gate charge increases due to the accumulation of electrons in the overlap region for positive gate voltages or vice-versa. There is also diffusion of charges from gate overlapped drift region into LAMOS in HV-MOS, which again helps in increasing the total gate charge [52].
Figure 2.16: The gate-to-source capacitance $C_{GS}$ vs. $V_{GS}$ for $V_{DS} = 0$, 1 and $2\text{V}$. The peak and value of $C_{GS}$ is increased due to drift region. Higher the value of drift resistance (quasi-saturation or current crowding effect), sharper will be the increase in $C_{GS}$ capacitance.

Figure 2.17: The gate-to-gate capacitance $C_{GS}$ vs. $V_{GS}$ for $V_{DS} = 0$, 1 and $2\text{V}$. The peaks in $C_{GG}$ is increased due to drift region. Higher the value of drift resistance (quasi-saturation or current crowding effect), sharper will be the peaks in $C_{GG}$ capacitance.
2.4 Conclusion

In this chapter, an overview of high voltage MOSFET architecture was presented. Three main device architectures of high-voltage devices, Drain-Extended MOSFET, Lateral double-diffused MOSFET and Vertical double-diffused MOSFET, normally used with CMOS technology, were discussed. Several advantages and disadvantages of these architectures were also pointed out. Due to several different types of asymmetric architectures, there has been no single model for these devices.

The important DC effects quasi-saturation, self-heating and impact ionization were described. The quasi-saturation effect, which originates due to velocity saturation or current crowding in the drift region has been a major problem in these devices as it gives high on resistance, which is not desired. Also modeling of this effect has been a great challenge. The self-heating effect is another unwanted effect observed in high voltage devices. The high voltage and current gives rise to high power dissipation, which in turn increases the temperature inside the device. The rise in temperature severely affects the device characteristics giving rise to negative resistance on output characteristics. The modeling of this effect has also been a problem in the past. Even today, there are no compact expressions to describe this effect in high voltage devices. The impact ionization effect occurs due to high field in the device. The impact ionization in the high voltage devices occurs at both places, the intrinsic MOS and drift region. The impact ionization in the intrinsic MOS region occurs at low to medium $V_{GS}$ for certain $V_{DS}$, while impact ionization in the drift region dominates at higher gate voltages. Also the impact ionization current in the drift region does not decrease with increase in gate voltage, which is not the case in conventional MOSFET, where it decreases after giving a peak in the drain current.

An in depth study of high voltage MOSFET capacitance was carried out by separately analyzing the impact of lateral non-uniform doping and drift region. It was demonstrated that the capacitance peaks in high voltage MOSFET at low gate bias are dominated by lateral non-uniform doping while at higher gate bias, the decrease in capacitances is affected by both the lateral non-uniform doping as well as the drift region. One of the major capacitance, which gets affected by lateral non-uniform doping is the $C_{GD}$. The early rise in $C_{GD}$ was explained by the early inversion at the drain side which then propagates towards source with increase in the gate voltage. It was demonstrated that the drift resistance will always decrease the capacitance value for positive gate bias in N-type DMOS and for negative gate bias in P-type DMOS. The effect of gate overlap in the drift region is to increase the capacitance due to accumulation charge for positive gate bias for N-type DMOS or vice-versa. From this study, it is clear that an accurate high voltage MOS model needs to correctly model the lateral non-uniform doping (which has been a great challenge) and drift region behavior especially for RF LDMOS, where small signal capacitances plays the main role in device performance.
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Chapter 3

EKV-based Scalable General High Voltage MOSFET Model

The accurate compact modeling of High Voltage (HV) MOS transistors has always been a great challenge in the device modeling community. This is due to the fact that the charges and field associated with the drift region and intrinsic MOS have very complex dependence on the external terminal biases owing to the asymmetric device architecture. Though many groups around the world have attempted to model the different architectures of HV MOS transistors using different approaches, most of these are sub-circuit models. To the best of our knowledge, in the literature, there is no available compact general HV MOS model (i.e. a single model for any HV MOS device e.g. LDMOS and VDMOS) capable of combining the accuracy, speed, scalability for both DC and AC domains. Acceptable simulation accuracy is obtained by the use of adopted macro-models based on conventional low voltage modules [1, 2], but these macro-models are not physical and do not take into account the special phenomena of HV devices. Some compact models have also been reported in the literature with better accuracy [3, 4, 5, 6, 7, 8, 9, 10]. Halleweyen et al. [3] and Aarts et al. [8] reported surface potential based LDMOS models but only for DC operations. Previously Aarts et al. [7] reported a physical LDMOS model for both DC and AC operations, however scalability of the model has not been shown. Other models reported in the literature show reasonable accuracy in DC operation [4, 5, 6, 9, 10], but do not show model validity for AC operation under different biasing conditions and model scalability especially with temperature, drift length and number of fingers.

In this chapter, a modeling strategy for HV MOS transistors based on the scalable drift resistance [11, 12] and the use of EKV2.6 MOSFET model [13] as a core for the intrinsic MOS channel is presented [14, 15]. The strategy is optimized according to the fast convergence and good accuracy criteria. The model is stable and robust in the entire bias range useful for circuit design purpose. An important aspect of this general model is the scalability of the model with physical and electrical parameters along with the correct modeling of quasi-saturation and self-heating effect. The model is validated on the measured characteristics of two widely used high voltage devices in the industry i.e. LDMOS [16] and VDMOS [17] devices, and implemented on commercial circuit simulators like SABER (Synopsys), ELDO (Mentor Graphics), Spectre (Cadence) and UltraSim (Cadence). The accuracy of the model is better than 10% for DC I-V and g-V characteristics and shows good behavior for all capacitances which are unique for these devices showing peaks and shift of peaks with bias variation. Also the model exhibits excellent
Figure 3.1: (a) Schematic representation and (b) device architecture of 40V SOI-LDMOS transistor from I2T100 AMIS technology. The separation boundary between the intrinsic MOSFET and the drift region is the metallurgical junction of the PIN diode.

Figure 3.2: High Voltage MOSFET modeling strategy.

scalability with transistor width, drift length, number of fingers and temperature.

3.1 Behavior of surface potential in the drift region

The LDMOS device architecture under study is shown in Fig. 3.1(a). The channel of the LDMOS transistor is obtained by a double diffusion process and not by photolithographic process. Consequently, this transistor has gradual doping profile in the channel decreasing from source to the intrinsic drain ($V_K$) of the device. The second part of the device, i.e. the drift zone,
sustains the high voltage applied on the drain terminal of the device. The device presents a gate overlap over both the channel and the drift region, involving the possibility to obtain operation regions where the intrinsic channel is inverted and accumulation/depletion may exist in the drift region under gate.

Fig. 3.2 shows the modeling strategy used in this chapter. The HV MOS is divided into low voltage MOS channel and a drift region. The major issue in HV MOS modeling that make standard low-voltage MOSFET models un-applicable is the bias dependence of the drift resistance ($R_{Drift}$) with both gate and drain voltages. Consequently, the efforts in this chapter will be concentrated on different solutions to analytically describe the main dependencies of $R_{Drift}$, in all operation regimes using simple analytical expressions. The modeling of the intrinsic MOS channel is carried out using EKV model [13]. To understand the behavior of drift region, 2-D numerical device simulation is performed using ISE-DESSIS. The idea is to separate the device into physically significant regions and then to inspect and model them independently. The separation boundary between the intrinsic MOS transistor and the drift region is the metallurgical junction of the PIN diode (see $V_K$ point in Fig. 3.1(b)). Fig. 3.3 shows the plot of $V_K$ for different gate and drain voltages. Fig. 3.3(a) and Fig. 3.3(b) show the $V_K$ vs. $V_{GS}$ and $V_{DS}$ respectively [18]. The unique behavior of $V_K$ can be explained by considering the variation of the channel and drift resistance with bias. Initially as $V_{GS}$ increases, most of the drain voltage drop occurs across intrinsic MOS channel as channel resistance is very high compared to drift resistance. With increasing $V_{GS}$, channel resistance drops sharply compared with drift resistance and at some bias condition, channel resistance becomes equal to drift resistance. This is the point, where, the peak in $V_K$ occurs on $V_K – V_{GS}$ characteristics (see Fig. 3.3(a)). If $V_{GS}$ keeps on increasing after this point, $V_K$ keeps on decreasing as drift resistance now dominates compared to channel resistance. This same explanation can be easily associated with $V_K – V_{DS}$ characteristics also (Fig. 3.3(b)). Please note that the effect of drift resistance is observed in the linear region only (see Fig. 3.3(b)). There are two interesting points to note here. First, the major $V_{DS}$ drop occurs across the drift region, which is also the desired feature. Second, the $V_K$ behavior is quite different in the linear region while it saturates or varies slowly at higher drain voltages. This analysis also points out the importance of the modeling of the drift region in the linear region.

### 3.2 GENERAL DRIFT RESISTANCE MODEL

Fig. 3.4(a) and 3.4(b) show the schematics of high voltage VDMOS and LDMOS devices, respectively. Even though, here simple device architectures are shown, the model can be used, as described earlier for any HV device which uses extended drift region to handle the high voltage applied at the drain terminal e.g. LDMOS with thin or thick oxide (shown in Fig. 3.1(a)) etc.

As discussed in the previous chapter, the intrinsic drain voltage ($V_{DK}$) always remains at low values for entire bias domain [18]. Based on this understanding, we consider our device divided into an intrinsic MOSFET region and a drift region, where the intrinsic transistor part is modeled by using low voltage EKV model [13] described in the next section while modeling of drift region is carried out by using bias dependent resistance explained below. The motivation to use a resistance to model the drift region is to get the fast convergence along with excellent
accuracy. The simplest resistance expression could be a constant resistance. Fig. 3.5 shows the transfer characteristics ($I_{DS} - V_{GS}$) using constant resistance (dash lines) as drift resistance. It can be seen that the constant resistance accurately models the low drain and low to medium gate bias behavior, as at low drain bias, the intrinsic transistor drives the current while the drift region behaves like a constant resistor. Another interesting remark is that the fixed resistance cannot model the behavior of the device at low $V_{DS}$, when high gate voltage is applied. The explanation for this deviation comes from the accumulation charge sheet, which extends into
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Figure 3.5: $I_{DS}$ vs. $V_{GS}$ for $V_{DS}$=0.1 to 0.5V for 50V VDMOS transistor. The constant resistance along with the accumulation charge sheet effect provides excellent accuracy at low drain bias.

Figure 3.6: $I_{DS}$ vs. $V_{DS}$ for 50V VDMOS transistor. The modeling of velocity saturation effect on drift resistance provides good behavior in the linear region.

In order to simulate the above described effect, a slight reduction of the drift resistance with the gate voltage is introduced in the model:

$$R_{Drift} = \frac{R}{1 + \theta_{Acc} \cdot |V_{GS}|} \quad (3.1)$$

where $R$ is the constant resistance, $\theta_{Acc}$ is the gate bias modulation parameter (effect of accumulation charge sheet on $R_{Drift}$) and $V_{GS}$ is the applied gate voltage. The value of $R$ can be obtained by extracting the silicon resistivity and then calculating the global resistance function of the geometrical dimensions, if the doping concentration of the drift zone is known. The model behavior using (3.1) is shown in Fig. 3.5 by solid lines. It can be observed that the matching between the simulation and measured data is excellent. Thus, it can be concluded that (3.1) correctly reproduces the physics inside the device. Moreover, this expression proves to be highly efficient in terms of implementation as it uses the simplest representation and the minimum number of parameters for the description of the physical phenomenon at low gate and drain bias. Fig. 3.6 shows the $I_{DS} - V_{DS}$ characteristics using drift resistance derived above by dash lines. It is easily observable that even though above derived expression showed excellent characteristics at low $V_{DS}$, it is not working well at higher $V_{DS}$. It is also important to mention that once the current saturates in the intrinsic MOS transistor, the drift part has no influence on the current. Consequently, the drift part only affects the linear regime of the output characteristics. Although, this influence seems to be limited, the transition from linear to saturation is very sensitive to the drift resistance variation. The delayed transition between linear and satu-
ration regime at high gate voltages occurs due to the carrier velocity saturation in the drift and is equivalent to an increase in the resistance of the drift region. In literature, the carrier velocity saturation effect on the current is modeled using hyperbolic dependence of the electric field across the region. It means that this dependence would be linear for the resistance. Thus, in order to simulate the carrier velocity saturation dependence using the drift resistance expression, a direct dependence on the field applied in the drift region is introduced as:

\[ R_{\text{Drift}} = R \cdot \left[ 1 + \left( \frac{V_{DS} - V_K}{V_{SAT} L_{DR}} \right)^{\alpha_{vsat}} \right] \left( 1 + \theta_{\text{Acc}} \cdot |V_{GS}| \right) \]  

(3.2)

Where \( V_{SAT} \) and \( \alpha_{vsat} \) are the velocity saturation parameters. \( L_{DR} \) is the length of the drift region. The mobility is considered constant all over the current path and the electric field uniformly distributed along the length of the drift region. Solid lines in Fig. 3.6 show the drain current using (5.3), which proves that this expression takes into account major physical phenomena in the drift region.

The final expression for the drift resistance including geometry and temperature effects can be written as [11, 12]:

\[ R_{\text{Drift}} = R_{\text{Drift0}} \cdot \left[ 1 + \left( \frac{V_{DS} - V_K}{V_{SAT} L_{DR}} \right)^{\alpha_{vsat}} \right] \cdot \left[ 1 \pm (k_{rd} - 1) \cdot \left( \frac{N_F - 1}{N_F + N_{CRIT}} \right) \right] \cdot (1 + \alpha_T \cdot \Delta T) \]  

(3.3)

where \( R_{\text{Drift0}} \) is the value of the drift resistance at low bias voltage defined as

\[ R_{\text{Drift0}} = \rho_{\text{Drift}} \cdot \left( \frac{L_{DR}}{(W + \Delta W) \cdot N_F} \right) \]  

(3.4)

Where \( \rho_{\text{Drift}} \) is the resistivity per unit length at room temperature (\( T = 300K \)). \( W, \Delta W \) and \( N_F \) represent the width, width offset and number of fingers respectively. \( N_{CRIT} \) and \( k_{rd} \) are the parameters for drift scaling with number of fingers. The “+” sign is used for drain-on-side devices while “−” sign is used for drain-all-around devices. \( \alpha_T \) is the temperature coefficient of the drift region and \( \Delta T \) is the difference in ambient temperature with normal room temperature (\( T = 300K \)).

### 3.3 CHARGE EVALUATION based on EKV MODEL

The main reason behind using EKV MOSFET model [13] for intrinsic channel is that EKV model has physical expression for current and charges, which are continuous from weak to moderate to strong inversion. Another important characteristic of the EKV model is that compared with other existing MOS models (e.g. BSIM), it uses less number of parameters, most of which are all physical. The intrinsic drain-to-source current (\( V_K \) to \( V_S \) in our model) in EKV model is given as

\[ I_{KS} = I_S(i_f - i_r) \]  

(3.5)
where $I_S$ is the specific current \[13\] defined as

\[
I_S = 2 \cdot n \cdot \beta \cdot U_T^2
\]

where $U_T = \frac{kT}{q}$ is the thermal voltage, $n$ is the slope factor, $V_T$ is the threshold voltage, $\gamma$ is the body effect parameter and, $C_{ox}$ is the oxide capacitance per unit area. The normalized forward current $i_f$ and normalized reverse current $i_r$ are defined as

\[
i_f = \left[ \ln(1 + e^{\frac{v_p - v_s}{2}}) \right]^2,
\]

\[
i_r = \left[ \ln(1 + e^{\frac{v_p - v_k}{2}}) \right]^2,
\]

where $v_p = \frac{V_P}{U_T}$, $v_s = \frac{V_S}{U_T}$, $v_k = \frac{V_K}{U_T}$ are the normalized pinch-off ($V_P = \frac{V_{GS} - V_T}{n}$), source and intrinsic drain voltage respectively \[13\].

The total gate charge is the sum of the charges related to intrinsic-drain ($V_K$), source, body and drift. The charges associated with the intrinsic MOS are directly obtained from EKV model \[13\].

The $R_{Drift}$ expression (3.3) used above for current modeling does not provide the correct behavior for intrinsic drain voltage ($V_K$) at low-gate/high-drain biases, as this resistance in actual case should rise to Giga-ohm at low-gate/high-drain biases. The preceding statement is verified by the fact that at low gate bias, the drift region is in depletion and most of the voltage drop applied on drain terminal occurs in this region and the current is very small. But this resistance provides accurate current prediction because at low-gate/high-drain bias (intrinsic MOS in saturation), the current is well modeled by the intrinsic MOS part. The impact of the intrinsic drain potential ($V_K$) on AC characteristics was shown by Hefyene et al. \[19\], \[20\]. The correct $V_K$ behavior is not only important for the peaks of capacitances which are very specific to high voltage devices, it is also extremely important for the position of the peaks with gate and drain bias. Thus it is extremely important to first obtain the correct $V_K$ behavior with gate and drain bias. In literature, this is obtained using interpolation between $V_K$ in the linear region and $V_{Ksat}$ in the saturation region to limit the value of $V_K$ to $V_{Ksat}$ \[3\]. In this work, the accurate $V_K$ value, which is used in the calculation of accumulation charge, can be obtained by backtracking of K-node charge as given below. The motivation for this strategy is to get the impact of current saturation on charge and then on $V_K$.

The $V_K$ behavior which has great impact on capacitance of high voltage devices \[19\], \[20\], is obtained by backtracking of K-node charge or current backtracking \[21\], \[14\]. The normalized potential $v_k$ is expressed as a function of $v_p$ and $q_k$ (normalized inversion charge density at $V_K$) as \[21\]

\[
v_k = v_p - (2 \cdot q_k + \ln q_k)
\]
Figure 3.7: Intrinsic-drain potential $V_K$ vs. $V_{GS}$ for $V_{DS}=1$ to 5V in steps of 1V for VDMOS transistor. The decrease in $V_K$ is caused by drift region.

Figure 3.8: Intrinsic-drain potential $V_K$ vs. $V_{DS}$ for $V_{GS}=0.5$ to 3V in steps of 0.5V for VDMOS transistor.

where $q_k$ is expressed as [21]

$$q_k = \sqrt{i_r + 0.25} - 0.5.$$  

(3.13)

Thus $V_K$ can be easily expressed as

$$V_K = U_T \cdot [v_p - \{2 \cdot (\sqrt{i_r + 0.25} - 0.5) + \ln(\sqrt{i_r + 0.25} - 0.5)\}]$$  

(3.14)

The intrinsic drain potential ($V_{K}$) behavior obtained by this method shows excellent agreement with literature [22] (see Fig. 3.7 and 3.8).

The normalized drift accumulation charge density can be written as

$$q_{drift} = v_q - v_{fb,drift} - \psi_{s,drift}.$$  

(3.15)

where $v_{fb,drift}$ is the normalized flat-band voltage of drift region and $\psi_{s,drift}$ is the normalized surface potential in the drift region. The total drift accumulation charge is obtained by integrating the drift charge density over the gate overlap length, assuming $\psi_{s,drift}$ varies linearly in the drift region also validated from numerical device simulation.

Thus total gate charge can be written as,

$$Q_G = Q_S + Q_K + Q_B + Q_{Drift},$$  

(3.16)

where $Q_S$, $Q_K$ and $Q_B$ are the charges related to source, intrinsic drain and body node respectively, obtained from EKV MOS model [13].

The capacitances are defined using standard method as:

$$C_{ij} = \begin{cases} -\frac{\delta Q_i}{\delta V_j} & i \neq j \\ +\frac{\delta Q_i}{\delta V_j} & i = j \end{cases}$$
3.4 Modeling of Quasi-Saturation and Self-Heating Effects

As discussed in the previous chapter, the high voltage devices show some special effects due to high electric field inside the device e.g. self-heating, quasi-saturation and impact ionization effects. In fact some of these effects (self-heating and impact ionization) are also visible in low voltage MOSFETs as electric field in these devices also becomes quite high as channel length is decreased. Here we will discuss, the modeling of these effects.

3.4.1 Quasi-Saturation Effect

The quasi-saturation effect is one of the unique effect observed in HV devices. This effect originates due to velocity saturation in the drift region when intrinsic MOS is still not saturated. If drift is velocity saturated and intrinsic MOS is in linear region, the increase in $V_{GS}$ does not increase current level significantly and gate bias has small effect. As our drift resistance already includes the velocity saturation in the drift, the quasi-saturation effect is easily modeled by this model.

3.4.2 Self-Heating Effect

The self-heating effect (SHE) represents the heating of the device due to its internal power dissipation. This effect appears when high levels of power are attained in the device. The dissipated heat leads to an increase in the internal temperature of the device. The internal temperature increase influences the device characteristics mainly by affecting the mobility, threshold voltage and velocity saturation. In the literature, this effect was mainly studied on the SOI devices and the proposed models for SHE are distributed or non-distributed models. As expected, better accuracy was obtained from distributed models, which offer a larger flexibility for the current simulation. Still, the clear advantage of the non-distributed models over the distributed ones is the parameter extraction procedure, as non-distributed approach offers a simple and efficient representation of the problem. Fig. 3.9 shows the equivalent sub-circuit used for the self-heating

![Diagram of the electro-thermal circuit for self-heating effect simulation.](image.png)
representation. This classical representation can be used for the DC, AC or transient simulation of the device in some critical regimes (other than analog operation).

In our model, the SHE is modeled using standard circuit shown in Fig. 3.9, where the thermal resistance \( R_{TH} \) and thermal capacitance \( C_{TH} \) varies dynamically with the device temperature [23, 24]. The extraction procedure for \( R_{TH} \) and \( C_{TH} \) has been discussed in [23, 24]. The expressions for thermal resistance and capacitance from [23, 24] are re-written here to complete this discussion.

The thermal resistance is expressed as [23, 24]

\[
R_{TH} = R_{THNOM}(T_e) \cdot [1 + \alpha \cdot (T_i - T_e)]
\] (3.17)

where \( T_e, T_i \) are the ambient and internal device temperatures, respectively and \( R_{THNOM} \) is also considered a linear function of the ambient temperature as follows:

\[
R_{THNOM}(T_e) = R_{THNOM}(300K) \cdot [1 + \alpha \cdot (T_e - 300K)]
\] (3.18)

One should note that in (4.12), the temperature increase, \( \Delta T = T_i - T_e \), at known ambient temperature is essentially given by SHE (related to the injected electrical power \( P_D \)), and consequently, \( R_{THNOM} \) could be considered as the nominal thermal resistance at zero injected power (at given ambient temperature \( T_e \)). The thermal capacitance \( C_{TH} = f(R_{TH}, \tau_w) \) and temperature coefficient of thermal resistance \( \alpha \) are extracted from \( I_{DS} - V_{DS} \) characteristics for different pulse widths \( \tau_w \) [23, 24].

### 3.4.3 Impact Ionization Effect

When the drain bias across the device increases, the electric field in the drift region also increases as a function drain bias. In this high field zone, the longitudinal electric field varies linearly and reaches its peak value at the drain junction. The impact ionization current (or avalanche current) can be expressed as

\[
I_{av} = (M - 1) \cdot I_D
\] (3.19)

Where \( M \) is called as Multiplication factor. Rossel et al. [25] developed the following approximate expression for \( M \) from impact ionization integral assuming low multiplication level.

\[
M - 1 \simeq 1 - \frac{1}{M} = (2.8 \cdot 10^{-73}) \cdot N_{eff}^3 \cdot V_{DS}^4
\] (3.20)

In the model implementation, we combined the constant \( 2.8 \cdot 10^{-73} \) with \( N_{eff} \) and used a single parameter \( N_{EFF} \). Thus multiplication factor \( M \) can be written as:

\[
M - 1 = N_{EFF}^3 \cdot V_{DS}^4
\] (3.21)

### 3.5 MODEL VALIDATION and RESULTS

This model is calibrated on the measured characteristics of a 50V VDMOS and 40V LDMOS devices provided by AMIS and BOSCH [17, 16]. The source and body are tied to avoid parasitic bipolar transistor for all measurements.
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Figure 3.10: Transfer characteristics of VDMOS transistor at low drain bias for $W=40\,\mu$m, $L=0.6\,\mu$m and $N_F=2$ at $T=30°C$: (a) $I_{DS}-V_{GS}$ for $V_{DS}=0.1V$-$0.5V$ in steps of 0.1V. The current at higher $V_{GS}$ is heavily affected by drift region. (b) $g_m-V_{GS}$ for $V_{DS}=0.1V$-$0.5V$ in steps of 0.1V. The sharp decrease in transconductance at higher gate bias can be explained by the dominance of drift resistance over channel resistance.

3.5.1 Case Study 1: VDMOS Transistor

The schematic representation of the VDMOS device (half of the device is shown as it is symmetrical along the vertical axis) under study is shown in Fig. 3.4(a). Fig. 3.10(a) shows the transfer characteristics for low drain bias, which demonstrates that the model provides accurate simulation of current and subthreshold slope. From Fig. 3.10(b), it can be observed that the model not only gives accurate values of peak in transconductance and its slope in the sub-threshold regime but also predicts the correct behavior after the peak, which is very important in circuit design. Fig. 3.11 shows the transfer characteristics for medium drain bias ($V_{DS}=1V$ to $5V$ in steps of $1V$). The drain current at higher gate voltages is heavily affected by the drift region. Fig. 3.12 (a) and (b) show the output characteristics and output-conductance, respectively, for different gate bias which show that not only the transition from linear to saturation regime in $I_{DS}$ is well simulated by the model, validating correct drift model, it also correctly simulates the self-heating effect in the output characteristics. The dips in output-conductance are also well predicted by the model. The first dip in $|g_{ds}|$ originates from self-heating effect, while second dip is caused by impact ionization effect. Capacitances $C_{GD}$ and $C_{GS} + C_{GB}$ obtained using this model, are shown in Fig. 3.13 (a) and (b), respectively. The special behavior of the high voltage capacitances, i.e. the peaks [7, 20] in $C_{GD}$ and $C_{GS}$ are well modeled. It can be seen that all the capacitances show good trend for the entire gate and drain bias range. It should be noted that in literature very few models have been successful in modeling the correct behavior of capacitances of HV MOS devices [1, 2, 7, 11, 12]. Furthermore the accuracy on capacitances can be improved by modeling the lateral non-uniform doping in the intrinsic MOS
Figure 3.11: Transfer characteristics at medium drain bias for $W=40\mu m$, $L=0.6\mu m$ and $N_F=2$ at $T=30^\circ C$: $I_{DS}$ and $g_m-V_{GS}$ for $V_{DS}=1V-5V$ in steps of $1V$ for VDMOS transistor.

Figure 3.12: Output characteristics of VDMOS transistor for $W=40\mu m$, $L=0.6\mu m$ and $N_F=2$ at $T=30^\circ C$ (a) $I_{DS}$ vs. $V_{DS}$ for $V_{GS} = 1.2, 1.5, 1.8, 2.1, 2.7$ and $3.3V$. Note self-heating effect (decrease in $I_{DS}$ with increase in $V_{DS}$) is correctly simulated. The discrepancy in the curves can be explained by the simultaneous optimization of drift resistance, self-heating effect, impact ionization effect and velocity saturation in MOSFET at high $V_{DS}$. (b) $|g_{ds}|$ vs. $V_{DS}$. Note peaks in output-conductances are correctly matched. The first dip in $|g_{ds}|$ originates from self-heating effect, while second dip is caused by impact ionization effect.
3.5 MODEL VALIDATION and RESULTS

Figure 3.13: (a) $C_{GD}$ vs. $V_{GS}$ and, (b) $C_{GS}+C_{GB}$ vs. $V_{GS}$ of VDMOS transistor for $V_{DS}=0$, 1V, and 2V. The sharp decrease in $C_{GD}$ at higher $V_{GS}$ is heavily affected by drift region. The discrepancy in the curves is due to assumption of constant doping in the channel and simplified drift charge evaluation. The accuracy on capacitances can be improved by modeling the lateral non-uniform doping present in the intrinsic MOS channel [20, 26, 27, 28].

Model Scalability: An important characteristic of any model is the scalability with physical and electrical parameters. Fig. 3.14 (a) shows the $I_{DS}$ and $g_m$ vs $V_{GS}$ characteristics for different temperatures. It can be seen that the model correctly simulates the variation of drain current, transconductance and most importantly the threshold voltage shift with temperature. An important observation is that ZTC (Zero-Temperature-Coefficient) point [29, 30, 31, 32, 33] is also well modeled in Fig. 3.14 (a). Fig. 3.14 (b) shows the $I_{DS}$-$V_{DS}$ curves for different temperatures, which demonstrates that the SHE is correctly modeled for entire temperature range. The scaling of the model is also tested for different device geometries. The transfer and output characteristics shown in Fig. 3.15 (a) and (b), respectively, demonstrate that the model scales well with different transistor widths. Note that the self-heating effect is more prominent for higher widths due to increased power dissipation. The variation of ON resistance ($R_{ON}$) with number of fingers ($N_F$) is modeled using $k_{rd}$ and $N_{CRIT}$ parameters in (3.3). Fig. 3.16 (a) shows that the $R_{ON}$ scaling with $N_F$ is well modeled for different widths for drain-all-around device. The decrease of $R_{ON}$ with number of fingers for drain-all-around device is caused by current spreading at the finger edges. Fig. 3.16 (b) shows the $R_{ON}$ scaling with $N_F$ for drain-on-side device. The increase in $R_{ON}$ with number of fingers for drain-on-side device is caused by the interaction of depletion regions of the neighborhood fingers. The $R_{ON}$ scalability with temperature is shown in Fig. 3.17 for different transistor widths. It can be seen that the increase
Figure 3.14: Demonstration of temperature scaling of VDMOS transistor for $W=40\,\mu m$, $L=0.6\,\mu m$ and $N_F=2$: (a) $I_{DS}-V_{GS}$ and $g_m-V_{GS}$ at $T=30^\circ C$, $85^\circ C$ and, $130^\circ C$. Note, the change in threshold voltage with temperature and peak in transconductance are correctly modeled. The ZTC-point [29, 30] is also well simulated. (b) $I_{DS}-V_{DS}$ at $T=30^\circ C$, $85^\circ C$ and, $130^\circ C$. Note self-heating effect is very well modeled at different temperatures. The decrease in slope in the linear region is caused by the increase in drift resistance with temperature.

Figure 3.15: Demonstration of width Scaling of VDMOS transistor for $W=20\,\mu m$, $40\,\mu m$, $160\,\mu m$, $L=0.6\,\mu m$ and $N_F=2$ at $T=30^\circ C$: (a) $I_{DS}-V_{GS}$ and $g_m-V_{GS}$ for $V_{DS}=0.1V$. (b) $I_{DS}-V_{DS}$ for $V_{GS}=2.7V$. The self-heating effect is more prominent for higher widths due to increased power dissipation.
Figure 3.16: (a) $R_{ON}$ with Number of fingers ($N_F$) for $W=40\,\mu m$ and $W \cdot N_F=5000\,\mu m$ at $V_{GS}=3.3V$ and $V_{DS}=0.5V$ for drain-all-around VDMOS transistor at $T=30^\circ C$. The decrease of $R_{ON}$ with number of fingers for drain-all-around device is caused by current spreading at the finger edges. (b) Relative On-resistance $\frac{R_{ON}}{R_{ON}|_{N_F=1}}$ with Number of fingers ($N_F$) for drain-on-side VDMOS transistor. The increase in $R_{ON}$ with number of fingers for drain-on-side device is caused by the interaction of depletion regions of the neighborhood fingers.

in $R_{ON}$ with temperature is excellently modeled for different transistor widths. Figure 3.17: $R_{ON}$ variation with temperature for $N_F=2$ and $W=20\,\mu m, 40\,\mu m, 160\,\mu m, 320\,\mu m$ for VDMOS transistor.
3.5.2 Case Study 2: LDMOS Transistor

The LDMOS devices (FND40 and FND100) used for the validation of the model are obtained from I2T100 AMIS Technology. The schematic representation of the LDMOS device under study is shown in Fig. 3.4(b) while device architecture of FND40 device is shown in Fig. 3.1. Fig. 3.18 (a) and (b) show the $I_{DS} - V_{GS}$ and $g_m - V_{GS}$ for $V_{DS}=0.1V$ to 0.5V, respectively. Fig. 3.19 and 3.20 show the $I_{DS}$ and $g_m - V_{GS}$ for $V_{DS}=1V$ to 5V, and $I_{DS} - V_{DS}$ characteristics respectively for 40V LDMOS, which demonstrate that the model provides correct simulation of current and transconductance for different bias conditions. The gate-to-drain and gate-to-gate capacitance curves shown in Fig. 3.21 (a) and (b) respectively demonstrate that the model predicts correct trend for capacitances. Furthermore the accuracy on capacitances can be improved by modeling the lateral non-uniform doping in the intrinsic MOS channel of high voltage devices [26, 27, 28]. The modeling of lateral non-uniform doping will be discussed in the next chapter.

Model Scalability: An important issue in any LDMOS model is the scalability with drift length for different voltage handling capability. Fig. 3.22 (a) and (b) show the transfer and output characteristics, respectively, of a 100V LDMOS transistor (FND100 device) on the same technology (as of FND40), which demonstrates that the model scales well with drift length. It should be noted that not only the self-heating effect [24] is well modeled in Fig. 3.22 (b) but also the quasi-saturation effect observed at higher gate biases. The 100V LDMOS transistor (FND100) has longer drift length, in comparison to 40V LDMOS transistor (FND40), to handle the higher drain voltages at drain terminal. The scalability of the model is also tested for $R_{ON}$ for different widths of LDMOS device. Fig. 3.23 shows the $R_{ON}$ vs. $V_{GS}$ for three different widths of 40V LDMOS device.

![Figure 3.18](image.png)
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Figure 3.19: Transfer characteristics of 40V LDMOS device ($W=40\,\mu m$, $L=1.2\,\mu m$ and $N_F=1$): $I_{DS}$-$V_{GS}$ for $V_{DS}=1V-5V$ in steps of 1V at $T=30^\circ C$.

Figure 3.20: Output characteristics: $I_{DS}$-$V_{DS}$ of 40V LDMOS device ($W=40\,\mu m$, $L=1.2\,\mu m$ and $N_F=1$) at $T=30^\circ C$. Note, the self-heating and impact ionization effects are correctly simulated.

Figure 3.21: (a) Plot of $C_{GD}$ vs. $V_{DS}$ at $V_{GS}=0V$ for 40V Bosch LDMOS device. (b) Plot of $C_{GG}$ vs. $V_{GS}$ at $V_{DS}=0V$ for 40V Bosch LDMOS device.
Figure 3.22: Drift Scaling ($W=40\mu m$, $L=1.2\mu m$ and $N_F=1$ at $T=30^\circ C$): (a) $I_{DS}-V_{GS}$ and $g_m$ $V_{GS}$ at $V_{DS} = 0.1V$, (b) $I_{DS}-V_{DS}$ for $V_{GS}=4, 4.5, 5, 6, 9$ and $12V$ for $100V$ LDMOS device.

Figure 3.23: Width Scaling: $R_{ON}$ vs. $V_{GS}$ for three different $W \times N_F$ for $40V$ LDMOS device at $T=30^\circ C$. 
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Figure 3.24: Schematic representation of 40V SOI-LDMOS transistor from I2T100 AMIS technology.

Figure 3.25: Transfer characteristics of 40V SOI-LDMOS transistor from I2T100 AMIS technology ($W=40\mu m$, $L=1.2\mu m$): (a) $I_{DS} - V_{GS}$ and, (b) $g_{m} - V_{GS}$ for $V_{DS} = 0.1 - 0.5V$ in steps of 0.1V. Note that, the value and position of the peaks on $g_{m}$ has been modeled very well.

3.5.3 Case Study 3: SOI - LDMOS device

Fig. 3.24 shows the device architectures of SOI-LDMOS transistor [34] on AMIS technology. The proposed model is also validated on the measured characteristics of SOI-LDMOS transistor from I2T100 AMIS technology. It should be noted that the model is same for all devices, thus showing the versatility of the model and hence called general model. Fig. 3.25 shows the $I_{DS} - V_{GS}$ and $g_{m} - V_{GS}$ characteristics for $V_{DS} = 0.1 - 0.5V$ in steps of 0.1V. Fig. 3.26 (a) and (b) show the the output characteristics ($I_{DS} - V_{DS}$ and $g_{ds} - V_{DS}$) for $V_{GS} = 4 - 13V$. Note, significant quasi-saturation effect can be seen on the output characteristics at higher gate voltages. It can be seen that model shows good behavior across different gate and drain bias region.
Figure 3.26: Output characteristics of 40V SOI-LDMOS transistor on I2T100 AMIS technology ($W=40\mu m$, $L=1.2\mu m$): (a) $I_{DS} - V_{DS}$ and, (b) $g_{ds} - V_{DS}$ for $V_{GS} = 4 - 13V$ in steps of 1V.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>TYPE</td>
<td>P-type/N-type</td>
<td>-</td>
</tr>
<tr>
<td>W</td>
<td>Channel Width</td>
<td>m</td>
</tr>
<tr>
<td>L</td>
<td>Channel Length</td>
<td>m</td>
</tr>
<tr>
<td>$N_F$</td>
<td>Number of fingers</td>
<td>-</td>
</tr>
<tr>
<td>COX</td>
<td>Oxide Capacitance</td>
<td>$F/m^2$</td>
</tr>
<tr>
<td>VT0</td>
<td>Long-channel Threshold Voltage</td>
<td>V</td>
</tr>
<tr>
<td>U0</td>
<td>Low Field mobility</td>
<td>$cm^2/Vs$</td>
</tr>
<tr>
<td>GAMMA</td>
<td>Body Effect Parameter</td>
<td>$\sqrt{V}$</td>
</tr>
<tr>
<td>PHI</td>
<td>Bulk Fermi Potential</td>
<td>V</td>
</tr>
<tr>
<td>E0</td>
<td>Mobility Reduction Coefficient</td>
<td>V/m</td>
</tr>
<tr>
<td>UCRIT</td>
<td>Longitudinal Critical Field</td>
<td>V/m</td>
</tr>
<tr>
<td>LAMBDA</td>
<td>Channel Length Modulation</td>
<td>-</td>
</tr>
</tbody>
</table>

3.6 Parameter Extraction and Model Calibration

Table 3.1, 3.2 and 3.3 show the list of main parameters used in the model. These basic parameters are used for modeling of any high voltage device at room temperature. The calibration procedure is described below and also shown in the flowchart (see Fig. 3.27). First threshold voltage and mobility is extracted using any standard extraction method [35, 36, 37, 38, 39]. Other standard EKV parameters [40] are extracted using methodology proposed in [41]. Once
### Table 3.2: Drift Parameters

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_{DR}$</td>
<td>Drift length</td>
<td>m</td>
</tr>
<tr>
<td>$L_{OV}$</td>
<td>Gate overlap in the drift region</td>
<td>m</td>
</tr>
<tr>
<td>$\rho_{\text{Drift}}$</td>
<td>Drift resistivity</td>
<td>V·m/A</td>
</tr>
<tr>
<td>V SAT</td>
<td>Velocity saturation parameter</td>
<td>V/m</td>
</tr>
<tr>
<td>$\alpha_{\text{vsat}}$</td>
<td>&quot;</td>
<td>-</td>
</tr>
<tr>
<td>$\theta_{\text{Acc}}$</td>
<td>Accumulation charge effect</td>
<td>1/V</td>
</tr>
<tr>
<td>$k_{rd}$</td>
<td>Effect of number of fingers</td>
<td>-</td>
</tr>
<tr>
<td>$N_{\text{CRIT}}$</td>
<td>&quot;</td>
<td>-</td>
</tr>
<tr>
<td>$\alpha_T$</td>
<td>Thermal coefficient of drift resistance</td>
<td>1/K</td>
</tr>
</tbody>
</table>

### Table 3.3: Self-heating and impact ionization parameters

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_{\text{THNOM}}$</td>
<td>Thermal resistance</td>
<td>Ks/J</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Temperature coefficient of $R_{\text{THNOM}}$</td>
<td>1/K</td>
</tr>
<tr>
<td>$C_{TH}$</td>
<td>Thermal capacitance</td>
<td>J/K</td>
</tr>
<tr>
<td>NEFF</td>
<td>Effective doping in the drift</td>
<td>$V^{-\frac{3}{2}}$</td>
</tr>
</tbody>
</table>

We have all of these parameters, $\text{GAMMA}$ and $\text{PHI}$ are tuned for subthreshold slope on $I_{DS} - V_{GS}$ characteristics. $E0$ is tuned on $I_{DS} - V_{GS}$ characteristics in strong inversion for mobility degradation due to vertical field. $UCRIT$ and $\text{LAMBDA}$ are tuned on $I_{DS} - V_{DS}$ characteristics for velocity saturation and channel length modulation, respectively. Drift parameters $V \text{ SAT}$ and $\alpha_{\text{vsat}}$ are fitted in the linear region of $I_{DS} - V_{DS}$ characteristics while $\theta_{\text{Acc}}$ is used to lower the drift resistance on $I_{DS} - V_{GS}$ characteristics at high $V_{GS}$ as described earlier. $k_{rd}$ and $N_{\text{CRIT}}$ parameters are fitted to model the effect of number of fingers on drift resistance.

The extraction of self-heating parameters requires dedicated measurement setup. The extraction of thermal resistance and capacitance has been discussed in detail in [4, 23, 24, 42]. The impact ionization parameter $N_{\text{EFF}}$ is used as a fitting parameter to model the impact ionization in the drift region.

Fig. 3.28 shows the worst case errors for transfer and output characteristics and also for their derivatives using proposed model on different HV-MOS architectures. The accuracy target required by the industry for high voltage models are also included in the figure [43]. It can be seen that model fulfils all the targets of the industrial model.
Required characteristics:
- $I_{DVG1}$ (VDS=0.1-0.5V)
- $I_{DVG2}$ (VDS=1-5V)
- $I_{DVD}$ (entire VGS range)

**DC Accuracy sufficient?**

- **YES**
  - Use $k_{rd}$ and $N_{CRIT}$ for scalability with number of fingers
  - Use temperature parameters for temperature scaling
  - Use $L_{drift}$ for drift length scaling
  - Use self heating parameters for SHE
  - Use AC parameters for capacitances

- **NO**
Figure 3.28: RMS and Max errors of the model.
3.7 Conclusion

A new general High Voltage MOSFET model based on the EKV model as a core and new bias dependent drift resistance is presented. The drift resistance includes major effects originating from the drift region like quasi-saturation and accumulation in the gate overlapped drift region. The impact ionization effect was modeled for both the regions i.e. the intrinsic MOSFET and the drift region, where impact ionization in the intrinsic MOSFET dominates at low to medium gate voltages while impact ionization at higher gate voltages is dominated by the drift region for higher drain voltages. The self heating effect was incorporated using sub-circuit approach. The thermal resistance and capacitance are dynamically varying with temperature inside the device giving better results compared to constant thermal resistance.

The model performance was demonstrated for three industrial devices: VDMOS, bulk-LDMOS and SOI-LDMOS. The model correctly reproduces the special effects of high voltage devices like the quasi-saturation and self-heating effect, and is highly scalable with all physical and electrical parameters such as transistor width, drift length, number of fingers and temperature. For the first time, the scalability with drift length in LDMOS transistor was demonstrated using this model. The model shows good results for entire DC bias range and good behavior for capacitances, especially the peaks and shift of these peaks with bias. The model provides excellent trade-off between speed, convergence and accuracy, being suitable for circuit simulation in any operation regime of HV MOSFETs. The model has been implemented in Verilog-A and tested on SABER (Synopsys), ELDO (Mentor Graphics) and Cadence’s Virtuoso Spectre circuit simulator and Virtuoso UltraSim fast-Spice simulator for industrial use.
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Chapter 4

Compact Modeling of Lateral Non-uniform doping

Here the detailed analysis and modeling of lateral non-uniform doping present in the intrinsic MOS channel of high voltage MOSFETs e.g. VDMOS and LDMOS is presented. It is shown that the conventional long channel MOSFET models using uniform lateral doping can never correctly model the capacitance behavior of these devices. A new analytical compact model for lateral non-uniformly doped MOSFET is developed [1, 2, 3, 4]. The intrinsic non-uniformly doped MOS model is first validated on the numerical simulation and then on measured characteristics of VDMOS and LDMOS transistors including drift region. The model shows good results in DC and, most importantly in AC regime, especially in simulating the peaks on $C_{GD}$, $C_{GS}$ and $C_{GG}$ capacitances. This new model improves the accuracy of high voltage MOS models, especially output characteristics and during transient response (i.e. amplitude and position of peaks as well as slope of capacitances).

4.1 Introduction

The lateral non-uniformly doped MOSFET or Lateral Asymmetric MOSFET (LAMOS), which has longitudinal doping variation in the channel, is the building block of many categories of high-voltage MOSFETs e.g. LDMOS and VDMOS transistors [5, 6, 7, 8, 9, 10]. The lateral asymmetric channel devices have also caught attention in deep sub-micron devices for higher performance in analog, RF and mixed signal design [11, 12, 13, 14]. In fact, lateral non-uniform doping is inherent in halo-doped nano-MOSFETs [15, 16, 17]. Recently physical modeling of LAMOS has received considerable attention as the Compact Modeling Council (CMC) [18] has started efforts to get a compact physical model for LDMOS as an industry standard model. Very few models have been reported [6, 7] in the literature for modeling of lateral non-uniform doping while majority of the models published [5, 6, 7, 19, 20, 21, 22, 23, 24, 25] use constant doping in the channel. Accurate modeling of the capacitances in high-voltage devices is a prerequisite for integrated RF design of, for instance, switched-mode power supplies and power amplifiers.

Modeling of LAMOS has been a great challenge due to the lateral doping gradient in the channel region. The main difficulty in the modeling of LAMOS arises as expressions become
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Fig. 4.1 shows the schematic representation of VDMOS (half of the device) and LDMOS transistors. In the inset of both figures, the lateral non-uniform doping profile of the respective devices along the channel is also shown. The doping level at the source side of the channel is highest and decreases towards the drain in the channel region. The lateral doping gradient is approximated by the complementary error function \( N_A(x) = N_S \cdot \text{erfc} \left( k_n \left( \frac{x}{L} \right)^a \right) \), where \( \xi = \frac{x}{L} \) is the normalized position along the channel, \( k_n \) is a parameter representing the doping gradient and \( a \) is a fitting parameter. Higher \( k_n \) means sharp decrease in the doping level from source to drain.
The well-known drift-diffusion current expression is given by

\[ I_{DS} = I_{Drift} + I_{Diff} = \mu W \left( -Q_i \frac{d\Psi_S}{dx} + U_T \frac{dQ_i}{dx} \right) \]  

(4.1)

where \( \mu, W, Q_i, \) and \( \Psi_S \) are the mobility, width, inversion charge, and surface potential, respectively, at any position \( x \) in the channel. The thermal voltage has been denoted by \( U_T \). The inversion charge linearization relation between \( Q_i \) and \( \Psi_S \) using EKV formalism [26, 27] can be expressed as

\[-Q_i = n_q C_{ox} (\Psi_P - \Psi_S)\]  

(4.2)

where slope factor \( n_q \) and pinch-off surface potential \( \Psi_P \) are defined as \([26, 27]\):

\[ n_q = 1 + \frac{\Gamma}{\sqrt{\Psi_P} + \sqrt{\Psi_P + U_T (q_s + q_d)}} \]  

(4.3)

\[ V_G - V_{FB} = \Psi_P + \text{sign}(\Psi_P) \Gamma \sqrt{U_T e^{-\frac{\Psi_P}{\tau_T}} + \Psi_P - U_T} \]  

(4.4)

where \( C_{ox} \) and \( \Gamma \) are the oxide capacitance per unit area and body effect coefficient, respectively. The \( q_d \) and \( q_s \) are the normalized charge densities at drain and source, respectively, described later in this section. Note that the \( \Psi_P \) is a function of \( x \) now, while in a conventional long channel MOSFET, it is independent of \( x \). The approximate solution of the transcendental equation of \( \Psi_P \) or \( \psi_p \) is given in Appendix A.

The first order mobility model can be derived as follows \([28]\):

\[ \mu = \frac{v_{drift}}{E_x} = \frac{\mu_v}{E_e x} = \frac{\mu_0}{v_{sat}/\mu_0} \]  

(4.5)

where \( v_{drift} \), \( v_{sat} \), \( E_x \) and \( E_e \) are the drift velocity, saturation velocity, longitudinal electric field and critical electric field, respectively. The mobility \( \mu_v \) is a function of the vertical electric field only, through \( \rho_v \), where \( \rho_v \) is a function of bias condition and doping level. To simplify the expressions into compact form, we will assume that \( \rho_v \) is independent of doping variation in the channel and only a function of vertical electrical field. Without loss of generality, the low field mobility \( \mu_0 \) is considered constant along the channel and defined at \( E_{eff} = E_{ref} \), where \( E_{ref} \) is the reference electric field. \( E_{ph}, \alpha_{ph} \) and \( E_{sr}, \alpha_{sr} \) are electric field and exponent, respectively, related to phonon scattering and surface roughness \([28]\). From \((5.3), (5.7)\) and \((4.6)\), \( I_{DS} \) can be written as

\[ I_{DS} = \frac{\mu_v}{1 + \frac{\rho_v}{v_{sat}/\mu_v} \frac{d\Psi_s}{dx}} W \left( -Q_i \frac{d\Psi_s}{dx} + U_T \frac{dQ_i}{dx} \right) \]  

(4.7)
Figure 4.2: Plot of pinch off potential normalized to pinch off potential at source end ($\frac{\psi_p}{\psi_{ps}}$) vs. normalized position ($\xi = x/L$) along the channel for different values of doping gradients. The doping at the source ($N_S$) is taken as $5 \times 10^{16} \text{cm}^{-3}$. Here $k_n = 0$ refers to the case of conventional MOSFET. Note that $\psi_p$ is almost linear along the channel for different values of $k_n$.

Using (4.2) and (4.6) for $\frac{d\psi_p}{dx} > 0$, (4.7) can be rewritten as

$$\frac{dq}{d\xi} = \frac{i_{ds} + \rho_v (i_{ds} \delta_{sat} - q) d\psi_p}{\rho_v (1 + 2q - \delta_{sat} i_{ds})}$$

(4.8)

where variables and constants are normalized from EKV formalism [26, 27] as follows

$$q = -\frac{Q_i}{2n_q C_{ox} U_T}, \quad i_{ds} = \frac{I_{DS}}{2n_q W \mu_0 C_{ox} U_T^2}, \delta_{sat} = \frac{2\mu_0 U_T}{v_{sat} L}, \psi_p = \frac{\Psi_P}{U_T}.$$  

(4.9)

Notice that $q$, $i_{ds}$, $\delta_{sat}$, $\psi_p$ and $\rho_v$ are all dimensionless quantities. The relation between normalized inversion charge density $q$ and normalized current $i_{ds}$ given by (4.8) cannot be solved analytically as it is a nonlinear ODE of $q$, where $\psi_p$ [26, 27] is a function of normalized position $\xi$ in the channel.

Following approximations are made to solve this differential equation (4.8).

a) The slope factor $n_q$ is independent of position $\xi$. Although $n_q$ is a function of doping through $\Psi_P$ and $\Gamma$ in (5.5), dependence of $n_q$ on $\xi$ is weak.

b) $\frac{d\psi_p}{dx}$ is assumed to be independent of $\xi$ (i.e. $\frac{d\psi_p}{dx} = \Delta \psi_p$ is constant with $\xi$). In other words, $\psi_p$ varies linearly with $\xi$. The above assumption holds very good for the entire practical range of $k_n(=0-2.5)$ as shown in Fig. 4.2 and 4.3.

Using above approximations, (4.8) is integrated along the channel from $\xi = 0$ to $\xi = 1$, to obtain the drain to source current $i_{ds}$ and total normalized inversion charge density $q_c$ in the channel as

$$\Delta \psi_p = 2(q_d - q_s) + \left(1 + \frac{2i_{ds}}{\rho_v \Delta \psi_p}\right) \ln\left(\frac{q_d - i_{ds} \left(\frac{1}{\rho_v \Delta \psi_p} + \frac{\delta_{sat}}{2}\right)}{q_s - i_{ds} \left(\frac{1}{\rho_v \Delta \psi_p} + \frac{\delta_{sat}}{2}\right)}\right)$$

(4.10)
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Figure 4.3: Plot of pinch off potential normalized to pinch off potential at source end ($\frac{\psi_p}{\psi_{ps}}$) vs. normalized position ($\xi = x/L$) along the channel for $V_G=0$ to 5V (covering weak-moderate-strong inversion) in steps of 1V for (a) $k_n=0.5$, (b) $k_n=1$, (c) $k_n=1.5$. The doping at the source ($N_S$) is taken as $5 \times 10^{16} cm^{-3}$. It demonstrates that the approximation $\frac{d\psi_p}{d\xi} = \Delta \psi_p$ is constant with $\xi$ holds true for different values of doping gradients and gate biases.
\( q_c = \int_0^1 q d\xi = \frac{1}{\Delta \psi_p} \left[ (q_d^2 - q_s^2) + (q_d - q_s) (1 - i_{ds} \delta_{\text{sat}}) \right] + \left[ i_{ds} \left( \frac{1}{\rho_v \Delta \psi_p} + \frac{\delta_{\text{sat}}}{2} \right) \right] \). (4.11)

The normalized charge densities at drain \((q_d)\) and source \((q_s)\) are defined as [26]

\[
2q_d + \ln(q_d) = v_p - v_d, \tag{4.12}
\]

\[
2q_s + \ln(q_s) = v_p - v_s. \tag{4.13}
\]

where \(v_d = \frac{V_D}{U_T}, v_s = \frac{V_S}{U_T}\) are the normalized bias voltages and \(v_p\) is the normalized pinch off voltage and defined as [26]

\[
v_p = \psi_p - \psi_0, \tag{4.14}
\]

where \(\psi_0\) is the inversion surface potential and defined as [26]

\[
\psi_0 = 2\phi_f + mU_T \tag{4.15}
\]

Where \(m\) is few \(U_T\) or more accurate value can be obtained from [26]. The normalized bulk Fermi potential \(\phi_f = \ln \left( \frac{N_A}{n_i} \right)\) is assumed to be constant along the channel and taken as the value at source end i.e. \(\phi_f = \ln \left( \frac{N_S}{n_i} \right)\). The approximate solutions of transcendental equations of \(q_s\) or \(q_d\) is given in Appendix A.

It should be noted that the expression for current (4.10) is not an explicit function. To derive an explicit expression for current, we use interpolation between asymptotic behavior in linear and saturation region on \(i_{ds} - v_{ds}\) characteristics. Using an interpolation function, \(i_{ds}\) can be written as

\[
i_{ds} = g_{on} \frac{v_d - v_s}{\left[ 1 + \left( \frac{v_d - v_s}{v_{dsat}} \right)^n \right]^{\frac{1}{n}}} \tag{4.16}
\]

where \(v_{dsat}\) is the normalized saturation voltage and can be expressed as,

\[
v_{dsat} = \frac{i_{dsat}}{g_{on}}. \tag{4.17}
\]

Additionally, from (4.10), the small signal conductance at \(v_{ds} = 0\) is found to be,

\[
g_{on} = \left. \frac{\partial i_{ds}}{\partial v_d} \right|_{v_{ds}=0} = \left. \frac{\rho_v \Delta \psi_p q_s}{\left( 1 + \frac{\delta_{\text{sat}} \rho_v \Delta \psi_p}{2} \right) \left( 1 - \frac{q_s}{q_d} \right) - 2q_s \ln \left( \frac{q_s}{q_d} \right) } \right|_{v_{ds}=0} \tag{4.18}
\]

It should be noted that the interpolation function used in (4.16) is an infinitely differentiable mathematical smoothing function and \(n\) is an empirical fitting parameter, which can take any positive number. The larger the value of \(n\), the more abrupt is the transition from linear to saturation on \(i_{ds} - v_{ds}\) characteristics and vice-versa. The normalized saturation current \(i_{dsat}\) is evaluated iteratively from (4.10), by knowing the normalized inversion charge density at drain end of the channel in saturation \((q_{dsat} = \delta_{\text{sat}} i_{dsat})\). It is observed that within 2-3 iterations, accuracy on \(i_{dsat}\) is better than 0.01\% compared with numerical solution of (4.10). Once we
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know $i_{ds}$ from (4.16), the total normalized inversion charge density $q_c$ can be evaluated from (5.17).

The gate charge density at any position in the channel can be expressed as

$$Q'_g = C_{ox} (V_G - V_{FB} - \Psi_S).$$

(4.19)

The normalization of (4.19) and using (4.2) gives

$$q'_g = \frac{Q'_g}{C_{ox} U_T} = (v_g - v_{fb} - \psi_p + 2q)$$

(4.20)

where $v_g = \frac{V_G}{U_T}$, $v_{fb} = \frac{V_{FB}}{U_T}$ are the normalized gate and flat-band voltage, respectively. Integrating (4.20) from source to drain provides the total gate charge density in the channel as

$$q_g = v_g - v_{fb} - \psi_p + 2q_c$$

(4.21)

where $\overline{v_{fb}} = \frac{v_{fb} + v_{fbt}}{2}$ and $\overline{\psi_p} = \frac{\psi_p + \psi_{pdt}}{2}$ are the arithmetic mean of the flat band voltage [29] and normalized pinch off potential, respectively, at source and drain. The final expressions for drain to source current, total inversion charge, total bulk charge and total gate charge in the LAMOS can be written as,

$$I_D = \left(2n_q \frac{W}{L} \mu_0 C_{ox} U_T^2 \right) i_{ds}$$

(4.22)

$$Q_I = -(2n_q W L C_{ox} U_T) q_c$$

(4.23)

$$Q_B = -W L C_{ox} U_T \left[ v_g - \overline{v_{fb}} - \overline{\psi_p} - 2(n_q - 1) q_c \right]$$

(4.24)

$$Q_G = W L C_{ox} U_T (V_{GS} - \overline{v_{fb}} - \overline{\psi_p} + 2q_c)$$

(4.25)

Even though we have obtained the expressions for $Q_G$ and $Q_B$ (which gives all capacitances related to gate and body node), the question which remains open is how to get the drain charge ($Q_D$) and source charge ($Q_S$), which in turn can be used for the evaluation of trans-capacitances (e.g. $C_{DG}$, $C_{SG}$ etc.). Recently, it has been shown that the large signal drain and source charges do not exist for LAMOS [30, 31] and the famous Ward-Dutton charge partitioning approach [32] is not valid for LAMOS. The trans-capacitance evaluation using small signal analysis has been explained in [30, 31]. We have recently proposed a new partitioning scheme for LAMOS [33], which can be used for the evaluation of trans-capacitances. This novel development will be explained in Chapter 6.

4.3 DISCUSSION and RESULTS

4.3.1 Validation of the LAMOS model on numerical device simulation

The proposed compact model for the LAMOS device is validated on numerical device simulations performed with ISE-DESSIS. The doping level at the source end of the channel is kept at $5 \cdot 10^{16} cm^{-3}$ and value of $k_n$ is chosen as 1.5, generally used in the 50V VDMOS devices in the industry [34, 35]. Fig. 4.4 and fig. 4.5 show the $I_{DS} - V_{GS}$ and $g_m - V_{GS}$ characteristic for $V_{DS}=50mV$. The model exhibits good trend for the subthreshold slope and values at higher
Figure 4.4: Drain current $I_{DS}$ vs. gate voltage $V_{GS}$ for $V_{DS}=50$mV on linear and logarithmic scale ($L = 2\mu m$, $N_S = 5 \cdot 10^{16} cm^{-3}$ and $k_n = 1.5$).

Figure 4.5: Transconductance $g_m$ vs. gate voltage $V_{GS}$ for $V_{DS}=50$mV ($L = 2\mu m$, $N_S = 5 \cdot 10^{16} cm^{-3}$ and $k_n = 1.5$).

Figure 4.6: Output characteristics: drain current $I_{DS}$ vs. drain voltage $V_{DS}$ for $V_{GS}=2-10$V ($L = 2\mu m$, $N_S = 5 \cdot 10^{16} cm^{-3}$ and $k_n = 1.5$). The prolonged linear region at higher gate voltage arises due to lateral nonuniform doping.
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Figure 4.7: Output conductance $g_{ds}$ vs. drain voltage $V_{DS}$ for $V_{GS}=2-10V$ ($L = 2\mu m$, $N_S = 5 \cdot 10^{16}cm^{-3}$ and $k_n = 1.5$).

Figure 4.8: Gate-to-Gate capacitance $C_{GG}$ vs. gate voltage $V_{GS}$ for $V_{DS}=0$, 0.5 and 1V ($L = 2\mu m$, $N_S = 5 \cdot 10^{16}cm^{-3}$ and $k_n = 1.5$). Notice that peak in $C_{GG}$ occurs, when $V_{GS}$ is around threshold voltage. The peak in $C_{GG}$ at low drain bias is given by lateral nonuniform doping [30].

gate bias for current and transconductance. Fig. 4.6 and 4.7 show the output characteristics ($I_{DS} - V_{DS}$) and output conductance ($g_{ds} - V_{DS}$), respectively, for $V_{GS}=2-10V$. It can be seen that the current as well as its slope is well simulated by the model. As mentioned in chapter 2, the prolonged linear region on output characteristics is due to lateral asymmetry in the channel. Fig. 4.8 shows the gate-to-gate capacitance $C_{GG}$ at $V_{DS}=0$, 0.5 and 1V. It is interesting to note that $C_{GG}$ has peaks at $V_{DS}=0.5$ and 1V, which was also shown in [30] for nonzero $V_{DS}$. These peaks can be explained by the fact that the drain end of the channel is in depletion while the source end of the channel is in weak/moderate inversion and source end suddenly it enters into strong inversion with slight increase in $V_{GS}$. Note that the peak vanishes as $V_{GS}$ increases significantly above threshold voltage as now charge is being supplied from source. Thus, the peak in $C_{GG}$ occurs for small nonzero values of $V_{DS}$, when $V_{GS}$ is around threshold voltage (source end entering into strong inversion from weak/moderate inversion). Fig. 4.9 shows the gate-to-drain ($C_{GD}$) and gate-to-source ($C_{GS}$) capacitance at $V_{DS}=0$. The rising slope and value of the
peak in $C_{GD}$ is given by the lateral asymmetry in the LAMOS channel. The discrepancy in the capacitance behavior is due to the charge sheet approximation and the various approximations taken in the model development.

### 4.3.2 Model validation on the measured data of VDMOS and LDMOS

The proposed LAMOS model is also validated on the measured characteristics of 50V VDMOS and 40V LDMOS transistors obtained from AMI Semiconductor. Both devices have lateral non-uniform doping in the channel as shown in the inset of Fig. 4.1. The drift model is conveniently chosen from chapter 2 \([35, 38]\). The Self-heating effect is modeled in the similar way as in chapter 3 using standard thermal circuit \([39, 40]\).

**VDMOS** - Fig. 4.10(a) and 4.10(b) show the transfer characteristics for low drain bias. The subthreshold current and transconductance are mainly dictated by the LAMOS while current at higher $V_{GS}$ is also affected by drift region. It can be seen that the subthreshold slope as well as current at higher $V_{GS}$ is excellently modeled. Fig. 4.10(c) shows the $g_m = \frac{\partial I_D}{\partial V_{GS}}$ vs. $I_D$ for low drain current vs. gate bias for medium drain voltages. The drain current at higher gate bias is heavily affected by the drift region. The accuracy in $g_m$ and $g_m = \frac{\partial I_D}{\partial V_{DS}}$ curves can be improved with better mobility models using more fitting parameters \([42]\). Fig. 4.12(a) and 4.12(b) show the output characteristics ($I_D - V_D$) and output conductance ($|g_{ds}| - V_D$), respectively, for $V_{GS}=1.4-2.78V$, which demonstrates that the self-heating \([39, 24, 40]\) as well as the impact ionization effect \([43]\) is also well simulated. The delayed transition at higher $V_{GS}$ from linear to saturation on $I_D - V_D$ characteristics owes to the lateral nonuniform doping in the channel as well as the effect of drift region. The first dip in $|g_{ds}|$ in Fig. 4.12(b) is given by the self-heating effect, while the second dip is given by the impact-ionization effect. Fig. 4.13(a), 4.13(b) and 4.13(c) show the normalized gate-to-gate capacitance ($C_{GG}$), gate-to-drain capacitance ($C_{GD}$) and gate-to-source+gate-to-body capacitance ($C_{GS} + C_{GB}$), respectively, for $V_{DS}=0-5V$ in steps of 1V. It can be seen that the model shows good behavior for peaks as well as amplitude of peaks in
Figure 4.10: Transfer characteristics of 50V VDMOS (W=40 µm, L=0.6 µm at T=30°C): (a) $I_{DS}$-$V_{GS}$ for $V_{DS}$=0.1 to 0.5V in steps of 0.1V. Note that the subthreshold slope and transition from weak to strong inversion are excellently modeled. The current at higher $V_{GS}$, which is heavily affected by the drift region, is also correctly modeled by the drift model [38, 41], (b) $g_m$-$V_{GS}$ for $V_{DS}$=0.1 to 0.5V in steps of 0.1V. (c) $\frac{g_m}{I_{DS}}$ vs. $I_{DS}$ for $V_{DS}$=0.1 to 0.5V in steps of 0.1V.
Figure 4.11: Transfer characteristics of 50V VDMOS (W=40µm, L=0.6µm at T=30°C): $I_{DS}$- $V_{GS}$ for $V_{DS}$=1 to 5V in steps of 1V. Note that the subthreshold slope and transition from weak to strong inversion are well modeled. The current at higher $V_{GS}$ is heavily affected by the drift region.

all capacitances, where peaks are dominated by doping gradient in the channel at low $V_{DS}$, and by the drift region at higher $V_{DS}$. The rising part of $C_{GD}$ is mainly given by lateral asymmetry in the channel while the fall in $C_{GD}$ is heavily affected by the drift region also demonstrated in section 2.3. As mentioned earlier in Fig. 4.8 and explained in chapter 2, the lateral non-uniform doping produces peaks in $C_{GG}$ and $C_{GS}$ around threshold voltage. The drift region gives higher peaks and also shifts the position of peaks as shown in 4.13(a) and 4.13(c) for nonzero $V_{DS}$. To understand it better, we can write the normalized $C_{GG}$ expression as,

$$C_{GG} = \frac{dQ_G(V_G, V_K, V_S)}{dV_G} = \frac{\partial Q_G(V_G, V_K, V_S)}{\partial V_G} + \frac{\partial Q_G(V_G, V_K, V_S)}{\partial V_K} \frac{dV_K}{dV_G} \ (4.26)$$

Here $V_K$ is the intrinsic drain potential (the point where LAMOS meets drift region in high voltage devices) shown in Fig. 4.1 [35, 38]. If there is no drift region, then $V_K = V_D$ and second term in (4.26) vanishes as $\frac{dV_K}{dV_G} = 0$. In the presence of the drift region, $V_K$ is not fixed and will vary to maintain a constant current from drain to source. If there is a slight positive change $\partial V_G$ in $V_G$, the LAMOS current will increase. Now to increase the current in the drift region to the level of LAMOS, $V_K$ should decrease as $V_{DS}$ is fixed. Larger the drift resistance, larger should be the drop in $V_K$. Thus $\frac{dV_K}{dV_G}$ will be negative for positive values of $\partial V_G$ and from (4.26), it is evident that $C_{GG}$ of any high voltage device would be larger than $C_{GG}$ of LAMOS and will increase with higher drift resistance for nonzero $V_{DS}$. Thus a good model for HV-MOS needs both excellent modeling of intrinsic MOS channel (which provides $C_{GG(LAMOS)}$) and drift region (which dictates derivative of $V_K$). The source of discrepancy in Fig. 4.13(a) for $V_G$ higher than threshold voltage and high $V_D$ is still not clear and needs more investigation on these capacitances. It could be due to the function used for the doping concentration in the LAMOS region, which is not fitting well towards source side of the device.

**LDMOS**- Fig. 4.14(a) and 4.14(b) show the $I_{DS} - V_{GS}$ and $g_m - V_{GS}$ for low drain bias
4.3 DISCUSSION and RESULTS

Figure 4.12: Output characteristics of 50V VDMOS (W=40µm, L=0.6µm at T=30°C): (a) Drain current $I_{DS}$ vs. $V_{DS}$ for $V_{GS}$=1.4, 1.725, 2.15, 2.58 and 2.78V. The linear region is affected by doping gradient in LAMOS channel and drift region. (b) Output conductance $|g_{ds}|$ vs. $V_{DS}$ for three different gate voltages. The first dip in $|g_{ds}|$ is given by self-heating effect [39, 40], while second dip is given by impact-ionization effect [41].

($V_{DS}$=0.1 to 0.5V in steps of 0.1V). The current as well as the peaks in transconductance are very well simulated by the model, which proves correct modeling of mobility behavior with transverse field [28] and drift resistance [35, 38]. Fig. 4.14(c) shows the $\frac{g_m}{I_{DS}}$ vs. $I_{DS}$ for $V_{DS}$=0.1 to 0.5V in steps of 0.1V. Fig. 4.15(a) and 4.15(b) show the transfer characteristics ($I_D - V_{GS}$) and transconductance ($g_m - V_{GS}$) for medium drain bias ($V_{DS}$=1 to 5V in steps of 1V). The subthreshold slope as well as value of current for higher gate bias is correctly modeled for all drain voltages. The current at higher gate and drain bias in Fig. 4.15(a) is heavily affected by the drift region. Fig. 4.16 shows the output characteristics ($I_{DS} - V_{DS}$) for $V_{GS}$= 4-12V in steps of 2V. The prolonged linear region on output characteristics is affected by both, the lateral non-uniform doping and the drift region. The self-heating and the impact ionization effect are also well simulated [24, 39, 40]. It should be noted that even though the DC curves can be fitted with existing low voltage MOS models with uniform doping in the
AC Characteristics of 50V VDMOS: (a) Normalized $C_{GG}$ capacitance vs. $V_{GS}$ for $V_{DS}=0$-5V in steps of 1V. The peaks in $C_{GG}$ at low $V_{DS}$ are dominated by doping gradient while increase in peaks with higher $V_{DS}$ is dictated by drift region. (b) Normalized $C_{GD}$ capacitance vs. $V_{GS}$ for $V_{DS}=0$-5V. The $C_{GD}$ peak at $V_{DS}=0$ is around threshold voltage due to lateral doping [36, 37, 2], but it shifts towards left with higher drift resistance (higher drift length/resistivity) or higher lateral doping gradient. (c) Normalized $C_{GS} + C_{GB}$ capacitance vs. $V_{GS}$ for $V_{DS}=0$-5V. The peaks in $C_{GS} + C_{GB}$ are combined effect of both lateral doping and drift region. For capacitance normalization, $L_t = L + L_{ov}$ denotes the total gate length.
Figure 4.14: Transfer characteristics of 40V LDMOS ($W=40\mu m$, $L=1.2\mu m$ at $T=30^\circ C$): (a) $I_{DS}$-$V_{GS}$ for $V_{DS}=0.1$ to 0.5V in steps of 0.1V. (b) $g_m$-$V_{GS}$ for $V_{DS}=0.1$ to 0.5V in steps of 0.1V. (c) $\frac{g_m}{I_{DS}}$ vs. $I_{DS}$ for $V_{DS}=0.1$ to 0.5V in steps of 0.1V.
Figure 4.15: Transfer characteristics of 40V LDMOS at medium drain bias (W=40µm, L=1.2µm at T=30°C): (a) $I_{DS}-V_{GS}$ (b) $g_m-V_{GS}$ for $V_{DS}$=1 to 5V in steps of 1V. Note that the subthreshold slope and transition from weak to strong inversion are well modeled. The current at higher $V_{GS}$ is heavily affected by the drift region.

Figure 4.16: Output characteristics of 40V LDMOS (W=40µm, L=1.2µm at T=30°C): Drain current $I_D$ vs. $V_{DS}$ for $V_{GS}$=4 to 12V in steps of 2V. The linear region is affected by both the lateral non-uniform doping in the LAMOS channel and drift region.
Figure 4.17: AC characteristics of 40V LDMOS: (a) Normalized $C_{GG}$ vs. $V_{GS}$ for $V_{DS}=0$, 3 and 6V. The peak in $C_{GG}$ at low drain bias arises due to lateral asymmetry. The peaks at higher drain and gate bias can be explained by the combined effect of lateral non-uniform doping and effect on drift region. (b) Normalized gate-to-drain capacitance ($C_{GD}$) vs. $V_{GS}$ for $V_{DS}=0$ 3 and 6V. The peak in $C_{GD}$ at $V_{DS}=0$ is around threshold voltage [37, 2] while it shifts towards left with higher drift resistance (higher drift length/resistivity) or higher lateral doping gradient. For capacitance normalization, $L_t = L + L_{ov}$ denotes the total length.
to correctly model the drift region (or $V_K$ behavior [41]) for the correct behavior after the peaks in all capacitances [44]. The peak in $C_{GD}$ at $V_{DS}=0$ is around threshold voltage due to lateral doping [37, 2], but the position of the peak will shift towards left and amplitude of the peak will decrease with higher drift resistance (large drift length or high value of drift resistivity). To understand it, we can express $C_{GD}$ of LDMOS as $C_{GD(LAMOS)} \frac{dV_K}{dV_{DS}}$, and can apply same analysis as for $C_{GG}$ discussed above. Higher difference in doping between source and drain produces higher peaks on $C_{GD}$, already shown in chapter 2. The discrepancy in the results is due to the charge sheet approximation and various approximations taken in model development.
4.4 Conclusion

A novel charge based compact analytical model for lateral non-uniformly doped MOSFET was developed in this chapter. The model is developed using charge based EKV formalism. The major impact of the lateral non-uniform doping was seen on the capacitances, whose modeling has been a daunting task till now as expressions become non-integrable and non-implicit for current and charges. The inversion charge linearization paved the way to approximate the surface pinch-off potential across the channel. This led to develop integrable expressions for current and then charges. The inversion and gate charge in this model have clear dependence on the drain current, which is not the case in the conventional MOSFET models.

The proposed model was used for modeling of high voltage devices with a lateral doping gradient using an appropriate drift model. To the best of our knowledge, this is the first time, the modeling of lateral non-uniform doping has been implemented in any high voltage compact model. The model shows good behavior for all capacitances as well as for DC, when compared with device simulation and measurements. The position of the capacitance peaks as well as their amplitude are correctly simulated by the model. The major impact of the proposed model is on the accuracy improvement of high voltage MOSFET models especially during transient operations (i.e. modeling of the bias-dependent peaks and slopes of device capacitances).


Chapter 5

Partitioning Scheme and Noise Modeling in the Lateral Non-Uniformly doped MOSFET

The Ward-Dutton partitioning scheme [1] is used extensively to develop transient and high frequency advanced compact models in MOSFET analysis [2]. Recently, it has been recognized that capacitance property of Lateral Non-Uniformly doped or Lateral Asymmetric MOSFET (LAMOS) [3, 4, 5, 6, 7] is fundamentally different from conventional MOSFET [6, 4] because Ward-Dutton partitioning is not applicable to this kind of devices. In this work, it will be shown that although it is not possible to guaranty a partitioning scheme for general operation of the MOSFET but it is possible to show the existence of a partitioning scheme for small-signal operation of the device in LAMOS [8]. Application of this new concept in capacitance evaluation of LAMOS considerably simplifies the existing capacitance evaluation methodology [4, 6]. This work also provides a simpler way to physically understand the unusual behavior of drain-to-gate capacitance $C_{DG}$ in LAMOS. The proposed theory is validated by extensive numerical and device simulation. Recently generalization of this partitioning scheme including mobility degradation has also been published in the literature [9].

In the second part of this chapter, for the first time, an analytical noise modeling methodology in presence of lateral asymmetry will be presented [10]. It will be shown that noise properties of LAMOS are considerably different from the prediction of conventional Klaassen-Prins [11] based methods and at low gate voltages, they can overestimate the noise by 2-3 orders of magnitude.

5.1 Introduction

All of the advanced compact MOSFET models (PSP, MM11, HISIM, BSIM, EKV etc., see [2] and the references therein) dedicated to even sub 100 nm devices are entirely built on the Ward-Dutton partitioning [1], which was originally derived for long-channel uniformly doped MOSFET. Recently, in the pioneering work by Aarts et. al. [4], it has been recognized that the Ward-Dutton charge partitioning [1] is not applicable in LAMOS and it has been concluded that “no terminal charges exist from which the capacitances can be derived”. Therefore, [4] is
forced to solve the small-signal continuity equation under quasi-static assumption for both real and imaginary part of perturbed channel potential and calculate the capacitances from them.

Although it is not possible to guaranty a partitioning scheme for general operation of the LAMOS but it is possible to show the existence of a partitioning scheme for small-signal operation of the device in LAMOS [8]. Existence of the small signal partitioning implies that we can always define a partitioning of small-signal/perturbed charges to calculate the terminal capacitances. This alternate approach has major advantage over the existing approach as it eliminates the need of solving the continuity equation for the imaginary part of perturbed channel potential which results in a saving of one level of numerical numerical integration compared to [4]. In addition to these, it provides thorough physical insight to understand the unusual behavior of $C_{DG}$. This concept can also be used in the partitioning of gate tunnelling current and even noise, which are of importance in the standard CMOS devices, where, lateral asymmetry is inherent due to halo implant.

5.2 Partitioning Scheme

The current at any position $x$ in the LAMOS/MOSFET can be written as

$$I(x) = g(x, V) \cdot \frac{dV}{dx},$$

(5.1)

where $g = \mu W Q_i$ and $\mu$, $W$, $Q_i$ and $V$ are the mobility, width, inversion charge density and channel potential respectively. Please note that in presence of velocity saturation, $\mu$ starts to depend on the electric field, so $g$ will be a function of $V$ and $\frac{dV}{dx}$ [12, 9] but in the present work we will consider $\mu$ to be independent of electric field. The explicit dependence of $g$ on $x$ implies that the doping may also vary along the channel, which is the case for a LAMOS [5, 3, 7]. Let’s assume the general form of continuity equation as

$$\frac{dI}{dx} = \hat{s}.$$  

(5.2)

Please note that this $\hat{s}$ expression of source term is completely general. It can be a term like $W \frac{dQ}{dt}$ (rate of change of charge per unit length) in case of a transient or term like $i_g(x)$ (gate current per unit length) in case of a gate tunnelling current. Existence of a partitioning scheme means that it is possible to decouple the current when $\hat{s} = 0$ ( we will call this current as $I_0$) and the effect of source term. In other words, the terminal current can be expressed as a sum of $I_0$ and a weighted integral of $\hat{s}$. To see why Ward-Dutton scheme [1] fails in presence of lateral asymmetry [5, 3, 7] or mobility degradation [12], We first multiply (5.2) by $x$ and integrate from 0 to $L$,

$$\int_0^L x \frac{dI}{dx} dx = \int_0^L x \hat{s} dx \quad (5.3)$$

and integrating by parts yields

$$xI\big|_0^L - \int_0^L I(x) dx = \int_0^L x \hat{s} dx \quad (5.4)$$
5.2 Partitioning Scheme

Substituting (5.1) in the above equation, we obtain

\[ I(L) = \frac{1}{L} \int_{V_a}^{V_c} g(x, V) dV + \int_0^L \frac{x}{L} \hat{s} dx \quad (5.5) \]

When \( g \) is a function of \( V \) only (the classical constant mobility case), the first integral depends only on the value of \( V \) at the boundaries. The point is, even if the function \( V(x) \) (the channel potential distribution) changes because of the \( \hat{s} \) term, the value of the integral does not change and remains equal to the case when \( \hat{s} = 0 \). In the case when \( \hat{s} = 0 \), we can easily identify the integral as DC current \( I_0 \) and we get back the Ward-Dutton partitioning scheme. But when \( g \) starts to depend also on \( x \), the situation is different. As \( V(x) \) changes due to the presence of the source term in the continuity equation, the value of the integral starts to depend on the profile of \( V(x) \). Therefore, \( \frac{1}{L} \int_{V_a}^{V_c} g(x, V) dV \) is different in the presence of the source term. So in the presence of lateral asymmetry,

\[ I(L) \neq I_0 + \int_0^L \frac{x}{L} \hat{s} dx \quad (5.6) \]

To extend the concept of partitioning, let’s define a quantity \( \hat{I}(x) = I(x) - I_0 \). It trivially follows that \( \hat{I}(x) \) satisfies

\[ \frac{d\hat{I}(x)}{dx} = \hat{s} \quad (5.7) \]

Let us now consider an arbitrary function \( F(x) = \int_0^x f(x) dx \) and multiply (5.7) by \( F(x) \) and integrate by parts from 0 to \( L \) to obtain

\[ F(x)\hat{I}(x)|_0^L - \int_0^L \hat{I}(x)d[F(x)] = \int_0^L F(x) \hat{s} dx \quad (5.8) \]

or

\[ [F(L)\hat{I}(L) - F(0)\hat{I}(0)] - \int_0^L \hat{I}(x)f(x) dx = \int_0^L F(x) \hat{s} dx \quad (5.9) \]

or

\[ I(L) = I_0 + \int_0^L \frac{F(x)}{F(L)} \hat{s} dx + \frac{1}{F(L)} \int_0^L f(x)(I(x) - I_0) dx \quad (5.10) \]

Note that an existence of partitioning scheme implies that the terminal current can be expressed as a sum of \( I_0 \) and a weighted integral of \( \hat{s} \). So in order to have a partitioning scheme, the last term in (5.10) must vanish or in other words, the existence of a function such that for any given \( \hat{s} \), the following holds

\[ \int_0^L f(x)I(x) dx = \int_0^L f(x)I_0 dx \quad (5.11) \]

or from (5.1)

\[ \int_0^L f(x)g(x, V) \cdot \frac{dV}{dx} dx = \int_0^L f(x)g(x, V_0) \cdot \frac{dV_0}{dx} dx \quad (5.12) \]

Please note that when \( g \) does not depend on \( x \), \( f(x) = 1 \) trivially satisfies the above criterion and we get back the original Ward-Dutton charge partitioning. In general we can not guarantee the existence of the function \( f(x) \) and hence the charge partitioning scheme. But we will prove
that, when $\hat{s}$ can be considered as a small perturbation, we can always find out the function $f(x)$ for any general form of $g$.

As we are considering the case when $\hat{s}$ can be treated as a small perturbation, we will start with a perturbation analysis of $I(x)$. In the subsequent analysis subscript '0' will be used to denote the situation when $\hat{s} = 0$. The perturbed current $i(x)$ can be obtained from

$$I(x) = I_0 + i(x) = g(x, V_0 + v) \frac{d(V_0 + v)}{dx}$$

(5.13)

where $I_0$ and $V_0$ are the unperturbed current and voltage respectively, in the channel. Taking a first order Taylor series expansion around $V_0$ (the unperturbed point), we obtain

$$I(x) = I_0 + i(x) = \left[ g(x, V_0) + \frac{\partial g(x, V_0)}{\partial V_0} v \right] \left( \frac{dV_0}{dx} + \frac{dv}{dx} \right)$$

(5.14)

Neglecting second order term we obtain

$$i(x) = g(x, V_0) \frac{dv}{dx} + \frac{\partial g(x, V_0)}{\partial V_0} dV_0 v$$

(5.15)

To proceed further, we note that

$$\frac{dg(x, V_0)}{dx} = \frac{\partial g(x, V_0)}{\partial x} + \frac{\partial g(x, V_0)}{\partial V_0} \frac{dV_0}{dx}$$

(5.16)

or

$$\frac{\partial g(x, V_0)}{\partial V_0} \frac{dV_0}{dx} = \frac{dg(x, V_0)}{dx} - \frac{\partial g(x, V_0)}{\partial x}$$

(5.17)

Substituting (5.17) into (5.15), we obtain

$$i(x) = \left[ g(x, V_0) \frac{dv}{dx} + \frac{dg(x, V_0)}{dx} v \right] - \frac{\partial g(x, V_0)}{\partial x} v$$

(5.18)

or

$$i(x) = \left[ \frac{dg(x, V_0)}{dx} v - \frac{\partial g(x, V_0)}{\partial x} v \right]$$

(5.19)

As $i(x) = I(x) - I_0$, we seek a function from (5.10) such that

$$\int_0^L f(x)i(x) dx = 0$$

(5.20)

Now from (5.19) and (5.20), if we can find a function $f(x)$ such that

$$\int_0^L f(x) \left[ \frac{dg(x, V_0)}{dx} v - \frac{\partial g(x, V_0)}{\partial x} v \right] dx = 0$$

(5.21)

for all $v$ then we can define a partitioning scheme. Then $f(x)$ must satisfy

$$\int_0^L f(x) \frac{dg(x, V_0)}{dx} v dx = \int_0^L f(x) \frac{\partial g(x, V_0)}{\partial x} v dx$$

(5.22)
5.3 APPLICATION of small signal partitioning

Now we integrate the LHS by parts and use the fact that \( v \) vanishes at the boundary to obtain

\[
\int_0^L \left[ \frac{df(x)}{dx}g(x, V_0) + f(x) \frac{\partial g(x, V_0)}{\partial x} \right] v dx = 0
\]  

(5.23)

This criterion gives a differential equation of \( f(x) \) as

\[
\frac{df(x)}{dx}g(x, V_0) = -f(x) \frac{\partial g(x, V_0)}{\partial x}
\]  

(5.24)

or

\[
\frac{\frac{df(x)}{dx}}{f(x)} = -\frac{\frac{\partial g(x, V_0)}{\partial x}}{g(x, V_0)}
\]  

(5.25)

which can be solved at once as

\[
f(x) = \exp \left[ -\int_0^x \left( \frac{\partial g(x', V_0)}{g(x', V_0)} \right) dx' \right]
\]  

(5.26)

Note that for a conventional MOSFET \( \frac{\partial g(x', V_0)}{\partial x'} = 0 \) and so \( f(x) \) becomes 1 and we get back the original Ward-Dutton scheme. For LAMOS, the final result from (5.10) and (5.26) becomes

\[
I(L) = I_0 + \int_0^L \int_0^x \exp \left[ -\int_0^x \left( \frac{\partial g(x_1, V_0)}{g(x_1, V_0)} \right) dx_1 \right] dx \hat{s} dx
\]  

(5.27)

5.3 APPLICATION of small signal partitioning

In this section we will show how the concept of small signal partitioning can be applied to (a) capacitance and admittance calculation in the LAMOS (b) calculation of gate tunneling current and (c) partitioning of gate tunneling noise between the source and the drain.

5.3.1 Capacitance Evaluation of LAMOS

In small signal analysis, the drain current \( i_d \) can be expressed as

\[
i_d = \sum_m Y_{dk} v_k + j \omega \sum_m C'_{dk} v_k
\]  

(5.28)

where \( v_k \) are the terminal small signal voltage, \( Y' \)s are the admittances and \( C' \)s are the capacitances.

In case of transient, the source term \( \hat{s} \) is \( W \frac{dQ}{dt} \). For small signal analysis, it reduces to \( W j \omega q \), where \( q \) is the perturbed inversion charge and can be expressed as

\[
q(x) = \frac{\partial Q}{\partial V_G} v_G + \frac{\partial Q}{\partial V} v(x)
\]  

(5.29)
where \( v_g \) and \( v(x) \) are the perturbed gate voltage and channel potential respectively. In order to obtain the terminal currents we need to solve the coupled small signal and continuity equation [4]. But thanks to the small signal partitioning, we can express the drain current as

\[
i_d = i_0 + \omega W \int_0^L \frac{F(x)}{F(L)} \left[ \frac{\partial Q}{\partial V_G} v_g + \frac{\partial Q}{\partial V} v(x) \right] dx \tag{5.30}
\]

where \( i_0 \) is the current when \( \frac{dv}{dx} = 0 \).

As we have already derived the partitioning scheme in the previous section, all it remains is to express \( v(x) \) and \( i_0 \) in terms of perturbed terminal voltage \( v_g, v_s \) and \( v_d \), so that (5.28) and (5.30) can be compared to derive the capacitances as well as admittances. Under quasi-static assumption (also used in [4]) \( v(x) \) becomes real and equal to the value when \( \frac{dv}{dx} = 0 \). As we are now taking variation of \( V_G \) into account, the perturbed current becomes

\[
i(x) = g(x, V_0 + v, V_G + v_g) \frac{d(V_0 + v)}{dx} - g(x, V_0, V_G) \frac{dV_0}{dx} \tag{5.31}
\]

or

\[
i(x) = \frac{\partial g(x, V_0, V_G)}{\partial V_0} dV_0 \frac{dx}{v} + g(x, V_0, V_G) \frac{dv}{dx} + \frac{\partial g(x, V_0, V_G)}{\partial V_G} dV_0 \frac{dx}{v} v_g \tag{5.32}
\]

Using (5.17) into (5.32),

\[
i(x) = \left[ \frac{dg(x, V_0, V_G)}{dx} - \frac{\partial g(x, V_0, V_G)}{\partial x} \right] v + g(x, V_0, V_G) \frac{dv}{dx} + \frac{\partial g(x, V_0, V_G)}{\partial V_G} dV_0 \frac{dx}{v} v_g \tag{5.33}
\]

or

\[
i(x) = \frac{d[g(x, V_0, V_G)v]}{dx} - \frac{\partial g(x, V_0, V_G)}{\partial x} v + \frac{\partial g(x, V_0, V_G)}{\partial V_G} dV_0 \frac{dx}{v} v_g \tag{5.34}
\]

It should be noticed that appearance of an extra \( v_g \) term does not change the partitioning function. Now under QS assumption the differential equation for \( v(x) \) satisfies

\[
\frac{d[g(x, V_0, V_G)v]}{dx} - \frac{\partial g(x, V_0, V_G)}{\partial x} v + \frac{\partial g(x, V_0, V_G)}{\partial V_G} dV_0 \frac{dx}{v} v_g = i_0 \tag{5.35}
\]

where \( i_0 \) is to be determined. This ODE is solved below to obtain \( v(x) \) and \( i_0 \).

The differential equation for \( v(x) \) (5.35) can be rewritten as

\[
\frac{d[g(x, V_0, V_G)v]}{dx} - \frac{1}{g(x, V_0, V_G)} \frac{\partial g(x, V_0, V_G)}{\partial x} [g(x, V_0, V_G)v] = i_0 - \frac{\partial g(x, V_0, V_G)}{\partial V_G} dV_0 \frac{dx}{v} v_g \tag{5.36}
\]

We can consider this as a linear ODE with respect to \( g(x, V_0, V_G)v(x) \) and can be solved using the integration factor \( R(x) \) which is given by

\[
R(x) = \exp \left[ - \int_0^x \frac{1}{g(x, V_0, V_G)} \frac{\partial g(x, V_0, V_G)}{\partial x} dx \right] \tag{5.37}
\]

Multiplying (5.36) by \( R(x) \) we obtain

\[
\frac{d[R(x)g(x, V_0, V_G)v(x)]}{dx} = i_0 R(x) - R(x) \frac{\partial g(x, V_0, V_G)}{\partial V_G} dV_0 \frac{dx}{v} v_g \tag{5.38}
\]
Let’s define two auxiliary variables \( \lambda_v(x) \) and \( \lambda_g(x) \) as

\[
\lambda_v(x) = \int_0^x R(x)dx \quad \text{(5.39)}
\]

\[
\lambda_g(x) = \int_0^x R(x) \frac{\partial g(x, V_0, V_G)}{\partial V_G} \frac{dV_0}{dx} dx \quad \text{(5.40)}
\]

Using the definition of \( \lambda_v(x) \) and \( \lambda_g(x) \), and integrating (5.38) from 0 to \( x \) we obtain

\[
R(x)g_0(x)v(x) - g(0, V_S, V_G)v_s = i_0\lambda_v(x) - v_g\lambda_g(x) \quad \text{(5.41)}
\]

where we have used the fact that \( R(0) = 1, V_0(0) = V_S \) and \( v(0) = v_s \). Now \( i_0 \) from (5.41) can be obtained using the fact that \( V_L(0) = V_D, v(L) = v_d \) as

\[
i_0 = \frac{\lambda_g(L)}{\lambda_v(L)}v_g - \frac{g(0, V_S, V_G)}{\lambda_v(L)}v_s + \frac{R(L)g(L, V_D, V_G)}{\lambda_v(L)}v_d \quad \text{(5.42)}
\]

Substituting \( i_0 \) from (5.42) in (5.41), we obtain

\[
v(x) = G(x)v_g + S(x)v_s + D(x)v_d \quad \text{(5.43)}
\]

where \( G(x), S(x) \) and \( D(x) \) are given by

\[
G(x) = \frac{\lambda_g(L)}{\lambda_v(L)} \frac{\lambda_v(x)}{R(x)g(x, V_0, V_G)} - \frac{\lambda_g(x)}{R(x)g(x, V_0, V_G)} \quad \text{(5.44)}
\]

\[
S(x) = \frac{g(0, V_S, V_G)}{R(x)g(x, V_0, V_G)} \frac{1 - \lambda_v(x)}{\lambda_v(L)} \quad \text{(5.45)}
\]

\[
D(x) = \frac{\lambda_v(x)}{\lambda_v(L)} \frac{R(L)g(L, V_D, V_G)}{R(x)g(x, V_0, V_G)} \quad \text{(5.46)}
\]

Now comparing (5.28) with (5.30), one can easily calculate the capacitances and admittances. For instance \( C_{DG} \) and \( C_{SG} \) can be expressed as

\[
C_{DG} = W \int_0^L \frac{F(x)}{F(L)} \left[ \frac{\partial Q}{\partial V_G} + \frac{\partial Q}{\partial V} G(x) \right] dx \quad \text{(5.47)}
\]

\[
C_{SG} = W \int_0^L \left[ 1 - \frac{F(x)}{F(L)} \right] \left[ \frac{\partial Q}{\partial V_G} + \frac{\partial Q}{\partial V} G(x) \right] dx \quad \text{(5.48)}
\]

Please note that above expressions have similar appearance as Ward-Dutton partitioning scheme where \( F(x) = x \). Also by applying the concept of small signal partitioning, we have achieved a considerable simplification over the existing capacitance calculation method for LAMOS. Given the \( g(x, V_0) \), development reported in [6, 4] requires 4 level of numerical integration, whereas our approach eliminates a whole level of integration with out sacrificing any accuracy.

Similarly all other capacitances associated with drain and source terminals can be expressed as

\[
C_{DS} = W \int_0^L \frac{F(x)}{F(L)} \left[ \frac{\partial Q}{\partial V} S(x) \right] dx \quad \text{(5.49)}
\]
\[ C_{DD} = W \int_0^L \frac{F(x)}{F(L)} \left[ \frac{\partial Q}{\partial V} D(x) \right] \, dx \]  

\[ C_{DB} = W \int_0^L \frac{F(x)}{F(L)} \left[ \frac{\partial Q}{\partial V} G(x) + \frac{\partial Q}{\partial V} [G(x) + S(x) + D(x)] \right] \, dx \]  

\[ C_{SD} = W \int_0^L \left[ 1 - \frac{F(x)}{F(L)} \right] \left[ \frac{\partial Q}{\partial V} D(x) \right] \, dx \]  

\[ C_{SS} = W \int_0^L \left[ 1 - \frac{F(x)}{F(L)} \right] \left[ \frac{\partial Q}{\partial V} S(x) \right] \, dx \]  

\[ C_{SB} = W \int_0^L \left[ 1 - \frac{F(x)}{F(L)} \right] \left[ -\frac{\partial Q}{\partial V} G - \frac{\partial Q}{\partial V} [G(x) + S(x) + D(x)] \right] \, dx \]

Please note all the terminal voltages are defined with respect to body terminal. Thus the expressions of terminal small signal voltages in \( C_{DB} \) and \( C_{SB} \) have \( v_s = v_d = v_g = -v_b \).

The admittances of LAMOS from (5.42) are given by

\[ Y_{DG} = \frac{\lambda_g(L)}{\lambda_v(L)}, Y_{DS} = -\frac{g_0(0)}{\lambda_v(L)}, Y_{DD} = \frac{R(L)g_0(L)}{\lambda_v(L)}, \]  

(5.55)

### 5.3.2 Partitioning of Gate Tunnelling Current

When we consider gate tunnelling current as a perturbation, we use (5.2) with \( \hat{s} = i_g(x) \), where \( i_g(x) \) is the gate tunnelling current per unit length. Therefore, under the presence of a gate tunnelling current, the drain current becomes

\[ I_D = I_0 + \int_0^L \frac{F(x)}{F(L)} i_g(x) \, dx \]  

(5.56)

It should be noticed that as gate tunnelling current increases, it may not be possible to consider \( \hat{s} \) as a perturbation, and in presence of high gate current, there can be a significant de-biasing of channel and full solution of coupled continuity and transport equation may be needed.

### 5.3.3 Partitioning of Gate Tunnelling Noise

For noise partitioning, we need to relate drain current fluctuation \( \delta i_d \) to gate current fluctuation \( \delta i_g \). Following [13], from (5.56) we obtain

\[ \delta i_d = \frac{1}{F(L)} \int_0^L F(x) \delta i_g(x) \, dx \]  

(5.57)

then in terms of noise

\[ S_{i_d}^g = \frac{1}{F(L)^2} \int_0^L \int_0^L F(x_1) F(x_2) \delta i_g(x_1) \delta i_g(x_2) \, dx_1 dx_2 \]  

(5.58)
5.4 Discussion and Results

Assuming that the noise sources at different position are uncorrelated $\delta_i(x_1)\delta_i(x_2) = S_i(x_1)\delta(x_1 - x_2)$, we finally obtain

$$S_{ia}^g = \frac{1}{F(L)^2} \int_0^L \int_0^L F(x)^2 S_g(x)dx$$ (5.59)

We can split the local gate noise $S_g(x)$ into two parts as $S_g(x) = S_{g\text{shot}}(x) + S_{g\text{flicker}}(x)$. Now $S_{g\text{shot}}(x)$ and $S_{g\text{flicker}}(x)$ must have different $x$ dependence because [13]

$$\int_0^L S_{g\text{shot}}(x)dx \propto I_G$$ (5.60)

and

$$\int_0^L S_{g\text{flicker}}(x)dx \propto I_G^2$$ (5.61)

Therefore a bit detailed analysis by us clearly shows that the noise partitioning depends on the details of the noise mechanism (the $S_g(x)$ term) and will be different for shot and flicker noise, even in the conventional MOSFET.

5.4 Discussion and Results

In this section, we address how a bias dependent partitioning function gives rise to peaks in $C_{DG}$ and validates our approach by comparing our scheme with numerical and device simulation. In order to study the impact of lateral asymmetry we take a position dependent threshold voltage $V_T(x)$ as [6, 4, 14]

$$V_T(x) = v_{t0} \cdot U_T + \Delta v_t \cdot U_T(1 - \exp(-\alpha \cdot (x/L)^2))$$ (5.62)

where $U_T$ is the thermal voltage $v_{t0}$ is the normalized threshold voltage at the source, $\Delta v_t$ is indicative of the difference between the source and drain threshold voltages and $\alpha$ determines the sharpness of the profile. Now we calculate the capacitances numerically as follows: we first vary any terminal voltages by $\delta v_k$ and solve the small signal version of (5.2) to obtain $v(x)$ and substitute this in (5.34) to obtain the imaginary part of the current ($i_{ym}^m$) at the source or the drain. By definition the capacitance becomes $C_{yk} = i_{ym}^m/(j\omega \delta v_k)$. We will call these capacitances as actual capacitances. We also calculate the capacitances using our partitioning scheme (5.51) and (5.54) and Ward-Dutton partitioning scheme. For numerical simulation, we will take $v_{t0}=40, \alpha = 1.3, \Delta v_t = -10, -30$ and $v_d = 0, 10$. It has been confirmed that at low frequency, the actual capacitances are independent of the frequency, which means as expected the quasi-static assumption holds quite well.

Fig. 5.1(a) shows the plot of $C_{DG}$ calculated by the three different methods for $\Delta v_t = -30$. As expected, our partitioning scheme and exact numerical solution show the perfect agreement and captures the peaks in $C_{DG}$ which is a typical characteristics of LAMOS. The peak in $C_{DG}$ can be explained by the bias dependence of partition function. First, consider the situation, when the source is in weak inversion and the drain is in strong inversion. This situation will occur because the threshold voltage at the source is greater than the threshold voltage at drain. In this case, as $g(x, V_0, V_G)$ is very small near the source, the function $f(x)$ decays off very rapidly.
Figure 5.1: The plot of drain-to-gate capacitance $C_{DG}$ vs $v_g$ for (a) $\Delta v_t = -30$ and (b) $\Delta v_t = -10$. All the voltages have been normalized by thermal voltage $U_T$.

near the source because of the $\frac{1}{g(x, V_0, V_G)}$ term present in the exponential of $f(x)$. As a result, the partition function $F(x)$ (which is the integral of $f(x)$) remains constant almost all over the channel except a very small region near the source where it increases to take the saturation value (see Fig. 5.2(a)). Now in this situation as the gate voltage increases a part of channel gradually comes out of the weak inversion and enters the strong inversion. Therefore $C_{DG}$ increases with gate voltage. This situation continues till the gate voltage is less than the threshold voltage of the source end. As the gate voltage exceeds the threshold voltage of the source end, the region near the source starts to enter into the strong inversion because of this the $g(x, V_0, V_G)$ starts to increase. As a result, the function $f(x)$ decays less rapidly and $F(x)$ increases continuously (see Fig. 5.2(b)). It means that the capacitance near the strongly inverted source region now gradually getting a lesser weight, as a consequence $C_{DG}$ decreases with the gate voltage. Note that as Ward-Dutton partitioning function always take $F(x) = x$, it can never explain the sharp peak in $C_{DG}$ curve. Also note that for $v_d = 10$, the peak increases because a change in gate voltage induces a change in the channel potential (the perturbed channel potential becomes
negative), which in turn causes a change in charge distribution and the combined effect increases the peak. To understand why perturbed channel potential can become negative to increase the small signal charge, consider the situation, when the source end is weakly inverted and drain end is strongly inverted. In this case the transistor can be thought of a series combination of two transistors with different threshold voltage, where the one near the source is weakly inverted and near the drain end is strongly inverted. Now let $Q_S$ and $Q_D$ be the charge at the source and drain end of the strongly inverted. The current $I$ flowing through this transistor is proportional to $Q_S^2 - Q_D^2$. The weakly inverted transistor in series forces $I$ to be very small, therefore $Q_S^2 \approx Q_D^2$. Now as gate voltage increases both $Q_S$ and $Q_D$ will increase and we have $\delta Q_S Q_S \approx \delta Q_D Q_D$. As drain end is kept at a fixed channel potential and is in strong inversion
\[ \delta Q_D \approx C_{ox} \delta V_G. \]  
So we have \( \delta Q_S / \delta V_G \approx (Q_D / Q_S) C_{ox}. \) As \( Q_D > Q_S \) in this situation (because the source end has higher doping), we have \( \delta Q_S / \delta V_G > C_{ox} \), which is only possible, if the channel potential goes negative and adds in the gate voltage. Depending on the profile and drain voltage, the peak in \( C_{DG} \) vs \( V_{GS} \) curve may even increase above \( C_{ox} \) in presence of the gate voltage [5]. Fig. 5.1(b) shows the \( C_{DG} \) for \( \Delta v_t = -10 \). As the doping difference between the source and drain is now much less, the peak is less pronounced. From this discussion, it should be clear that if one chooses sufficiently large drain voltage to prevent the drain region entering into strong inversion before the source region, the peak in \( C_{DG} \) should disappear. Our numerical simulation \( \Delta v_t = -10, \ v_d = 10 \) represents this situation in Fig. 5.1(b). Fig. 5.3 shows the plot for \( C_{SG} \), where our partitioning scheme and exact numerical solution also show perfect agreement. Fig. 5.4 shows a comparison with device simulation for \( C_{DG} \) and \( C_{SG} \), where we also obtain a satisfactory agreement. The discrepancy is due to the approximations that are inherent in the expression of \( g(x, V_0, V_G) \) (charge sheet approximation, inversion charge linearization etc.)
Figure 5.4: Model validation on device simulation: (a) Drain-to-gate capacitance $C_{DG}$ vs $V_{GS}$ for $V_{DS} = 0$ and 0.5V (b) Source-to-gate capacitance $C_{SG}$ vs $V_{GS}$ for $V_{DS} = 0$ and 0.5V.

Although we are able to provide a considerable simplification over the existing approach [6, 4], work needs to be done to get a more simpler approximate compact models [2] depending on specific models of $g(x, V_0, V_G)$. This new insight and a correspondence with existing Ward-Dutton partitioning may be helpful for this purpose. Even if a simplification of our exact formulation is done, the model will be a QS capacitance based model which may have some problems [15].
Figure 5.5: Plot of drain thermal noise power spectral density (PSD) vs. gate voltage for LAMOS at $V_{DS} = 0$. The KP method grossly overestimates the noise current especially at low gate voltages. The dotted line represents noise calculated using KP method, which is valid for conventional MOSFET and states that the drain noise current PSD is proportional to total inversion charge in the channel. We see that this approach grossly overestimates the noise current especially at low gate voltages. This suggests that the noise properties of LAMOS is considerably different from conventional MOSFET. Our proposed model correctly captures the trend and gives very good match with device simulation.

5.5 Noise Modeling in the Lateral Non-uniformly doped MOS-FET

As the efforts for a compact LDMOS model [16, 17, 18, 19] for standardization is going on by the Compact Model Council (CMC) [20], the noise modeling has been set a mandatory feature for an industry standard compact model. The MOSFET noise models are either built on Klaassen-Prins (KP) [11] or some equivalent methods [21, 22, 23, 24], which are all denoted here as KP method. Fig. 5.5 shows the plot of the drain current power spectral density (PSD) in equilibrium versus the gate voltage obtained from a 2-D device noise simulation (DESSIS) and the noise PSD predicted by KP method. It shows that even in equilibrium, the KP method grossly overestimates the noise at low value of gate voltages, which reveals the importance of a new noise calculation method. Starting from a Langevin description [24], we will develop an analytical noise model for LAMOS [10, 25] and explain why the KP method fails.

5.5.1 Development of the noise model

Let’s start with the basic principles of the Langevin method as shown in Fig. 5.6. The current at any position in the MOSFET channel has two components. One component is set up by the voltage perturbation caused by the noise source (which can be thought of flowing through the resistances) and other one is the noise current itself (which is represented by the noisy current source $\delta i_n(x)$). $\Delta i_d$ is the total noise current flowing through the channel and is constant along
5.5 Noise Modeling in the Lateral Non-uniformly doped MOSFET

Figure 5.6: Illustration of the noise calculation by using a Langevin approach. \( \delta i_n(x) \) is the noise current source, \( \Delta i_d \) is the terminal noise current, \( \Delta i_g(x) \) is induced gate noise, which originates due to the fluctuation of channel potential across the gate capacitance \( C_g(x) \). The current at any position has two components. One component is set up by the voltage perturbation caused by the noise source (which can be thought of flowing through the resistances) and other one is the noise current itself (which is represented by the noisy current source \( \delta i_n(x) \)). \( \Delta i_d \) is the total noise current flowing through the channel and is constant along the channel. The induced gate current noise \( \Delta i_g(x) \) originates due to the fluctuation of channel potential across the gate capacitance \( C_g(x) \) and lies in quadrature with the drain current noise.

The basic mathematical steps have been derived in Appendix B. Note that, to keep our analysis general, mobility degradation has also been taken into account. One of the essential steps in noise calculation is to find a proper small-signal description of the transport equation as shown in (B.2)-(B.8). One of the interesting results is (B.7), which illustrates the impact of the mobility degradation in the chain rule. Instead of trying to solve (B.8) directly, the ‘trick’ we apply is to rewrite (B.8) as a linear ODE with respect to the quantity \( g(x, V, \frac{dV}{dx}) \cdot v \) with an integration factor \( R(x) \) (see (B.9)). Using \( R(x) \), we put the perturbed channel potential \( v \) inside a proper differential (B.10). Next we use the facts that total noise current \( \Delta i_d \) is constant along the channel and \( v \) vanishes at the boundaries to obtain drain current (B.13). Please note that when there is no lateral asymmetry, \( \partial g(x, V, \frac{dV}{dx}) / \partial x \) vanishes and one get back to the noise expression of [24]. In addition when there is also no mobility degradation, we get back the conventional KP equation [11]. To obtain the gate current (B.14), we apply a variant of the techniques developed in [24]. Once the current is obtained, PSDs can be easily calculated (see (B.18)-(B.22)).

5.5.2 Result and discussion

Let’s first discuss, why conventional KP based methods fail for LAMOS. If we integrate (B.8) (as done in the original derivation [11]), the presence of lateral asymmetry generates an additional term, which depends on the profile of perturbed channel potential \( v \). This fact drastically changes the so called vector impedance field (IF) [24, 26] of the device. Eq. (B.13) reveals that the contribution to the terminal drain noise from any point gets determined by the product of two terms. First one is the IF for drain, \( \Delta A_d \) (see (B.16)), which represents the noise propagation
and the second term is the local noise source, whose PSD is proportional to the inversion charge (see (B.22)). Fig. 5.7 shows the plot of IF and inversion charge density versus normalized position. For a conventional MOSFET, IF is independent of position and equal to the inverse of the channel length [24, 27]. But the lateral asymmetry causes $\Delta A_d$ to highly peak near the source end and this effect is much more prominent at low gate voltages (Fig. 5.7(a)). As the source end is highly doped compared to the drain end, the inversion charge towards the drain end is much higher. These immediately reveal that KP grossly overestimates the noise current because it assigns the same weight to both strongly inverted region near the drain and weak/moderately inverted region near the source. Whereas in reality, the weak/moderately inverted region near the source gets a much higher weight and dominates the noise behavior. As the gate voltage increases, $\Delta A_d$ becomes less sharply peaked and also the difference between drain and source end charge decreases (Fig. 5.7(b)). Therefore, at high gate voltages KP can give an ‘order of magnitude’ kind of estimate (Fig. 5.5). The reason for the sharp peaking of the IF mathematically follows from (B.11). At low gate voltages, the value of $g(x, V, E)$ at source end will be very low, therefore the factor inside the exponential present in $\Delta A_d$ is very high, which causes this sharp peak. At higher gate voltages the value of $g(x, V, E)$ near the source is large so the exponential decays slowly. A ‘crude’ physical reasoning of this behavior is the following: if we lump the effect of distributed doping into two transistors, at low gate voltages the transistor near the source end will be weakly inverted and transistor near drain end will be strongly inverted. As the weakly inverted transistor has a much higher resistance and noise voltage (which, as a first order approximation, is proportional to the resistance), it follows that the noise current of the total combination will be determined by the weakly inverted transistor. In order to validate our theory, we made extensive comparison with ISE-DESIS, which calculates noise using a 2-D
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Figure 5.8: Model validation on numerical device simulation (DESSIS): Plot of $\gamma$ versus drain voltage (a) at low gate voltage ($V_G = 0.7$ V) and (b) at high gate voltage ($V_G = 1.2$ V). At low gate voltage the shape cannot be captured by KP method.

Greens function method. The structure simulated has a source doping of $5 \times 10^{17}$ cm$^{-3}$ and a drain doping of $1 \times 10^{16}$ cm$^{-3}$, channel length of 2 $\mu$m, width of 1 $\mu$m, and an oxide thickness of 8 nm. Fig. 5.5 shows that our model is in close agreement with the device noise simulation in equilibrium. In order to check the bias dependence, we plot the noise factor $\gamma$ (see (B.23)) as a function of drain voltage in Fig. 5.8. As an increase in drain voltage always decreases the total charge, the KP method can only predict a monotonically decreasing behavior of $\gamma$ but both TCAD and our model predict a minimum at low gate voltages (Fig. 5.8(a)) and our model satisfactorily matches the TCAD. The valley appears because the drain voltage also influences $\Delta A_d$ in a complicated way. Fig. 5.8(b) shows the same plot at high gate voltage, where we get back the expected monotonic decrease. In order to validate our induced gate noise modeling approach, we plot the correlation between drain and induced gate noise, $c_g$ (see (B.24)), as function of drain voltage. Fig. 5.9(a) and Fig. 5.9(b) show the plots of $c_g$ for low and high gate voltages respectively and our model again gives a very good match. Note that this term also behaves considerably different from conventional MOSFET where $c_g$ saturates to 0.6 at weak inversion and to 0.4 at strong inversion [28, 29]. It is very interesting to note that KP based methods [24, 30, 31] for induced gate noise produces even a sign error in the correlation coefficient. This can be understood by noticing that the induced gate current changes sign as one moves from source to drain [24]. Fig. 5.10 shows the profile of IF for induced gate current $\Delta A_g$ (see (B.17)). Here also the conventional method incorrectly puts a lower weight to the source end, and as the charge is much higher near drain end, the total contribution gets dominated by the drain end. But in reality, as actual IF plots show, the gate noise gets dominated by the source end. As IF changes sign from source to drain, it is evident that KP method will cause a sign error.
Figure 5.9: Model validation on numerical device simulation (DESSIS): Plot of the imaginary part of $c_g$ versus drain voltage at (a) low gate voltage ($V_G = 0.7\,\text{V}$) and (b) at high gate voltage ($V_G = 1.2\,\text{V}$). KP method is totally incapable of predicting the behavior and even gives a wrong sign.

Figure 5.10: Model validation on numerical device simulation (DESSIS): Profile of impedance field for gate current (at $V_{DS} = 0$) at (a) low gate voltage ($V_G = 0.7\,\text{V}$) and (b) high gate voltage ($V_G = 1.2\,\text{V}$). For gate impedance field also, KP underestimates the value at source end. As $\Delta A_g$ changes sign from source to drain, this underestimation gives a sign error in the correlation coefficient.
5.6 Conclusion

In this chapter, we discussed the limitation of the Ward-Dutton partitioning scheme with focus on lateral non-uniformly doped MOSFET. We showed the existence of the small-signal partitioning scheme for the situation when lateral asymmetry can be present in the MOSFET channel. The concept of the small signal partitioning is then successfully used to define the partitioning of perturbed charge from which the capacitances are calculated. This development provides a simple way of calculating capacitances. The proposed development was validated on the numerical device simulation and showed good results. As failure of Ward-Dutton scheme makes the concept of terminal charge invalid, the future compact modeling methodologies may undergo major changes. This new insight and a correspondence with existing Ward-Dutton partitioning will be helpful for developing simpler compact models for high voltage MOSFETs.

For the first time, a general analytical noise modeling methodology accounting for both lateral asymmetry and field dependent mobility was presented. This methodology is applicable to any kind of noise mechanism. The model was validated on the numerical device simulation and it was also explained why the noise properties in presence of lateral asymmetry are drastically different from conventional MOSFET.
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Chapter 6

Conclusion

The major achievements of this work can be summarized as follows:

I. EKV based General High Voltage MOSFET Model

A general High Voltage MOSFET model based on the EKV model as a core and new bias dependent drift resistance was developed. The model performance was demonstrated for three industrial devices: VDMOS, bulk-LDMOS and SOI-LDMOS. The model correctly reproduces the special effects of high voltage devices like the quasi-saturation and self-heating effect, and is highly scalable with all physical and electrical parameters such as transistor width, drift length, number of fingers and temperature. The model shows good results for entire DC bias range and good behavior for capacitances, especially the peaks and shift of these peaks with bias. The model provides excellent trade-off between speed, convergence and accuracy, being suitable for circuit simulation in any operation regime of HV MOSFETs. The model has been implemented in Verilog-A and tested on SABER (Synopsys), ELDO (Mentor Graphics) and Cadence’s Virtuoso Spectre circuit simulator and Virtuoso UltraSim fast-Spice simulator for industrial use. The model fulfils all the accuracy target required by the industry for high voltage MOSFET models.

II. Compact Modeling of Lateral Non-uniform doping

A novel charge based compact analytical model for lateral non-uniformly doped MOSFET was developed in this chapter. The model is developed using charge based EKV formalism. The major impact of the lateral non-uniform doping was seen on the capacitances, whose modeling has been a daunting task till now as expressions become non-integrable and non-implicit for current and charges. The inversion charge linearization paved the way to approximate the surface pinch-off potential across the channel. This led to develop integrable expressions for current and then charges. The inversion and gate charge in this model have clear dependence on the drain current, which is not the case in the conventional MOSFET models. Although this model was developed primarily for high voltage MOS devices, the lateral asymmetric channel devices have also demonstrated good behavior in deep sub-micron devices for higher performance in analog, RF and mixed signal design. In fact, lateral non-uniform doping is inherent in halo-doped nano-MOSFETs.

The proposed model was used for modeling of high voltage devices with a lateral doping gradient using an appropriate drift model. To the best of our knowledge, this is the first time,
the modeling of lateral non-uniform doping has been implemented in any high voltage compact model. The model shows good behavior for all capacitances as well as for DC, when compared with device simulation and measurements. The position of the capacitance peaks as well as their amplitude are correctly simulated by the model. The major impact of the proposed model is on the accuracy improvement of high voltage MOSFET models especially during transient operations (i.e. modeling of the bias-dependent peaks and slopes of device capacitances).

III. Partitioning Scheme and Noise Modeling in LAMOS

The limitation of the Ward-Dutton partitioning was explained. The existence of the small-signal partitioning scheme for the lateral non-uniformly doped MOSFET was developed. The concept of the small signal partitioning was successfully used to define the partitioning of perturbed charge from which the capacitance were calculated. This development provided a simple mean of evaluating capacitances of lateral non-uniformly doped MOSFET. It was evident, as failure of Ward-Dutton scheme makes the concept of terminal charge invalid, the future compact modeling methodologies may undergo major changes. This new insight and a correspondence with existing Ward-Dutton partitioning will be helpful for developing simpler compact models for high voltage MOSFETs. Also, for the first time, a general analytical noise modeling methodology accounting for both lateral asymmetry and field dependent mobility was presented. This methodology is applicable to any kind of noise mechanism. It was also explained why the noise properties in presence of lateral asymmetry are drastically different from conventional MOSFET.

The research work in this thesis has been successful in solving several problems related to high voltage MOS modeling. Still there are several things which should be improved or solved for a better high voltage MOS model. Following is the list of tasks which needs to be done in future to get high performance HVMOS model:

➤ Length Scaling in Lateral Non-uniformly doped transistor
➤ Noise modeling and implementation in HVMOS
➤ Simplified partitioning scheme for Lateral Non-uniformly doped transistor
➤ Charge or surface potential based modeling of drift region
➤ Accurate modeling of the overlap capacitance in the drift region
Appendix A

Solutions of transcendental equations of $\psi_p$, $q_s$ and $q_d$

A.1 Evaluation of $\psi_p$

The transcendental equation for $\psi_p$ in normalized form can be rewritten from (5.6) as

$$v_g - v_{fb} = \psi_p + \text{sign}(\psi_p)\gamma \sqrt{e^{-\psi_p}} + \psi_p - 1$$

(A.1)

where $\psi_p = \uparrow \Psi_P \downarrow / \sqrt{T} \uparrow$, $v_{fb} = \uparrow V_{FB} \downarrow / \sqrt{T}$ and $\gamma = \Gamma / \sqrt{T}$ are in the normalized forms. A simple routine for approximation of $\psi_p$ has been developed to get the solution of this transcendental equation given below.

$$\psi_{p0} = \left[ \frac{v_g - v_{fb}}{2} - 3 \left( 1 + \gamma \sqrt{2} \right) \right] + \sqrt{\left[ \frac{v_g - v_{fb}}{2} - 3 \left( 1 + \gamma \sqrt{2} \right) \right]^2 + 6(v_g - v_{fb})}$$

(A.2)

Then

$$\psi_p = \begin{cases} -\ln \left[ 1 - \psi_{p0} + \left( \frac{v_g - v_{fb} - \psi_{p0}}{\gamma} \right)^2 \right], & \text{if } v_g < v_{fb}; \\
\left[ \sqrt{v_g - v_{fb} - (1 - e^{-\psi_{p0}}) + \left( \frac{3}{2} \right)^2 - \frac{\gamma}{2}} \right]^2 + (1 - e^{-\psi_{p0}}), & \text{otherwise} \end{cases}$$

(A.3)

A.2 Evaluation of $q$ (= $q_s$ or $q_d$)

The transcendental equation for $q$ can be rewritten from (4.12) or (4.13) as

$$2q + \ln(q) = v_p - v_{ch}$$

(A.4)

where $q$ and $v_{ch}$ can be ”$q_s$ and $v_s$” or ”$q_d$ and $v_d$”. A simple routine for approximation of $q$ has been developed to get the solution of this transcendental equation given below.

$$v = v_p - v_{ch}$$

(A.5)
if $v > -0.6$

$$q_0 = \frac{1}{4} \left[ v - 1.4 + \sqrt{v(v - 0.394036) + 9.662671} \right]$$

$$\delta_0 = \frac{v - [2q_0 + \ln(q_0)]}{2q_0 + 1}$$

$$q = q_0 \left[ 1 + \delta_0 (1 + 0.07\delta_0) \right]$$

otherwise

$$q_0 = e^{\frac{1}{4} \left[ v-0.201491-\sqrt{v(v+0.402982)+2.446562} \right]}$$

$$\delta_0 = \frac{v - [2q_0 + \ln(q_0)]}{2q_0 + 1}$$

$$q = q_0 \left[ 1 + \delta_0 (1 + 0.483\delta_0) \right]$$

(A.6)
Appendix B

Noise Modeling of LAMOS

The channel current can be written as

\[ I(x) = g(x, V, E)E \]  \hspace{1cm} (B.1)

where \( g(x, V, E) = W \mu(x, E)Q_i(x, V) \) and \( E = \frac{dV}{dx} \). Here \( Q_i \) is the inversion charge, \( V \) is the channel potential and \( E \) is the electric field at any position \( x \) in the channel. \( W \) is the width of the device. Fig. 5.6 can be mathematically represented as

\[ I(x) + i_d(x) = g \left( x, V + v, \frac{d(V + v)}{dx} \right) \frac{d(V + v)}{dx} + \delta i_n(x) \]  \hspace{1cm} (B.2)

The perturbation analysis of (B.2) in the similar way as in section 5.3.1 yields

\[ i_d(x) = \left( g(x, V, E) + \frac{\partial g(x, V, E)}{\partial E} \frac{dV}{dx} \right) \frac{dv}{dx} + \left( \frac{\partial g(x, V, E)}{\partial V} \frac{dV}{dx} \right) v + \delta i_n(x) \]  \hspace{1cm} (B.3)

The impact of lateral asymmetry and mobility degradation on \( g(x, V, E) \) can be written as

\[ \frac{dg(x, V, E)}{dx} = \frac{\partial g(x, V, E)}{\partial x} + \frac{\partial g(x, V, E)}{\partial V} \frac{dV}{dx} + \frac{\partial g(x, V, E)}{\partial E} \frac{dE}{dx} \]  \hspace{1cm} (B.4)

It should be noted that the extra term \( \frac{\partial g(x, V, E)}{\partial x} \) appears due to lateral asymmetry while \( \frac{\partial g(x, V, E)}{\partial E} \) term appears due to mobility degradation. In conventional MOSFET, both of these terms would be zero.

At this point it is important to recognize that we have additional constraint on \( \frac{dE}{dx} \) from the fact that \( \frac{dI}{dx} = 0 \). Thus, as \( E \) and \( \frac{dE}{dx} \) are not independent because the unperturbed current is constant, we have from (B.1)

\[ \frac{dI}{dx} = 0 = \frac{dg(x, V, E)}{dx} E + g(x, V, E) \frac{dE}{dx} \]  \hspace{1cm} (B.5)

or

\[ \frac{dE}{dx} = -\frac{\left( \frac{dg(x, V, E)}{dx} \right) E}{g(x, V, E)} \]  \hspace{1cm} (B.6)
In the presence of mobility degradation, the “chain rule” becomes

\[
\frac{dg(x, V, E)}{dx} = \frac{g(x, V, E)}{g(x, V, E) + \frac{\partial g(x, V, E)}{\partial E} E} \left( \frac{\partial g(x, V, E)}{\partial V} E + \frac{\partial g(x, V, E)}{\partial x} \right)
\]  

(B.7)

Using (B.7), the final expression of \(i_d(x)\) from (B.3) can be written as

\[
i_d(x) = \left[ \frac{g(x, V, E) + \frac{\partial g(x, V, E)}{\partial E} E}{g(x, V, E)} \right] \frac{d}{dx} [g(x, V, E)v] - \frac{\partial g(x, V, E)}{\partial x} v + \delta_i n(x) = \Delta i_d
\]  

(B.8)

where \(\Delta i_d\) is the constant noise current flowing through the channel. Rearranging (B.8) as a ODE of \(gv\)

\[
\frac{d}{dx} [g(x, V, E)v] - \left( \frac{\partial g(x, V, E)}{\partial E} \right) \frac{g(x, V, E) E}{g(x, V, E) + \frac{\partial g(x, V, E)}{\partial E} E} [g(x, V, E)v] = \frac{g(x, V, E)}{g(x, V, E) + \frac{\partial g(x, V, E)}{\partial E} E} \left( \Delta i_d - \delta_i n(x) \right)
\]  

(B.9)

Using integration factor \(R(x)\), the above ODE can be written as

\[
\frac{d}{dx} [R(x) g(x, V, E)v] = f(x) \left( \Delta i_d - \delta_i n(x) \right)
\]  

(B.10)

where

\[
R(x) = \exp \left[ - \int_0^x \left( \frac{\partial g(x, V, E)}{\partial E} \right) \frac{g(x, V, E) E}{g(x, V, E) + \frac{\partial g(x, V, E)}{\partial E} E} \, dx \right]
\]  

(B.11)

and

\[
f(x) = \left[ \frac{g(x, V, E)}{g(x, V, E) + \frac{\partial g(x, V, E)}{\partial E} E} \right] R(x)
\]  

(B.12)

As \(v\) vanishes at the 0 and \(L\) (\(L\) is the length of the device), the integration of (B.10) gives

\[
\Delta i_d = \frac{\int_0^L f(x) \delta i_n(x) \, dx}{\int_0^L f(x) \, dx}
\]  

(B.13)

The expression of Induced gate noise can be written as

\[
\Delta i_g = -j \omega W \frac{\int_0^L f(x) \left( \int_0^L f(x) \left( \lambda(x_1) - \lambda(x) \right) \, dx \right) \delta i_n(x) \, dx}{\int_0^L f(x) \, dx}
\]  

(B.14)

where \(\Delta i_g\) is the total gate noise current (integral of \(\delta i_g(x)\) in Fig. 5.6) and

\[
\lambda(x) = \int_0^x \frac{\partial Q_g}{\partial V} \frac{1}{R(x) g(x, V, E)} \, dx
\]  

(B.15)

\(Q_g\) is the gate charge density at any position in the channel.

The impedance fields for drain and gate respectively are obtained as

\[
\Delta A_d = \frac{f(x)}{\int_0^L f(x) \, dx}
\]  

(B.16)
The expressions of power spectral densities (PSD) are obtained as

Drain PSD:
\[ S_{I^2_D} = \int_0^L |\Delta A_d|^2 S_{\delta i_n^2} \, dx \]  \hspace{1cm} (B.18)

Gate PSD:
\[ S_{I^2_G} = \int_0^L |\Delta A_g|^2 S_{\delta i_n^2} \, dx \]  \hspace{1cm} (B.19)

Drain-Gate PSD:
\[ S_{I^2_D I^2_G} = \int_0^L \Delta A_d \Delta A_g S_{\delta i_n^2} \, dx \]  \hspace{1cm} (B.20)

where \( S_{\delta i_n^2} \) is the power spectral density (PSD) of the elementary noise current \( \delta i_n \) [1]. Assuming the noise sources are spatially uncorrelated, we have
\[ \overline{\delta i_n(x_1)\delta i_n(x_2)} = S_{\delta i_n^2} \delta(x_1 - x_2) \]  \hspace{1cm} (B.21)

where the local noise PSD for thermal noise can be expressed as
\[ S_{\delta i_n^2} = 4 \cdot q \cdot W \cdot Q_i \cdot D_n \cdot \Delta f \]  \hspace{1cm} (B.22)

where \( D_n \) is the noise diffusivity [1]. For simple electron mobility model this definition of \( S_{\delta i_n^2} \) reduces to the one used in [2] i.e. \( S_{\delta i_n^2} = 4kT_L g \Delta f \), where \( T_L \) is the lattice temperature and \( k \) is the Boltzmann’s constant. Finally the noise parameters are obtained as
\[ \gamma = \frac{S_{I^2_D}}{4kT_L g_{ds0}} \]  \hspace{1cm} (B.23)
\[ e_g = \frac{S_{I^2_D I^2_G}}{\sqrt{S_{I^2_D} S_{I^2_G}}} \]  \hspace{1cm} (B.24)

where \( g_{ds0} \) is the drain to source conductance at \( V_{DS} = 0 \).
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