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Abstract

With the latest developments in video coding technology and fast deployment of end-user broadband internet connections, real-time media applications become increasingly interesting for both private users and businesses. However, the internet remains a best-effort service network unable to guarantee the stringent requirements of the media application, in terms of high, constant bandwidth, low packet loss rate and transmission delay. Therefore, efficient adaptation mechanisms must be derived in order to bridge the application requirements with the transport medium characteristics.

Lately, different network architectures, e.g., peer-to-peer networks, content distribution networks, parallel wireless services, emerge as potential solutions for reducing the cost of communication or infrastructure, and possibly improve the application performance. In this thesis, we start from the path diversity characteristic of these architectures, in order to build a new framework, specific for media streaming in multipath networks. Within this framework we address important issues related to an efficient streaming process, namely path selection and rate allocation, forward error correction and packet scheduling over multiple transmission paths.

First we consider a network graph between the streaming server and the client, offering multiple possible transmission paths to the media application. We are interested in finding the optimal subset of paths employed for data transmission, and the optimal rate allocation on these paths, in order to optimize a video distortion metric. Our in-depth analysis of the proposed scenario eventually leads to the derivation of three important theorems, which, in turn represent the basis for an optimal, linear time algorithm that finds the solution to our optimization problem. At the same time, we provide distributed protocols which compute the optimal solution in a distributed way, suitable for large scale network graphs, where a centralized solution is too expensive.

Next, we address the problem of forward error correction for scalable media streaming over multiple network paths. We propose various algorithms for error protection in a multipath scenario, and we assess the opportunity of in-network error correction. Our analysis stresses the advantage of being flexible in the scheduling and error correction process on multiple network paths, and emphasizes the limitations of possible real systems implementations, where application choices are limited. Finally, we observe the improvements brought by in-network processing of transmitted media flows, in the case of heterogeneous networks, when link parameters vary greatly.

Once the rate allocation and error correction issues are addressed, we discuss the packet scheduling problem over multiple transmission paths. We rely on a scalable bitstream packet model inspired from the media coding process, where media packets have different priorities and dependencies. Based on the concept of data pre-fetch, and on a strict time analysis of the transmission process, we propose fast algorithms for efficient packet scheduling over multiple paths. We ensure media graceful degradation at the client in adverse network conditions by careful load balancing among transmission paths, and by conservative scheduling which transparently absorb undetected network variations, or network estimation errors.

The final part of this thesis presents a possible system for media streaming where our proposed mechanisms and protocols can be straightforwardly implemented. We describe a wireless setup where clients can access various applications over possibly multiple wireless services. In this setup,
we solve the rate allocation problem with the final goal of maximizing the overall system performance. To this end, we propose a unifying quality metric which maps the individual performance of each application (including streaming) to a common value, later used in the optimization process. We propose a fast algorithm for computing a close to optimal solution to this problem and we show that compared to other traditional methods, we achieve a more fair performance, better adaptable to changing network environments.

Keywords: multipath networks, rate allocation, path selection, load balancing, packet scheduling, forward error correction, network variability, network inter-operability.
Résumé

Les derniers développements en codage vidéo et le déploiement rapide des connections internet client à haut débit rendent les applications vidéo en temps-réel de plus en plus attractives tant pour les usages privés que professionnels. Cependant, internet, qui est un réseau faillible, se révèle toujours incapable de garantir les conditions strictes requises par les applications vidéo, que ce soit en terme de constance pour les haut débits, de perte de paquets ou de délais de transmission. Par conséquence, des mécanismes efficaces adaptatifs doivent être mis en place afin de mettre en adéquation les caractéristiques médium et les besoins propres de l’application.

Depuis peu, différentes architectures de réseau, telles que les réseaux client-à-client, les réseaux de distributions de contenus, ou encore les services sans-fil parallèles apparaissent comme des moyens potentiels de réduire les coûts de communication ou d’infrastructure, ou encore d’améliorer les performances de l’application. Cette thèse exploite les caractéristiques de cheminement divers propres à ces architectures afin de développer un nouveau cadre spécifique pour la transmission vidéo en réseaux à voies multiples. Dans ce nouveau cadre, nous abordons d’importantes questions liées à l’efficacité du processus de transmission vidéo, à savoir le choix du cheminement, l’allocation de taux, la correction des erreurs, et la planification de la transmission des paquets au travers de voies multiples.

Nous considérons d’abord une représentation du réseau qui offre la possibilité de voies multiples entre le serveur vidéo et le client. L’intérêt est de trouver le meilleur sous-ensemble de voies utilisés pour transmettre les données ainsi que le taux d’allocation optimal correspondant, afin d’optimiser une métrique de distortion video. Nous nous sommes livrés à une analyse en profondeur du scénario proposé qui a conduit à l’énoncé de trois théorèmes importants. Ces derniers forment les bases d’un algorithme linéaire optimal résolvant notre problème d’optimisation. Dans le même temps, nous proposons des protocoles distribués calculant la solution optimale, adaptée au cas de réseaux grande échelle pour lesquels une solution centralisée serait trop coûteuse.

Nous abordons ensuite le problème de la correction d’erreurs pour la transmission de vidéos redimensionnables à travers des réseaux à voies multiples. Différents algorithmes sont proposés pour la protection contre les erreurs dans un cadre de voies multiples. L’opportunité d’une correction d’erreurs insérée au réseau est aussi établie. Notre analyse souligne l’avantage de la flexibilité dans la gestion du processus de correction d’erreurs et de la planification de transmission de paquets dans les réseaux à voies multiples. Notre analyse met en avant les limites liées à l’implémentation de systèmes réels pour lesquels le choix d’application est contraint. Finalement, nous observons les améliorations apportées par le traitement de paquets inséré aux réseaux hétérogènes caractérisés par des variations importantes de leurs paramètres.

Une fois abordées les questions d’allocation de taux et de correction d’erreurs, nous discutons du problème de la planification de transmission de paquets au travers de réseaux à voies multiples. Notre approche repose sur un modèle de paquets vidéo redimensionnable inspiré du processus de codage vidéo, pour lequel les paquets vidéo ont différentes priorités et dépendances. Nous proposons un algorithme rapide de distribution de transmission efficace des paquets au travers des réseaux à voies multiples, basé sur le concept de pré-apport des données, et sur une analyse temporelle stricte du processus de transmission. Une dégradation vidéo lente est assurée au client dans des conditions...
de réseau défavorables, en veillant à charger les voies de transmission de manière équilibrée et en assurant une planification de transmission conservatrice qui absorbe de manière transparente les variations indécelables du réseau.

Dans la dernière partie, cette thèse propose un système destiné à la transmission vidéo où les mécanismes et protocoles proposés peuvent être directement implémentés. Nous décrivons une configuration sans-fil permettant aux clients d’accéder à de multiples applications par divers services sans-fil. Dans cette configuration, le problème du taux d’allocation est résolu en visant une maximisation des performances globales du système. Pour ce faire, nous proposons une métrique de qualité unifiante qui reporte les performances individuelles de chaque application (incluant la transmission vidéo) en une valeur commune utilisée ultérieurement dans le système d’optimisation. Une solution presque optimale est trouvée par un algorithme rapide. Nous démontrons que les performances ainsi obtenues sont plus équitables que celles obtenues par diverses méthodes traditionnelles, le système s’adaptant mieux aux environnements réseau changeants.

**Mots-clés**: réseaux à voies multiples, allocation de taux, sélection de cheminement, équilibrage de charge, planification de transmission de paquets, correction d’erreurs, variabilité réseau, inter-opérabilité du réseau.
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Chapter 1

Introduction

1.1 Streaming over the Internet

With the advances in audio-visual encoding standards and broadband access networks, multimedia communications are becoming increasingly popular. The continuing expansion of the Internet further stimulates the demand for multimedia services and applications. Standardization bodies (e.g., ITU-T), continuously work towards achieving better media encoding standards, which facilitate a more rapid penetration of media applications in the internet community. In the same time, new networking systems and solutions, like peer-to-peer networks or wireless services inter-operability, offer the end clients support for new, thrilling internet applications.

Media streaming applications over the internet are becoming popular, as they represent a fast and real-time method for delivering the desired remote content to the end client. In the general one-way streaming scenario, as represented in Figure 1.1, a streaming server must send stored or live media to the client. The information can be pre-encoded, or encoded in real-time into a bitstream, which is transmitted over the internet to the end user/client. The client must be able to consume the received media after an initial playback delay, without suffering interruptions or severe quality degradation.

The real-time nature of the streaming applications opens some questions whose answers lie at the intersection of networking and signal processing analysis. On one hand, the internet, as a transport medium only offers a best-effort forwarding of the data packets traversing it, without guaranteeing any quality of service. Only recently, mechanisms and protocols have been derived for the implementation of traffic priority, and accommodation of real-time traffic. However, such mechanisms are denied large scale deployment over the internet, due to high implementation costs and infrastructure failures. On the other hand, the media application requires fast and timely delivery of the media data, from the content server to the end client. Its stringent quality of service requirements (e.g., high bandwidth, low delays and losses, service stability and continuity during the client play-out time) can hardly be matched today by the available transport medium.

In this thesis, we present our novel approaches and solutions to these issues. We leverage on an
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**Figure 1.1:** General Media Streaming Scenario over the Internet.
in depth analysis of the media encoding specifics and network characteristics in order to propose a new framework for media streaming applications over unreliable transport mediums. As path diversity is an inherent characteristic of the latest emerging network scenarios, (e.g., peer-to-peer networks, content distribution networks, wireless service inter-operability), we concentrate in our work on efficient streaming mechanisms for multipath networks.

1.2 Multipath Media Streaming

Peer-to-peer architectures, content distribution networks and inter-operable wireless networks are some of the latest architectures designed to either reduce the cost of the network infrastructure, enhance the application service guarantees, or increase user reachability. They rely on multiple available data transmission paths between sources and clients, in order to avoid some of the classic single path transmission scenario limitations. The benefits of these network architectures include aggregated bandwidth for resource-greedy applications, reduced latency for real-time applications, or extended network coverage for wireless users. In this context, multipath media streaming emerges as a natural research framework which offers the hope to overcome some of the lossy internet path limitations [1-3]. It allows for an increase in streaming bandwidth, by balancing the load over multiple network paths between the media server and the client. It also provides means to limit packet loss effects, when combined with error resilient streaming strategies and scalable encoding capabilities of the latest encoding standards [4-7], or reduce transmission delays.

However, this streaming framework requires extra efforts and resources for its management. Parallel route discovery and maintenance, sources coordination and efficient data scheduling, robustness in dynamic network conditions are just some of the issues that must be addresses in a successful multipath setup. Solutions to these problems have been proposed by the networking community. They usually adapt existing network algorithms and protocols to the new framework, with the final goal of optimizing the network performance. However, these solutions in general do not take into account the characteristics of the specific applications using the network infrastructure, possibly inducing a poor application performance [8].

While the streaming research community has given considerable attention to the modelling of the streaming application behavior in a multipath setup, it has mainly focused on the streaming process itself (media caching and scheduling aspects), starting from a given, fixed network scenario, failing to address the above-mentioned issues. Very little attention has been given to the idea of creating a joint application-network aware framework, optimal from the user perspective. Hence, important problems concerning the optimal construction and choice of transmission paths from a media perspective, packet error correction and scheduling on multiple paths, or streaming robustness in dynamic networks have not been thoroughly addressed so far.

In our thesis, we address the above mentioned issues from the perspective of a media streaming application. Our proposed framework for multipath media streaming offers solutions that take into account the specificity of the considered media application, along the underlying network context, in order to deliver optimal streaming performance as seen by the end client. We offer our ideas and solutions for media-aware path construction and selection, packet error correction and scheduling, and transmission robustness in multipath environments.

1.3 Problem Statement and Contributions

Efficient streaming solutions over the internet need to satisfy the stringent requirements of the media application, e.g., generally high transmission bandwidth, low packet delays, and network losses, low network variability and dynamics during medium to long periods of time, stable routes availability throughout the transmission process. However, even with the steady pace of internet expansion, and improved architectural design, the transport medium remains best-effort, incapable of offering any service guarantees to the traversing applications. Hence, adaptive techniques and algorithms must be derived in order to bridge the gap between the internet offered services and the
1.3. Problem Statement and Contributions

media application requirements, in order to improve the received media quality at the end client. In this thesis, we rely on the path diversity characteristic of the latest network architectures, in order to propose a new multipath framework for the analysis of media streaming applications. Within this framework, we offer an in-depth discussion of the most important issues concerning the envisioned streaming setup, which, in turn, allows us to derive novel mechanisms and algorithms for a more efficient streaming process. In particular, we address important issues like path selection and rate allocation, forward error correction and packet scheduling for video streaming in multipath transmission environments. We offer a theoretical analysis of the problems, we present and measure the performance of our proposed mechanisms and algorithms, and we discuss the system aspects related to possible implementations of our proposed tools in real systems.

Within a general network graph scenario, we first address the problem of optimal path selection and rate allocation for a media application. We define an optimization problem that relies on a media distortion metric in the optimization process. Our final goal is to select an optimal subset of transmission paths used by the application, along with the optimal rate allocation on these paths, in order to minimized the perceived media distortion at the client. Our theoretical analysis of the proposed general distortion metric finally leads to three important theorems which facilitate the choice of optimal transmission paths, and allows for the derivation of a fast path selection and rate allocation algorithm. We show that using the available network paths in increasing order of their loss probabilities is always optimal. The trade-off between adding extra bandwidth to the transmission/encoding process, hence increasing the streaming quality, and adding extra packet erasures by using network paths with higher loss probability, hence degrading the media reconstructed quality, offer a natural convergence point for our path selection algorithm. In the same time, we conclude, that, contrary to the common belief, utilizing all available network paths for media streaming is not necessarily optimal. Furthermore, we provide distributed protocols for path construction and selection in large scale network scenarios, based only on the local network information available at the client.

Next, we address the problem of media forward error correction in multipath networks. In a joint source-channel rate allocation framework, we investigate different FEC strategies and scheduling paradigms. Our analysis eventually leads to interesting insights on the optimal distribution of data and redundant packets over the multiple transmission paths, and our proposed algorithms compute efficient FEC rate allocation solutions in network environments with constrained resources. We show that flexible scheduling and FEC strategies can enhance the streaming process by better protecting the most important media packets, and by sending them over network paths affected by lower loss probabilities. We also assess the opportunity of in-network media flow processing in the case of active networks, where intermediate nodes can perform basic operations on the passing data flows, e.g., FEC decoding/re-encoding. We elucidate the trade-off between transmission delays incurred due to intermediate node flow processing, and improved performance, and we show that in network scenarios with heterogeneous link parameters, such operations prove beneficial.

Media packet scheduling over multiple transmission paths is addressed next in our thesis. Based on the knowledge of media packets weights and dependencies in the bitstream, as generated by the media encoder, we propose a novel packet scheduling algorithm for efficient packet transmission over multiple network paths. Considering the total received media quality as dependent on the number and importance of the correctly received media packets, our algorithm proposes a load balancing technique over more network paths, which prioritizes the data packets that are more important for media reconstruction at the client. Furthermore, we increase the robustness of our algorithm to network variations, by a conservative timing analysis during the scheduling process. Compared to existing solutions, our approach adapts better to network rate variations, insuring a smooth quality degradation of the media in the case of adverse network conditions.

Finally, we describe a possible real system where our proposed mechanisms and conclusions can be applied in a straightforward manner. We envision a setup where multiple clients can access multiple data applications, including media streaming, over more available wireless services. With the help of a unifying quality metric, we map the performance of each type of applications as a function of allocated network resources. Finally, we propose and solve an optimization problem
whose goal is to maximize the overall system performance. Our algorithm for network selection and rate allocation is performed iteratively in order to account for network variability and dynamics, and insures a more fair and adaptive behavior compared to other traditional methods.

Compared to previous work in streaming over multipath networks we bring the following important contributions:

- We define a general theoretical framework for the analysis of streaming media over multipath networks, in which we address several key issues of an efficient streaming system, e.g., path selection and rate allocation, forward error correction and packet scheduling;

- We provide optimization metrics based on both network characteristics and streaming sequence parameters. The metrics are later used in the defined optimization problems in order to achieve optimal solutions that maximize the end user perceived media quality;

- We address the issue of selecting an optimal subset of network paths out of an available set, and compute the optimal rate allocation on these paths, in order to optimize the client received media quality. Our theoretical analysis leads to the implementation of fast, optimal algorithms for the election of suitable transmission paths, along with their allocated transmission rate. For large scale media applications, we provide distributed algorithms for the computation of the optimal subset of end-to-end transmission paths, along with their corresponding rate allocation, based only on local views on the network, available at each intermediate node.

- We study the effect of forward error correction on multipath media streaming. We identify and compare different scheduling and FEC mechanisms for multipath error correction, and we provide fast algorithms that for the computation of suitable forward error correction strategies. We also analyze the opportunity of in-network media flow processing, by examining the advantages and disadvantages of intermediate nodes FEC operations. We identify the streaming scenarios where intermediate nodes FEC operations on the passing media flows increases the performance of the end-to-end streaming application;

- We address the problem of media packet scheduling on multipath networks. We leverage on the knowledge of the different packet weights and dependencies inside the media bitstream in order to provide fast scheduling algorithms which balance the data load over multiple transmission paths. Our algorithm achieves graceful media degradation at the client, in the case of adverse network conditions. We also study the robustness of our scheduling algorithm in the case of variable network scenarios. We provide an efficient scheduling method, based on a conservative timing analysis inside the scheduler, which transparently absorbs short-time, unpredictable network variations;

- We design a potential practical application scenario, where our proposed methods and techniques for efficient multipath streaming can straightforwardly be deployed. We envision a setup where multiple clients can access various applications over more available wireless services. In this setup, we formulate and solve an optimization problem whose final goal is to maximize the overall system's performance by a smart network selection and rate allocation for each individual client.

1.4 Road Track

We start by presenting an overview of the existing literature in multipath video streaming in Chapter 2. We discuss the relevant approaches and we position our ideas in front of these works and we emphasize the novelty brought by our approaches.

Next, we formulate our main path selection and optimization problem for media streaming over multipath networks in Chapter 3. Starting from a general video distortion model and a flow network architecture, we offer an in-depth theoretical analysis that allows us to derive some low
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Complexity rules guiding an efficient network resource allocation. We discuss practical implementation issues and distributed protocols for the path selection and rate allocation problem in large scale networks in Chapter 4.

We refine our distortion and network model for specific scalable streaming applications, and we discuss optimal ways for video packet protection in the face of transmission erasures, in Chapter 5. We identify a series of different FEC schemes and scheduling mechanisms that allow us to develop solutions for the optimal joint allocation of source rate channel protection rate in resource constrained multipath networks. Our approach to packet scheduling over multiple network paths is presented in Chapter 6. A careful timing analysis of the streaming process allows us to derive fast scheduling algorithms that take into account the network path’s parameters along the characteristics of the encoded media stream. Furthermore, we present scheduling robustness mechanisms in front of unpredictable network variations in Chapter 7.

Finally, Chapter 8 discusses a possible practical system where our mechanisms could be deployed in a beneficial manner. We present a complete wireless system where clients can aggregate the resources of multiple wireless systems, and where streaming applications share the same transmission medium as other applications like voice conversations or data downloading. Our concluding remarks are given in Chapter 9.
Chapter 2

State of the Art

2.1 Introduction

With the advances in audio-visual encoding standards and broadband access networks, multimedia communications (MMC) is becoming quite popular. The continuing expansion of the Internet further stimulates the demand for MMC services. The existence of a multitude of clients for video streaming, e.g., Windows Media Player, Quicktime Player, or Real Player, and the increasing success of media internet services like Youtube, show the interest of the internet community for new video services and applications. However, as the transport medium for the media packets remains "best effort", these applications cannot guarantee any quality of service to their end users. Variable network rates and delays, packet loss and congestion, network reconfiguration and node dynamics are just some of the problems that must be addressed in order to provide optimal streaming services in today's internet [9]. The main concern of the streaming research community resides in providing efficient techniques and mechanisms for bridging the gap between the stringent and greedy QoS requirements of the multimedia application and the scarce available network resources. To this end, both application level (in the domain of video coding and compression), and transport and network level solutions are investigated.

In this chapter we make an overview of the efforts made by both the multimedia networking and coding communities to address the aforementioned problems. We start by presenting the networking proposals and advancements towards insuring some levels of service guarantee over the current best-effort internet. Then we present the main characteristics of the media applications (video), as resulting from the information encoding process. Finally, we address the recent works developed by the streaming community, with a special emphasis on the problems related to the issues addressed by our current work. We position our solutions in the context of previous works, and we discuss the novelty of our approaches throughout this chapter.

2.2 Networking Approach

2.2.1 Network Design and Monitoring

The networking community is spending a lot of effort in understanding and modeling the internet, with the goal of providing some necessary tools for the analysis of its performance. Based on these tools, further protocols and mechanisms can be implemented in order to go one step forward towards providing some guaranteed quality of service for the traversing applications.

A first framework for network modeling and analysis based on deterministic queueing theory is presented in [10]. The authors model the interaction between the application requirements and network services into a complete mathematical framework based on traffic flows. Within this framework, network elements are further analyzed and modeled in isolation for more accuracy [11].
Specific network modeling for real-time multimedia applications appears in [12]. The authors model the network packet loss and delay and their effects on multimedia transmission, while in [13], the authors discuss different packet loss metrics based on the behavior of the network in terms of loss burst length. Finally, [14] introduces a new network framework based on utility functions. The author discusses the trade-off between the additional benefit of allocating extra network resources to one application and the overall system performance based on a limited amount of resources.

The above-mentioned frameworks and modeling decisions can provide efficient means for application adaptation as long as they provide meaningful metrics. Values to these metrics can be obtained in real-time by efficient network monitoring, along with estimation and prediction mechanisms. An efficient method for robust monitoring of link delays and faults in IP networks is presented in [15], while the authors of [16] discuss a new and fast end-to-end bandwidth prediction protocol. Detecting shared congestion of flows via end-to-end measurements is addressed in [17], while [18] offers an example of a system for network traffic prediction. Internet path performance estimation from an application perspective is presented in [19].

2.2.2 Network Level Routing

Based on the monitoring of network metrics, efficient routing algorithms are derived in order to find suitable network paths for application data transmission. Regular optimization metrics for routing optimization refer to the number of hops to the destination, link delay, end-to-end bandwidth or loss probability. Depending on the application, one or more of these metrics are relevant in the routing process.

Numerous routing algorithms have been proposed to optimize a given network QoS metric [20]. More generally, routing with multiple metrics is the target of many works in QoS routing. But QoS routing with multiple constraints is, in general, an NP hard problem. An initial proof, for the case of at least two additive metrics is given in [21]. The authors propose heuristic algorithms for both source routing, and hop-by-hop routing, which find one path satisfying the QoS requirements of multimedia applications. Recent works in multi-constrained routing optimize a meaningful linear [22], respectively non-linear [23] relations between constraints, using low complexity algorithms.

Another way to improve the QoS of Internet applications is to utilize multiple available network paths for data transmissions. Earlier efforts on using multiple transmission paths concentrate on aggregating the available bandwidths on different parallel packet routes between a server and a client. An overview of network striping techniques is presented in [24], while the authors of [25] provide a literature survey on traffic dispersion. More recently, the authors of [26] present a distance-vector algorithm for finding multiple paths, while the authors of [27] present a multi-path extension of Direct Source Routing for wireless ad-hoc environments. The purpose of the algorithms is to achieve load balancing over multiple paths [28], and to simultaneously minimize delays. Algorithms for survivable networks construction are presented in [29].

Similarly, functions built on multiple path metrics are used in [30,31] to find multiple network paths for streaming. The authors of [32] discuss the problem of finding disjoint paths in single and dual link cost networks, while stability conditions for joint routing and rate control are derived in [33].

A theoretical study of loop-free conditions for multipath routing that should improve network performance is presented in [34], while [35] discusses the selection of paths in multipath network setting.

Data traffic distribution over multiple network transmission paths is optimized by solving packet scheduling and flow assignment problems. [36] presents an opportunistic traffic scheduling mechanism that works over multiple network paths, while traffic engineering for constrained multipath routing is addressed in [37,38]. Flow assignment problems have been addressed in [39] and [40]. The authors of the first paper are concerned with optimally splitting the data on multiple disjoint paths in order to avoid packet re-sequence at the client. The second paper presents an algorithm that minimizes the end-to-end delay of data transmission while complying with an aggregated bandwidth constraint. The optimization of the network resource allocation in overlay multicast is discussed in [41,42], and packet splitting schedules for Internet broadcast communications are introduced in [43].
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Finally, network services can be enhanced by the active implication of some network elements in the transmission process. Adaptive buffer management, along with packet forward error technique are presented in [44, 45]. Nodes can actively participate to a more robust packet transmission in the framework of network coding [46] while new congestion control mechanisms [47] and adaptive sliding window strategies [48] offer better application quality and fairness in the network resources distribution. A survey of active network research is presented in [49]. QoS and multipath routing efforts have a direct applicability in wireless systems where the wireless medium offers the chance of nodes interconnection, or in peer-to-peer systems, when client peers connect to multiple sources in order to obtain the desired information.

2.2.3 Wireless Protocols and Advancements

As wireless technologies can offer the multipath network framework envisioned in our thesis, we discuss latest protocol advancements, especially towards interconnecting available wireless services. An overview of wireless communication and transmission principles is presented in [50], and specific 3G system specifications are detailed in [51–53]. [54–56] present mechanisms for capacity improvements to current wireless standards. Important statistics of a fading/shadowing channel for network performance analysis are analyzed in [57, 58]. The works explore the limitations of current wireless technologies, and offer possible directions of improvement.

The multipath advantage of ad-hoc wireless networks is discussed in [59]. The authors propose a cooperative packet caching and shortest multipath routing algorithm, while the authors of [60] present a slight modification to the network protocol stack in order to facilitate the connection of one WiFi wireless card to multiple home networks. Besides these service specific solutions, interworking several wireless services for multipath access is slowly emerging as a viable commercial solution in order to achieve a better end-user application quality, over unreliable wireless transmission mediums. While initial commercial products that manage multiple wireless service connectivity already exist [61], standardization efforts are paving the way towards more advanced products and services [62, 63]. The authors of [64] present handover possibilities between WLAN and cellular wireless systems and discuss the possible issues and problems. The possibility of future wireless network inter-connection for the provision of client multiple access is discussed in [65]. Also, future wireless network paradigms of trying to combine heterogeneous networks, both cellular, wireless hot spots and sensor networks are discussed in [63], while [66] discusses possible internet protocol properties for wireless services integration.

2.2.4 Positioning

While all these efforts are encouraging for the multimedia streaming community, as they offer the basis of network analysis and service guarantee provisioning, they do not explicitly address the application characteristics. Transport mechanisms are optimized mainly with the final goal of achieving better network utilization; they rely on algorithms that find the best transmission strategies given some established network metrics. While this may be optimal in terms of network utilization, it is however suboptimal from the point of view of the quality of service for the media streaming application. In 30-80% of the cases, the best paths found by classic routing algorithms are suboptimal from a media perspective [8].

In our work we derive mechanisms adapted to the specific streaming applications considered. Carefully looking at the media encoding specifics, we derive quality metrics that we later use as optimization metrics in our algorithms. Hence, we provide protocols for multipath selection and rate allocation, along with scheduling and error robustness mechanisms, starting from the needs of the streaming application, and we optimize the routing and packet scheduling accordingly. As we later show, the improvement brought by our methods for the streaming application is considerable, and justifies their use in the successful integration of media applications in future network systems.
2.3 Video Coding and Error Protection

2.3.1 Video Encoding Standards

The signal processing community is constantly directing its efforts towards creating new video encoding standards which achieve better compression of the media information, and offer a higher degree of scalability and robustness, helpful for transmission over an unreliable medium. The features of the latest video encoding standards like MPEG-4 [7] and H.264 [6] can be used by the streaming application in order to better cope with variable network conditions. Overviews of the coding principles laying at the foundation of these standards can be found in [67, 68].

Multiple works present an overview of video coding techniques that help the media application better cope with errors. Error resilient video encoding [69] and error concealment strategies at the client side [70, 71] are detailed. Error control mechanisms for video communication over the internet are presented in [72], while the specific principles behind the video redundancy coding in the H.263+ standard is presented in [73]. Further techniques for packet loss resilience based on video coding with optimal inter/intra mode switching appear in [74].

At the same time, application flexibility to network rate variations can be insured by scalable encoding of the video data. Spatial, temporal, SNR scalability, or any combination of the above, permits the application to adapt the streaming rate to the available network resources. Course encoding scalability can be obtained by encoding multiple video layers [75], or multiple descriptions (MDC) [76] of the same video sequence. In the case of video layers, the encoded video data is hierarchically organized into one base layer and a multitude of enhancement layers, such that each additional video layer brings a quality improvement to the previous, already decoded layers. On the other hand, MDC encoding creates multiple different, independent descriptions of the video data. Each description can be independently decoded, offering a basic reconstructed quality of the video sequence, while aggregating multiple descriptions results in improved quality. One possible technique for the creation of multiple descriptions via forward error correction is presented in [77].

Finer grained adaptation of the encoded stream to changing network conditions has been investigated as an extension of the existing, non-scalable video coding standards. In this case, the video data is encoded in one base layer, and one or more FGS layers that can be truncated at byte level during the transmission process. The application can choose the optimal encoding rate or scale down the rate of a preexisting encoded sequence, according to network conditions, by maximizing a video quality metric [78]. The nonlinear representation of the total application quality as a function of total encoding rate is defined as a rate-distortion curve. An example of such a representation for scalable video encoding can be found in [79].

2.3.2 Error Correction in Video Streaming

While media encoding with redundancy and error robustness/concealment features at the encoder/decoder offer some protection for the application against transmission failures, further protection mechanisms can be employed for application robustness against network errors.

Network-layer error robustness strategies can be reactive or proactive [80–82]. In the case of reactive strategies, the system reacts to a discovered packet loss, usually by retransmission (ARQ). While being bandwidth efficient, such strategies incur large delays, as they require feedback from the media client to the transmission server. In the case of real-time multimedia applications, or streaming sessions where the client imposed playback delay is small, proactive strategies for error robustness are advisable, as they are much faster. Forward error correction (FEC) is the main technique to provide a more reliable packet transmission in erasure networks. FEC usually provides additional redundant packets, which are sent along the data packets to the client. As long as the client receives enough data and redundant packets, it is able to reconstruct all original data packets.

FEC strategies lower the error probability for the transmitted packets, at the expense of additional network resources. Depending on the model for network losses [83], the application can adapt the FEC strategy [84]. Such action can be modeled as a joint source channel coding op-
timization problem, whose purpose is to optimally allocate the network resources among media and redundant packets, so that the reconstructed quality of the media at the client is maximized. The authors of [85] deal with the optimal allocation of MPEG-2 encoding and media-independent forward error correction rates under the total given bandwidth. They define optimality in terms of minimum perceptual distortion given a set of video and network parameters. They compute the network error parameters after FEC decoding, and they derive the global set of equations that lead to the optimal dynamic rate allocation. A similar analysis is performed in [86]. An optimal partitioning between byte-level FEC and packet level FEC in the case of video multicast over wired and wireless networks is presented [87].

All these works consider the network conditions as known a priori (e.g., channel rate, probability loss rate and average burst length). They can be further extended to a more general JSAC (rate allocation) problem that takes into account intermediate active nodes or multiple existing paths between the server and the client. With this respect, intermediate peer nodes can be used by a streaming application to perform specific tasks on the passing flow in order to improve the streaming process. The authors of [88] present a multicast streaming architecture in which intermediate nodes perform FEC operations on the stream in order to better cope with packet losses on the network links. A scheme for overlay multihop FEC for video streaming over peer-to-peer networks can be found in [89].

Finally, making a distinction among the media packets that need to be protected, more advanced FEC strategies will add more redundancy for the most important packets of the stream, and less for the rest. Unequal error protection (UEP) has been proved to better utilize network resources, enhancing thus the perceived quality of the multimedia application. Network adaptive error control schemes for video streaming using hierarchical FEC are present in [90, 91].

### 2.3.3 Positioning

While these mechanisms offer the flexibility needed in order to cope with network channel errors and variations, their design is based on the knowledge of network parameters. Their functionality depends to some extent on the accuracy of the channel estimation, hence when these estimations are inexact, they are susceptible to failure. Intelligent scheduling on a packet level and adaptive rate allocation / error correction decisions can adapt the media streaming decisions in case of network parameter variability, and add an extra layer of flexibility in the wake of adverse network conditions (e.g., bandwidth shortage, or variable transmission delays and jitter).

In our work we present a study of different forward error correction techniques for multimedia streaming. We discuss the FEC technique in the case of scalable media streaming over multipath networks. We compare various algorithms that bring optimal results in a joint source channel coding framework, by exploiting the scalable media coding paradigm and error correction and scheduling flexibility. At the same time, we explore the trade-off between computational complexity and optimality of results, and propose simple and efficient algorithms for our optimization problem. We also explore the possible application of FEC codes in real systems where the choice of FEC nodes is limited to a given set. Finally, we consider the case of in-network FEC processing, where intermediate nodes have decoding capabilities on the passing flows. We compare the end-to-end optimal FEC allocation problem, with the per-hop FEC allocation, and we identify the network scenarios where intermediate node processing of the passing flows brings a noticeable improvement for the overall streaming process.

### 2.4 Adaptive Video Streaming over the Internet

#### 2.4.1 Adaptation Mechanisms

The flexibility offered by the application encoding and compression is exploited in the derivation of efficient transport and network mechanisms and protocols for media delivery. An overview of the main tendencies in network adaptive video streaming is presented in [92]. These tendencies
include robust transmission of media packets via error correction techniques, packet scheduling for optimal client received media quality and rate adaptation and path selection for the transmission process based on available network resources.

A first technique for the rate adaptation of smooth variable bit rate video transmission is presented in [93]. The authors develop efficient techniques for transmitting video between two network nodes. They minimize the network bandwidth requirements by characterizing how the peak transmission rate varies as a function of the playback delay and the buffer allocation at the two nodes. A different approach is presented in [94], where the authors apply network calculus to obtain optimal multimedia smoothing in a deterministic framework.

Furthermore, adaptation between application requirements and network resources can be performed with the help of network elements, e.g., server, client or intermediate node buffers, or proxy use. The problem of buffer management and dimensioning in the case of parallel video servers is tackled in [95]. Using a generic buffer-pool model with worst case analysis, the author derives upper bounds on the server buffer requirements for a parallel server design with multiple disks per server. A system for proxy caching for media streaming over the internet is present in [96], while large-scale personalized video streaming systems with program insertion proxies appear in [97]. Network elements can facilitate video transmission between a server and a client, or can be helpful for in-network adaptation of the video stream, in order to match different client characteristics.

The special case of video delivery from a streaming server to one or multiple clients through a proxy is presented in [98]. The authors address the problem of efficiently streaming a set of heterogeneous video streams from a remote server through a proxy to multiple asynchronous clients so that they can experience playback with low startup delays. Scalable proxy caching of video under storage constraints is also studied in [99]. The authors propose two different selective caching algorithms, appropriate for two different network scenarios, in order to increase the relevant overall performance metrics in each of the two cases.

2.4.2 Multipath Video Streaming

Wireless or peer-to-peer network systems inherently offer the media client multiple choices in terms of network streaming paths and streaming sources. The flexibility and advantages offered by multipath streaming come however at the expense of more complex mechanisms for path selection and rate allocation, packet scheduling and streaming robustness.

The benefits of multipath routing in multipath media streaming are presented in [100] and [1]. Among the main benefits of using multiple paths between a media server and a client we enumerate: (i) the reduction in correlation between packet losses, (ii) increased throughput, and (iii) ability to adjust to variations of congestion patterns on different parts of the network.

An overview of video streaming techniques for path diversity is presented in [101], while [102] discusses optimization and evaluation criterions for multimedia applications over multiple transmission paths. The authors of [103] implement and compare multipath streaming solutions at the transport and application layer. Multiple schemes are compared and the advantages and disadvantages of each one of them is presented.

Ongoing research is directed towards solving problems associated with multipath streaming scenarios, as presented in [5]. Efficient streaming mechanisms usually rely on scalable media delivery over multipath topologies. The authors of [3] address the problem of multiple description streaming over content delivery networks. They partially discuss the influence of joint and disjoint network paths between the server and the client, and offer general rules for efficient streaming. At the same time, the authors of [104] analyze a multiple path streaming scenario for the transmission of a video sequences encoded in multiple descriptions. They minimize an additive distortion metric, computed as the sum of the individual distortions of each of the independent descriptions. For complexity reasons, their analysis is reduced to a scenario comprising two encoded descriptions and two transmission paths.

Specific multipath streaming solutions for wireless WiFi networks are provided in [105-107], while the authors of [108] solve an optimization scheduling problem specific for wireless networks, using a partially observable MDP. Furthermore, multiple transmission paths can be used in cellular
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wireless systems, in order to enhance media streaming applications [109]. The authors of [110] present a resource allocation framework based on service differentiation and analyze the capacity benefit achieved through service prioritization and dynamic rate adaptation.

2.4.3 Rate Allocation and Path Selection

The rate allocation and adaptation problem has been studied in simple one path streaming scenarios. The authors of [4] propose a novel rate allocation scheme to be used with FEC in order to minimize the probability of packet loss congested networks. They present a protocol suite (Transport Protocol, Loss and Bandwidth Estimation, Rate Allocation Algorithm and Packet Partition Algorithm) and compute the optimal rate allocation for the proposed distributed streaming model with FEC. Their work is later continued in [111] and [112].

Other server-driven strategies have been proposed to adapt to channel rate fluctuations. Frame discard strategies have been proposed in [113,114]. These works address a network scenario consisting of a single path between the server and the client. When the available bandwidth is not sufficient, the streaming server finds the frames that can be discarded, in order to limit the degradation of the video quality. Branch and bound strategies for rate adaptation and packet selection have been recently proposed in [115] and [116]. The authors extend the work of [117] by providing faster algorithms for the analyzed rate-distortion optimization problem. Other packet selection algorithms for adaptive transmission of smooth video can be found in [118] while advances in efficient resource allocation for packet-based real-time video streaming are reviewed in [119].

Furthermore, rate allocation problems in multipath network environments are addressed in the current literature. The advantage of user-level channel diversity is studied in [120] in terms of performance, fairness, robustness and cost. The authors of [121] solve the problem of finding the optimal set of network paths between the server and the client, which ensures a minimum startup delay. This work gives a detailed analysis of the multipath routing problem from the networking point of view. However, the authors do not take into account the specific characteristics of the envisioned application. The work presented in [122] addresses a similar problem of choosing the best path from a media perspective. However, the authors only address the question of path switching efficiency from the media application point of view, and do not investigate the benefits of multipath streaming.

2.4.4 Packet Scheduling in Video Streaming

Specific packet scheduling algorithms for streaming applications can serve as rate adaptation mechanisms inside the network, when nodes can decide to drop/forward the incoming packets as a function of the network status. At the same time they represent an efficient transmission tool, in the case of multipath streaming, when the scheduler decides which media packet is forwarded on each of the available paths, or a robustness mechanism against transmission errors, when the most important packets can be scheduled for transmission multiple times.

Packet scheduling decisions for multimedia streaming take into account the available network resources and the specific encoding of the media stream. Due to the predictive and scalable features of the encoder, different media packets have different weights in the reconstruction of the received bitstream. Hence, optimal scheduling strategies must take into account this feature in the transmission process. A simulation study of packet path diversity for media transport over the internet can be found in [123], while an optimal packet scheduling mechanism for multiple description coded video over lossy networks is presented in [124].

Informed scheduling decisions optimize the received media quality under network resource constraints. Specific scheduling algorithms for multimedia traffic either model the available network channel in a stochastic way, or rely on network information provided by estimation mechanisms. In the Rate-Distortion framework (RaDiO) presented in [117], the scheduling algorithm takes an optimal decision (transmission policy) for each media packet/set of packets, based on the stochastic parameters of the channel model. The optimal scheduling solution comes at the expense of
complex computations and large delays [125, 126]. More recent RaDiO works address the packet scheduling problem in distributed setups, where intermediate nodes can take independent decisions on packet dropping/forwarding [127]. The framework can be extended to streaming scenarios with multiple available transmission paths [128], an example of which being ad-hoc wireless scenarios [129, 130]. Robustness to model inaccuracies can be obtained by repeated transmissions of the most important packets in the bitstream. More recently, work has been directed towards finding efficient video packet scheduling models in the RaDiO framework for multipath transmissions. Media packet scheduling with path diversity or server diversity is addressed in [131, 132]. Their sender-driven scheme enables the client to decide which packet to request at which instance of time and on which path/from which server, on a rate-distortion optimized way. The model is applied to other particular streaming setups in [133, 134].

On the other hand, [135, 136] base the packet scheduling decisions on prior information about the network obtained from network estimation algorithms. The multipath EDPF algorithm from [135] solves the packet scheduling problem by computing the earliest delivery time for each packet, on each of the available network paths. By sending each packet on the path that ensures the earliest delivery at the client, the authors minimize the packet reordering cost. Later, the same authors improve their algorithm with a selective frame discard strategy that drops less important frames in case the channel bandwidth is smaller than the encoded video rate [137]. While these algorithms are less complex and perform faster, they are vulnerable to channel prediction errors. Previous works [138], [139] enhance the robustness to channel prediction errors, by designing a new scheduling model, in which the packets/frames in a bitstream are rearranged. The most important parts of the bitstream are advanced ahead of the less important ones, so that they are scheduled for transmission with higher priority. [140] presents a delay-optimized robust transmission scheme for images, over multiple channels. Such mechanisms increase the probability of successful transmission of information necessary for correct decoding, however, they come at the expense of extra delays and occupied buffer space.

2.4.5 Wireless Streaming and Cross-layer Design

Wireless systems, because of their parallel presence and inter-operability possibilities represent a future platform for multipath streaming applications. The overview work of [141] gives a complete presentation of potential streaming systems in wireless networks and discusses the standardization efforts. Recent advances in wireless media delivery are presented in [142], while specific streaming applications for WiFi networks are discussed in [143]. The authors describe the general issues involved in integrating multiple description coding with layered video coding within a wireless multipath network environment and they compare the performance of the two encoding techniques under different path conditions. At the same time, efficient techniques for streaming over wireless networks that offer some QoS guarantees (e.g., UMTS networks [144]) are presented in [145]. Here, channel efficiency is improved by using the common UMTS channel for streaming, along with proactive hybrid ARQ protocols.

The cross-layer design (CLD) paradigm emerged lately as a more efficient way to optimize the performance of multimedia applications over unreliable networks. It involves the communication and cooperation between the standard network layers in order to take informed application transmission decisions. To this end, the optimizer relies on the knowledge of system parameters from different layers of the network architecture when taking the optimal decision.

The authors of [146, 147] address the issue of cross-layer networking, where the physical and MAC layer knowledge of the wireless medium is shared with higher layers, in order to provide efficient methods of allocating network resources and applications over the Internet. They provide an overview of the main challenges in matching the instantaneous radio channel conditions and capacity needs with the traffic and congestion conditions found over the packet-based world of the Internet. Relevant technical challenges of cross-layer design with a focus on video streaming over wireless networks are also present in [148]. They also address the impact the cross-layer optimization strategy deployed at one client has on the multimedia performance of other stations.
2.4. ADAPTIVE VIDEO STREAMING OVER THE INTERNET

A main interest of cross-layer design techniques is to adapt the streaming application parameters based on information taken for the wireless medium. A dynamic OFDMA-FDMA transmission system delivering MPEG4 video streams is presented in [149]. The authors of [147] propose a joint optimization of the application layer together with the data-link and physical layer of the protocol stack, using an application oriented objective function in order to maximize user satisfaction in Hyperlan systems. IEEE 802.11 based networks are discussed in [150]. The authors evaluate different error control and adaptation mechanisms available for robust video transmission, in different layers of the network architecture. Finally, the authors of [151] propose a cross-layer design for the real time streaming of prerecorded video with prefetching to clients in wireless CDMA networks, while [152] address the same problem in UMTS systems.

While some of the required parameters from the different network layers do not have a direct meaning or equivalent in other layers, it is crucial for an effective system to construct realistic abstractions of these parameters. [153,154] present a possible architecture for video delivery in a multi-user wireless environment, based on parameter abstraction at the physical, data link and application layer. Similar systems are presented in [155,156], while [157] uses the cross layer design paradigm in the context of multi-user, multi-application wireless networks. Finally more system or prototyping issues are raised in [158,159].

A cautionary perspective on cross-layer design is offered in [160]. The authors contend that a good architectural design leads to proliferation and longevity, and explain this by means of examples. They also evidenciate the risk of unintended cross-layer interactions, with undesirable consequences on overall system performance, in the case of cross layer optimization.

2.4.6 Applications and Systems of Multipath Streaming

Depending on the envisioned application setup, more streaming scenarios can be considered. One-to-one network scenarios refer to the case of a single stream transmission between a server and a client. In one-to-many network scenarios more clients want to have access to the same content, leading to multicast systems as presented in [161] or [162], or tree-based peer-to-peer networks [163,164]. Many-to-one and many-to-many scenarios refer to larger setups where one or more clients have access to different sources. Prominent examples of such scenarios are Content Distribution Networks (CDN) [165], large-scale peer-to-peer networks (multiple trees or mesh architectures), and large-scale multimedia streaming deployment architectures [166]. Finally, the network transport medium should be considered in all these scenarios. Special mechanisms are derived for the wireless networks, according to the characteristics of this medium [2,167].

Wireless streaming scenarios and peer-to-peer streaming applications are two of the most prominent examples of application delivery setups with an inherent multipath topology. Peer-to-peer systems take advantage of the specific network architecture in order to offer cheap and robust transmission of application packets. An overview of design choices when creating a new peer-to-peer system (mesh, tree or multiple trees architectures) is presented in [168], while systems for multi-point to point communications are discussed in [169]. Latest advances in peer-to-peer technology and systems seem to spark the attention of the multimedia streaming community towards developing rich media streaming solutions on such distributed platforms. The latest success of the Skype [170] and BitTorrent [171] protocols demonstrate that such systems can provide sufficient average bandwidth for video streaming applications and are suitable for real time communication. Probably the first notable example of distributed video streaming is presented in [172]. The authors consider the cooperation between clients accessing a resource, in order to alleviate the load on the server. The work is set in the context of a traditional client-server framework, but relies on peer cooperation to distribute content, instead of dedicated servers that are geographically deployed (e.g., Content Distribution Networks [3]). Peer-to-peer systems like the ones proposed in [173-176] already propose basic multimedia streaming solutions.

Techniques for the optimization of multipath wireless ad-hoc streaming applications are discussed in [177]. Multi-stream coding, combined with multipath transmission, has been presented in [178] as a solution to fight against network errors in an ad-hoc network environment. Other works in distributed video streaming [179-181] deal with resource allocation and scheduling on
multiple, a priori chosen streaming paths, with the final goal of minimizing the overall distortion perceived by the media clients. All these works rely on a given set of transmission paths, and try to optimally exploit these network resources. However, none of them specifically targets the optimal choice of the streaming paths and the corresponding rate allocation problem.

2.4.7 Positioning

While a lot of works concentrate on the media streaming domain as presented above, we consider that numerous issues still remain unsolved or just partially addressed. We focus on a one-to-one streaming scenario defined by the transmission of a scalable encoded media sequence over a best effort network comprising multiple available paths between the server and the client. While this framework is promising in terms of future media delivery applications, considering the emerging network architectures, it also poses specific problems not thoroughly investigated yet. For example the joint optimization of application source rate, transmission path choice and path rate allocation remains unaddressed. In this thesis, we propose a mathematical model for analyzing this problem. Our analysis leads to the derivation of general rules and algorithms for efficient streaming in both centralized or distributed network scenarios.

At the same time, we shift the focus of our proposed solutions from the traditional optimization of network metrics towards application-oriented quality metrics. Our joint consideration of network resources and constraints on one side, and application-specific requirements on the other side, gives us new leverage during the transmission decision process. From this point of view, in our work we go one step beyond the state of the art solutions, in order to provide more efficient media scheduling solutions, with increased robustness against network shortages. Our methods generally guarantee smoother quality variations at the client compared to previous methods, while still being simple and requiring limited computational resources.

Finally, we provide a possible application scenario where media applications are integrated in a general service network. By fully exploiting the scalability properties of the latest media encoding standards, along with new application-oriented optimization metrics, we achieve better and more fair client perceived results.
Chapter 3

Media Flow Rate Allocation in Multipath Networks

3.1 Introduction

In this chapter, we address the problem of joint path selection and source rate allocation in order to optimize the media specific quality of service when streaming stored video sequences on multipath networks. An optimization problem is proposed in order to minimize the end-to-end distortion, which depends on video sequence dependent parameters, and network properties. An in-depth analysis of the media distortion characteristics allows us to define a low complexity algorithm for an optimal flow rate allocation in multipath network scenarios. In particular, we show that a greedy allocation of rate along paths with increasing error probability leads to an optimal solution. We argue that a network path shall not be chosen for transmission, unless all other available paths with lower error probability have been chosen. Moreover, the chosen paths should be used at their maximum available end-to-end bandwidth. Simulation results show that the optimal flow rate allocation carefully adapts the total streaming rate and the number of chosen paths to the end-to-end transmission error probability. In many scenarios, the optimal rate allocation provides more than 20% improvement in received video quality, compared to heuristic-based algorithms. This motivates its use in multipath networks, where it optimizes media specific quality of service, and simultaneously saves network resources at the price of a very low computational complexity.

The main contributions brought in this chapter can be briefly summarized as follows:

- We propose a general framework for streaming of pre-encoded media data in multipath networks, which encompasses network and media aware metrics;

- We perform the first theoretical media flow analysis on the optimality of number, and choice of network paths, in terms of end-to-end Quality of Service;

- We provide a linear time media aware routing algorithm that outputs the optimal set of network paths to be used in streaming pre-encoded video sequences, along with the corresponding flow rate distribution.

The chapter is organized as follows: Section 3.2 presents the streaming framework and formulates our optimization problem. The theoretical analysis of the streaming process is developed in Section 3.3 and Section 3.4 presents the routing algorithm. We discuss practical implementation scenarios and limitations in Section 3.5 and present our main results in Section 3.6. Finally we conclude in Section 3.7.
3.2 Distortion Optimized Multipath Media Streaming

3.2.1 Multipath Network Model

We consider a framework where the media streaming application uses a multipath network, which can be represented as follows. The available network between a media server $S$ and a client $C$ is modeled as a fully connected directed acyclic graph $G(V, E)$, where $V = \{N_i\}$ is the set of nodes in the network, and $E$ is the set of links or segments (see Figure 3.11). Each link $L_u = (N_i, N_j) \in E$ connecting nodes $N_i$ and $N_j$ has two associated positive metrics:

- the available bandwidth $\rho_u > 0$ expressed in some appropriate unit (e.g., kbps), and,
- the average loss probability $\theta_u \in [0, 1]$, assumed to be independent of the streaming rate.

Let $\mathcal{P} = \{P_1, \ldots, P_n\}$ denote the set of available loop-free paths between the server $S$ and the client $C$ in $G$, with $n$ the total number of non-identical end-to-end paths. A path $P_i = (S, N_i, N_j, \ldots, C)$ is defined as an ordered list of nodes and their connecting links, such that no node appears more than once, and that each link $L_u$ between two consecutive nodes in the path belongs to the set of segments $E$. Let further $b_i$ and $p_i$ denote respectively the end-to-end bandwidth and loss probability of path $P_i$. We define the bandwidth of an individual path $P_i$ as the minimum of the bandwidths among all links on the path (i.e., the "bottleneck bandwidth"). Hence, we have

$$b_i = \min_{L_u \in P_i} \rho_u.$$  \hspace{1cm} (3.1)

Under the commonly accepted assumption that the loss process is independent on two consecutive network segments, and identically distributed on two or more flows traversing the same segment, the end-to-end loss probability on path $P_i$ becomes a multiplicative function of the individual loss probabilities of all segments composing the path. It can be written as:

$$p_i = 1 - \prod_{L_u \in P_i} (1 - \theta_u).$$ \hspace{1cm} (3.2)

Finally, the media application sends data at rate $r_i$ on path $P_i$, with a cost $c_i$. The cost represents the price to be paid by the streaming application, for using path $P_i$. As, in general, the underlying transport medium should be transparent for the application, we define the cost function as dependent only on the total flow rate $r_i$ sent by the application on path $P_i$. A linear cost relation is simply expressed as follows:

$$c_i = \begin{cases} 
  k \cdot r_i & \text{if } P_i \text{ is used, with } r_i \leq b_i \\
  0 & \text{if } P_i \text{ is not used}
\end{cases}.$$ \hspace{1cm} (3.3)

where $k$ is a constant (i.e., the cost factor is identical for any path $P_i \in \mathcal{P}$). In this network model, efficient streaming strategies have to carefully allocate the rate between the different network paths. The goal of the next sections is to get the best out of the multipath network, both in terms of cost, and from a media-driven quality of service perspective.
3.2. DISTORTION OPTIMIZED MULTIPATH MEDIA STREAMING

3.2.2 From Network Graph to Flow Tree

In order to study the flow rate allocation problem in multipath networks, we use a flow tree representation of the network graph $G$. The media server becomes the root of the tree, and each flow $F_i$ represents the share of the overall media stream, which is sent on a network path $P_i$. The media stream is the composition of individual media flows, and the client is represented as a set of leaf nodes, with one leaf per flow. Note that several methods in graph theory have been proposed for constructing such trees, and we rather concentrate in our work on the rate allocation problem, among the branches of the tree. In this case, the rate allocation becomes a flow assignment problem.

Considering that there is (at most) one flow for each network path $P_i$, we can transform the original network graph $G$ into a flow tree by duplicating any network edge and vertex that is shared by more than one network path, as represented in Figure 3.2. Since the transformation from paths to flows is bijective, each flow is characterized by a maximal end-to-end streaming rate, and an end-to-end loss probability, as computed in Section 3.2.1. The flow $F_i$ on path $P_i$ uses a streaming rate $r_i \leq b_i$, with a loss probability $p_i$, and a cost $c_i = k \cdot r_i$.

Due to the assumption of rate independent loss process, any two flows in the tree are independent in terms of loss probability. However, flows may be dependent in terms of aggregated bandwidth, since they may share joint bottleneck links. The flow tree representation allows us to explicit the constraints imposed on a valid rate allocation. These constraints are imposed by bandwidth limitation on the network links, and flow conservation in the network nodes. The necessary and sufficient conditions for the flow tree model to be a valid representation of the original network graph can finally be grouped into single flow, and multiple flow constraints and expressed as:

1. Single Flow Constraints:
   
   - path bandwidth limitations: $r_i \leq b_i$, $\forall P_i \in \mathcal{P}$;
   
   - flow conservation at intermediate nodes: for every node $N_j \in P_i$, $r_i^{in} = r_i^{out} = r_i$, where $r_i^{in}$ and $r_i^{out}$ are the incoming and respectively outgoing rates of $F_i$ passing through node $N_j$.

2. Multiple Flow Constraints:
   
   - link bandwidth limitations:
     \[ \sum_{P_i, L_u \in P_i} r_i \leq \rho_u, \ \forall L_u \in E; \]
   
   - flow conservation at intermediate nodes: for every node $N_j \in V$:
     \[ \sum_{P_i} r_i^{in} = \sum_{P_i} r_i^{out} = \sum_{P_i} r_i, \ \forall P_i: N_j \in P_i. \]
While the transformation between the network graph and the flow tree can be made for any type of graph, the choice of transmission paths in the flow tree may affect the total available resources of the network. Let path $P_i$ be occupied by flow $F_i$ characterized by its rate $r_i$, and let $G'$ be the residual graph, after isolating flow $F_i$. We define $f = \maxflow(G(V, E))$ as the maximum flow rate sustained by the network graph $G$. For general network graphs the following relation is always true:

$$f \geq r_i + f', \quad (3.4)$$

where $f'$ is the maximum flow of the residual graph $G'$.

We identify a special category of network graphs for which the previous relation always yields an equality, independent of our choice of $F_i$. We call this graphs as flow-equivalent graphs. Flow-equivalent graphs contain every possible network graph that exhibits a single joint network segment, or multiple joint network segments belonging to independent network subgraphs. More general network graphs may also belong to the category of flow-equivalent graphs, depending on the network segment parameters. As flow-equivalent graphs map most common streaming scenarios and offer a simplified analysis of our optimization problem, they will be used in the rest of this chapter.

### 3.2.3 Media-Driven Quality of Service

The end-to-end distortion, as perceived by the media client, can generally be computed as the sum of the source distortion and the channel distortion. In other words, the quality depends on both the distortion due to a lossy encoding of the media information, and the distortion due to losses experienced in the network. The source distortion $D_S$ is mostly driven by the source or streaming rate $R$ and the media sequence content, whose characteristics influence the performance of the encoder (e.g., for the same bit rate, the more complex the sequence, the lower the quality). The source distortion decays with increasing encoding rate; the decay is quite steep for low bit rate values, but it becomes very slow at high bit rate. The channel distortion $D_L$ is dependent on the average loss probability $\pi$, and the sequence characteristics. It is roughly proportional to the number of video entities (e.g., frames) that cannot be decoded correctly, and an increase in loss probability augments the channel distortion $D_L$. Overall, the end-to-end distortion can thus be written as:

$$D = D_S + D_L = f(R, \pi, \Gamma), \quad (3.5)$$

where $\Gamma$ represents the set of parameters that describe the media sequence. This generic distortion model is quite commonly accepted, as it can accommodate a variety of streaming scenarios. For example, when error correction is available, the total streaming rate has to be split between the video source rate that drives the source distortion $D_S$ and the channel rate, which directly influences the video loss rate $\pi$ [85].

The total streaming rate $R$, and the end-to-end loss probability $\pi$ directly depend on the path selection and the flow rate allocation. In the multipath scenario described before, the media application uses rate allocation $R = [r_1, ..., r_n]$, where the flow rate $r_i$, with $0 \leq r_i \leq b_i$, represents the streaming rate on path $P_i \in \mathcal{P}$. The total media streaming rate $R$ is expressed as:

$$R = \sum_{i=1}^{n} r_i \leq \sum_{i=1}^{n} b_i. \quad (3.6)$$

The overall loss probability $\pi$ experienced by the media application can be computed as the average of the loss probabilities of the $n$ paths:

$$\pi = \frac{\sum_{i=1}^{n} p_i \cdot r_i}{\sum_{i=1}^{n} r_i}. \quad (3.7)$$
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The average end-to-end distortion model is a simple and general approximation, suitable for most common streaming strategies where the number of packets per frame is independent of the encoding rate. Note that the actual video loss process is likely to present a low correlation, due to the usage of multiple paths. Under the given network assumptions, the video distortion metric becomes quite insensitive to the actual link error model, and is mostly influenced by the average loss probability on the given network segment.

It is important to note that increasing \( R \) with the addition of a path reduces the source distortion. However, the addition of a path generally impacts the loss probability \( \pi \), and may augment the channel distortion. The optimal flow rate allocation therefore results from a trade-off between increasing the streaming rate, and controlling the end-to-end loss probability. Finally, since paths may not be completely disjoint, \( \hat{R} \) is a valid rate allocation on the network graph \( G \), if and only if \( G \) can simultaneously accommodate the flow rates on all paths in \( \mathcal{P} \). A necessary condition for the equality in the right-hand side of Eq. (3.6) to be verified requires that all bottleneck links of the \( n \) streaming paths are disjoint. Sufficient conditions for valid rate allocation are analyzed in the next section.

3.2.4 Multipath Rate Allocation: Problem Formulation

We consider the problem of the optimal routing and rate allocation strategy, for a given video stream that can be split into flows sent on different network paths between the streaming server, and the media client. The rate constraints are directly given by the network status, as shown before, and the overall streaming rate can be adapted by simple operations at the server (e.g., packet filtering). We can formulate the optimal multipath rate allocation problem as follows.

Given a network graph \( G \), the optimization problem consists in jointly finding the optimal sending rate for a video packet stream, along with the optimal subset of network paths to be used for transmission, such that the end-to-end distortion is minimized. Equivalently, using the flow tree representation of the network graph proposed in Section 3.2.2, the optimization problem translates into finding the optimal rate allocation for each of the flows in the tree, such that the video distortion is minimized. It can be formulated as follows:

**Multimedia Rate Allocation Problem (MMR):** Given the network graph \( G \), the number of different paths or flows \( n \), the video sequence characteristics \( (\Gamma) \), and the total streaming budget \( Q \), find the optimal rate allocation \( \hat{R} = [r_1, \ldots, r_n]^* \) that minimizes the distortion metric \( D \):

\[
\hat{R} = \arg \min_{\tilde{R}} D(r_1, \ldots, r_n) = \arg \min_{\tilde{R}} f(\tilde{R}, \pi, \Gamma)
\]

(3.8)

where \( R = \sum_{i=1}^{n} r_i \) and \( \pi = \frac{\sum_{i=1}^{n} P_i \cdot r_i}{\sum_{i=1}^{n} r_i} \), under the following constraints:

1. Budget Constraints: \( \sum_{i=1}^{n} c_i \leq Q \);
2. Single Flow Constraints;

In the next section, we present a detailed analysis of a typical distortion model for video sequences. While the non-convexity of the optimization metric does not permit an easy solution by integration of the constraints into a Lagrangian formulation, our analysis eventually allows us to define a simple algorithm, able to find the optimal rate allocation for flow-equivalent graphs, with linear time complexity.
3.3 Flow Rate Allocation Analysis

3.3.1 End-to-end Distortion Model

We introduce in this section a quite generic distortion model, which is able to capture the influence of the average encoding rate on the source distortion, as well as the impact of losses on the channel distortion. Recall that our objective is to find the best flow rate allocation on a multipath network with known average statistics. Hence, we are looking for an average distortion model that is able to estimate the video quality of service in a stationary regime.

In low to medium bit rate video streaming, it is commonly accepted that the source distortion is a decaying exponential function on the encoding rate, while the channel distortion is proportional to the number of lost packets (i.e., the packet loss probability, when the number of packet per frame is independent of the bit rate) [182]. Hence, we can explicitly formulate the Mean-Square Error distortion metric as:

\[ D = \alpha \cdot R^\xi + \beta \cdot \pi \]  

where \( \alpha, \beta \in \mathbb{R}^+ \) and \(-1 \leq \xi \leq 0\) are parameters that depend on the video sequence. This distortion model is a simple and general approximation that follows closely the behavior of more sophisticated distortion measures, such as those proposed in [183–185]. Since it is suitable for most common streaming strategies where the number of packets per frame is independent of the encoding rate, we use the model of Eq. (3.9) in the remainder of this chapter. It can be noted that our simple model does not take into account the exact characteristics of the loss process, and that it mostly captures the effect of independent losses. We assume that bursts of losses on the video packet stream are quite unlikely due to the partitioning in multiple flows. Simple interleaving can also be applied to reduce the effects of bursts, if delay permits it. Finally, we should stress out that bursts of video packets losses are in general less penalizing for the channel distortion [83], so that our model has the advantage to provide a worst case estimate of the end-to-end distortion.

Before going deeper in the analysis of flow rate allocation, we propose a simple example to illustrate the behavior of the end-to-end video distortion in a multipath scenario. We consider a basic network scenario consisting of two disjoint network paths, \( P_1 \) and \( P_2 \), with bandwidth \( b_1 = b_2 = 1000 \text{kbps} \), and loss probabilities \( p_1 = 2\% \) and \( p_2 = 4\% \), respectively. Consider two independent flows \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) composing the same video stream, and traversing the two network paths with streaming rates \( r_1 \leq b_1 \), and \( r_2 \leq b_2 \). The evolution of the distortion function given in Eq. (3.9) is presented in Figure 3.3, for a test video sequence (i.e., Foreman CIF).

As expected, we observe that the decrease in distortion is larger if we increase the rate of flow.
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\( F_1 \), than if we equivalently increase the rate of flow \( F_2 \). This behavior is due to the lower loss probability that affects the path followed by the flow \( F_1 \). At the same time, we observe that the distortion metric is always decreasing with the increase of \( r_1 \), hence it is optimal to fully utilize the bandwidth of the path with the smallest loss probability. In this case, for a given packet loss rate, it is better to increase the quality of each video frame by augmenting the rate \( r_1 \), as expected.

More interestingly, Figure 3.4 shows that the behavior of the distortion as a function of the rate \( r_2 \), depends on the value of the rate \( r_1 \). For high values of \( r_1 \), the distortion can even increase with growing rate \( r_2 \). Beyond a given value of the streaming rate on the most reliable network path, adding an extra flow can degrade the end-to-end quality of the media application since the packet loss rate increases. In this case, the negative influence of the error process on the second network path is greater than the improvement brought by additional streaming rate. Such a behavior is the key to explain why using all the paths to their full bandwidth does not necessarily result in an efficient strategy when streaming video data. Finally, the same type of behavior can be observed for stored video packet streams that are built on video packets and error control packets (e.g., Forward Error Correction). In this case, the sensitivity of the channel distortion is obviously lower for low error rates, but rapidly increases when the channel protection becomes insufficient.

3.3.2 Maximum or Null Flows

We now generalize the previous observations, and derive theorems that guide the design of an optimal rate allocation strategy for a given video packet stream in a flow equivalent network. This section shows that, in the optimal rate allocation, a flow is either used at its full bandwidth, or not used at all. Furthermore, the optimal rate allocation always chooses the lowest loss probability paths, i.e., a path shall not be selected, unless all other paths with a lower loss probability have been picked before. We start from an ideal streaming scenario with unlimited budget and disjoint network paths, and eventually add budget and flow constraints, which are however shown not to affect the initial findings.

Assume that the \( n \) disjoint network paths are represented into a tree of flows as explained in Section 3.2.2. Without loss of generality, we further assume that flows \( F_i \), with \( 1 \leq i \leq n \), are arranged in increasing order of the loss probability, i.e., \( p_1 < p_2 < ... < p_n \). We note that, from the distortion metric point of view, any two flows \( F_i \) and \( F_j \), with rates \( r_i \) and \( r_j \), and traversing paths \( P_i \) and \( P_j \) with the same loss probability \( p_i = p_j \), can be observed as a single flow affected by the same loss probability \( p_i \), and having an aggregated rate \( r_i + r_j \). Under these generic settings, we first claim that the optimal rate allocation either uses a network path to its full bandwidth, or does not use it at all.

**Theorem 3.3.1 (On-Off Flows).** Given a flow tree with independent flows \( F_i \), having rates \( r_i \in [0, b_i] \) and a distortion metric as defined in Eq. (3.9), the optimal solution of the MMR problem when all the paths are disjoint, lies at the margins of the value intervals for all \( r_i \). In other words, the optimal value of \( r_i \) is either 0 or \( b_i \), \( \forall i : 1 \leq i \leq n \).

**Proof.** Deriving the distortion \( D \) given in Eq. (3.9) with respect to the rate \( r_i \), \( \forall i : 1 \leq i \leq n \), we obtain:

\[
\frac{\partial D(r_1, \ldots, r_n)}{\partial r_i} = \alpha \xi \left( \sum r_j \right)^{\xi - 1} + \beta \cdot \frac{p_i \sum r_j - \sum p_j r_j}{\left( \sum r_j \right)^2}
\]

Observe that the condition for an extremum, \( \frac{\partial D(r_1, \ldots, r_n)}{\partial r_i} = 0 \) for any \( r_i \), implies:

\[
\alpha \cdot \xi \cdot (r_i + \lambda)^{\xi + 1} + \beta \cdot \mu = 0
\]

where \( \lambda \) and \( \mu \) stay constant in our proceeding. Since \( 0 \leq \xi + 1 \leq 1 \), the equation has a single finite solution:
\[
\rho^*_i = \sqrt{\frac{\beta - \mu}{\alpha \cdot \xi}} - \lambda
\]

At the same time, the derivative in any point \( r_i < r^*_i \) is positive, while to the right of the optimal value, it is negative (since \( \xi < 0 \), and all other terms are positive). Hence \( r^*_i \) is a point of local maximum for the distortion function \( D \), which means that only values at the margins of the value interval for \( r_i \) can minimize the objective function\(^1\).

It can be further observed that, in the case of \( r_1 \), it holds that \( \frac{\partial D}{\partial r_1} < 0 \), for any positive value of \( r_1 \) (since \( \xi < 0 \), \( \alpha, \beta > 0 \) and \( p_1 - p_j < 0 \), \( \forall j : 2 \leq j \leq n \)). Hence the value \( r_1 = b_1 \) always minimizes the objective function, and is part of the optimal solution.

**Corollary 3.3.1.** Given a flow tree with independent flows \( F_i \) having rates \( r_i \in [0, b_i] \) and a distortion metric as defined in Eq. (3.9), the optimal solution of the MMR problem when all paths are disjoint, allocates \( r_1 = b_1 \), where the path \( P_1 \) is the path with the lowest loss probability.

Theorem 3.3.1 greatly reduces the search space for an optimal solution to the MMR optimization problem. Hence we can rewrite the optimal streaming solution as a vector \( \Phi \) of boolean values \( \phi_i \) for each flow \( F_i \), where \( \phi_1 = 1 \) means that path \( P_1 \) is used with full rate \( r_1 = b_1 \), and \( \phi_0 = 0 \) denotes the fact that the path \( P_1 \) is not used by the streaming application. The previous corollary further says that \( \Phi = [\phi_1 = 1, \phi_2 = 0, \ldots, \phi_n = 0] \) is part of the optimal solution.

For bounded intervals for all rates \( r_i \), \( 2^{n-1} \) computations are sufficient for finding the optimal solution vector. For practical scenarios, with a limited number of available network paths between a server and a client, this number of computations is in general quite low. We can however further constrain the search space by considering that the optimal rate allocation always uses first the network paths with the smallest loss probabilities.

**Theorem 3.3.2 (Parameter Decoupling).** Given a flow tree with independent, disjoint flows \( F_i \) having rates \( r_i \in [0, b_i] \) and a distortion metric as defined in Eq. (3.9), the structure of the optimal rate allocation is \( \Phi^* = [1, 1, ..., 1, 0, 0, ..., 0] \).

**Proof.** We prove the result by induction. Recall that the network paths/flows are arranged in increasing order of their loss probabilities \( p_i \). We have already seen that \( \Phi = [\phi_1 = 1, \phi_2 = 0, \phi_3 = 1, \phi_4, ..., \phi_n] \) cannot be part of the optimal solution. Next we show that, for \( n \geq 3 \), \( \Phi = [\phi_1 = 1, \phi_2 = 0, \phi_3 = 1, \phi_4, ..., \phi_n] \) cannot be part of the optimal solution.

For the sake of clarity, let us remove \( \phi_i \)'s with \( i > 3 \) from the notation, since they stay constant in our proof. By contradiction, assume that \( \Phi \) is part of the optimal solution. It means that \( D(b_1, 0, b_3) < D(b_1, 0, 0) \). Since the paths are ordered with increasing values of the loss probabilities and considered to be disjoint, we can always transfer part of the rate from \( F_3 \) to \( F_2 \), and improve the distortion. Let \( r_2 = \min(b_2, b_3) \), and \( r_3 = [b_3 - b_2]^- \). We have:

\[
D(b_1, r_2, r_3) < D(b_1, 0, b_3) < D(b_1, 0, 0)
\]

The first inequality comes from the definition of the distortion metric, the second one from the assumption that \( \Phi \) is part of the optimal solution. We can further distinguish two cases:

- **Case 1:** \( b_2 \leq b_3 \). Then, \( r_2 = b_2 \) and \( r_3 \geq 0 \). According to Theorem 3.3.1, there exists a solution \( D(b_1, b_2, b_3, \phi_*^3) < D(b_1, b_2, r_3) < D(b_1, 0, b_3) \), with \( \phi_*^3 \in \{0, 1\} \). \( \Phi \) cannot be part of the optimal solution since \( \phi_*^3 = 1 \), which contradicts our assumption.

- **Case 2:** \( b_2 > b_3 \). Then, \( r_2 = b_3 \) and \( r_3 = 0 \), and we have \( D(b_1, b_3, 0) < D(b_1, 0, b_3) < D(b_1, 0, 0) \). From Theorem 3.3.1, there exists an even better solution where \( r_2 = b_2 \), leading to \( \Phi^* = [1, 1, 0] \), which again contradicts our assumption.

\(^1\)Since \( r^*_i \) is the only finite solution, this statement is valid even if \( r^*_i \) is not contained in \([0, b_i]\).
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Next, we prove that \( \Phi = [1 \ldots 1, 0 \ldots 0, 1 \ldots 1, \phi_0, \ldots, \phi_n] \) cannot be part of the optimal solution. In other words, we prove that the optimal rate allocation \( \Phi^* \) can only be a series of consecutive 1's, followed by a series of consecutive 0's. Let \( \phi_j = 0 \) and \( \phi_k = 0 \), with \( j < m, k < m \), be the start and end of the series of consecutive 0's in \( \Phi \). Following the same reasoning as before, transferring rate from flows \( F_i \), with \( k + 1 < i < m - 1 \), to \( F_j \) can only improve the overall distortion. If \( b_j \leq \sum_{i=k+1}^{m-1} b_i \), it directly leads to a solution with \( \phi_j = 1 \) that is better than \( \Phi \). Otherwise, it leads to a solution where \( r_j = \sum_{i=k+1}^{m-1} b_i \) and \( \phi_i = 0 \) for \( j < i < m \), which can further be improved by choosing either \( r_j = b_j \) or \( r_j = 0 \) (from Theorem 3.3.1). Both cases exclude \( \phi_j = 0 \) and \( \phi_i = 1 \) for \( j < i < m \) to be simultaneously part of the optimal solution. The proof can further be extended to the complete series of consecutive 0's in \( \Phi \).

The previous theorems show that we can find the optimal solution for our optimization problem by iteratively searching all available network paths \( P_i \), taken in ascending order of their loss probability \( p_i \). Once we find a network path that can improve the overall distortion result, before using it, we have to make sure that all other network paths with better loss parameters are already used to their maximum available bandwidth. Hence, the search space is reduced to a maximum of \( n \) computations.

3.3.3 Non-Disjoint Network Paths

We now show that, relaxing the assumption on disjoint network paths in the original network graph does not change the general form of the optimal solution, in the case of flow-equivalent graphs. We assume that in the original flow-equivalent network graph \( G \), there is at least one bottleneck link \( L_u \), shared by at least two distinct network paths. Let \( B_u = \{ P_k \}, \forall k : L_u \in P_k \), be the set of paths sharing the bottleneck link \( L_u \). In this particular case, while using any of the paths \( P_k \) alone yields an available bandwidth \( b_k \leq \rho_u \), using all of them in the same time results in an aggregated bandwidth \( \sum b_k \geq \rho_u \). Note that \( L_u \) may or may not be a bottleneck link for any of the paths \( P_k \) treated independently. The paths \( P_k \) in \( B_u \) are called "joint paths". The following theorem regulates the sharing of bandwidth \( \rho_u \) among paths \( P_k \):

**Theorem 3.3.3 (Bottleneck Bandwidth Sharing).** Let \( L_u \) be a bottleneck link for the set of paths \( B_u = \{ P_k \} \) in the flow-equivalent graph \( G \), the bottleneck link bandwidth \( \rho_u \) shall be shared among paths \( P_k \) in a greedy way, starting with the path affected by the lowest loss probability.

**Proof.** As previously, let the paths \( P_k \in B_u \) be arranged in increasing order of their loss probabilities \( p_k \). Let further \( \tilde{R}_u = \{ r_k \}_{P_k \in B_u} \) denote a valid rate allocation among the non-disjoint paths. Recall that a valid rate allocation has to satisfy the single flow constraints (i.e., \( r_k \leq b_k, \forall k \)), and the multiple flow constraints, \( \sum r_k \leq \rho_u \). Let \( P_i \) be the path with the lowest loss probability in \( B_u \). If \( r_k < b_k \) in \( \tilde{R}_u \), and \( \sum_{k \neq j} r_{j} > 0 \), one can always find a better rate allocation by transferring rate from other flows sharing the same bottleneck link, to the flow \( F_i \). Since the total rate stays constant, the rate transfer does not affect the source distortion, and does not violate the multiple flow constraints. It however reduces the channel distortion, resulting in improved overall performance. By induction, the proof can be extended to all non-disjoint paths in the flow-equivalent network. This shows that for any valid, but non-greedy rate allocation \( \tilde{R}_u = \{ r_k \}_{P_k \in B_u} \), there exists a better solution that uses in priority the lowest loss probability paths.

Note that the previous theorem can easily be extended to any number of bottleneck links in \( G(V, E) \) and to paths that belong to different sets \( B_u \) in the same time. The joint bottleneck link rate allocation procedure stays optimal as long as \( G \) belongs to the class of flow-equivalent network graphs. Theorem 3.3.3 permits to extend Theorem 3.3.2 to generic network graphs, with potentially non-disjoint paths, as long as \( G \) is a flow-equivalent graph. It results in the general rule that paths should be taken in the increasing order of their loss probability, and that all the flows should be used to their maximum capacity, which can be limited by joint bottleneck links, before considering an additional flow. Interestingly, any flow-equivalent network scenario can thus
be transformed into a disjoint flow tree, by a greedy allocation of joint bottleneck bandwidths to flows affected by lower loss probabilities first. After this transformation, applying Theorem 3.3.1 and Theorem 3.3.2 will yield the optimal rate allocation for the given streaming scenario.

Finally, we can relax the assumption of independent flows in Theorem 3.3.1 by proper adaptation of the maximal bandwidth of all non-disjoint paths.

**Corollary 3.3.2.** Given a flow-equivalent network with flows \( F_i \) ordered in increasing order of their loss probability, and a distortion metric as defined in Eq. (3.9), the optimal solution of the MMR problem lies at the marginals of the value intervals for all \( r_i \). In other words, the optimal value of \( r_i \), \( \forall i \in 1 \leq i \leq n \), is either 0 or \( b_i' = \min(b_i, w_i) \), where \( w_i = \min_{u \in L_u \in F_i} \left( \rho_u - \sum_{k \in L_u \in F_i \text{ and } p_k < p_i} b_k' \right) \).

Finally, multipath streaming applications may also have to respect a budget constraint \( Q = \sum_i k r_i \), or a maximal encoding rate \( R_e \) in the case of pre-encoded media sequence. These constraints can be modeled as an additional virtual bottleneck link going out of the server. Figure 3.5 shows such a transformation, where link \( L_0 \) and node \( N_0 \) are added to the topology in order to incorporate the previous overall constraints. Link \( L_0 \) should not influence the loss process of the intermediate network, hence \( \theta_0 = 0 \). The bandwidth \( \rho_0 \) is established at \( \rho_0 = \min(Q, R_e) \), where \( Q \) and \( R_e \) are simply set to \( \infty \) in the case where there are no limiting factors on the total bandwidth. Applying Theorem 3.3.1, Theorem 3.3.2 and Theorem 3.3.3 on the new network graph \( G' = (E, V, L_0, N_0) \) (which remains a flow-equivalent graph as long as \( G(V, E) \) is a flow-equivalent graph), yields an optimal rate allocation for a stored packet stream, which fully takes into account the budget and encoding rate constraints.

### 3.4 Rate Allocation Algorithm

#### 3.4.1 Linear Complexity Search Algorithm

The analysis proposed in Section 3.3 shows that a simple algorithm can find the optimal rate allocation by parsing all available network paths in ascending order of their loss probability. Denote \( \Phi_i = [\phi_1, ..., \phi_n] \) a solution vector with \( \phi_j = 1 \), \( \forall j \leq i \) and \( \phi_j = 0 \) otherwise. \( R(\Phi_i) = \sum_{j=1}^i r_j \) becomes the cumulative rate of the first \( i \) flows, whose individual rates have been chosen according to Corollary 3.3.2. The overall loss probability of the first \( i \) flows, \( \pi(\Phi_i) \), is then given by \( \pi(\Phi_i) = \frac{\sum_{j=1}^i p_j \cdot r_j}{\sum_{j=1}^i r_j} \). The Search Algorithm iteratively computes \( D(R(\Phi_i), \pi(\Phi_i)) \), for \( 1 \leq i \leq n \), and the optimal rate allocation is the policy \( \Phi^* \) that minimizes the distortion metric:

\[
\Phi^* = \arg \min_{\Phi_i, 1 \leq i \leq n} D(R(\Phi_i), \pi(\Phi_i)) \tag{3.10}
\]

The algorithm will be able to find the global optimal rate allocation only after parsing all available network paths. From the previous theorems, the optimal rate allocation solution \( \Phi^* \)
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takes the form of a consecutive series of 1's, followed by a consecutive series of 0's, hence requiring a maximum of \( n \) computations. We propose below a few conditions for early termination, which may avoid to test all possible solutions, while still ensuring a global optimal solution. These conditions represent an extra complexity reduction of the optimum search.²

3.4.2 Conditions for Early Termination

The search algorithm has to iteratively compute \( D(\Phi_i) \), for increasing values of \( i \). A full search through all possible solutions may however be avoided, if any one of the following termination conditions is verified:

1. Distortion Limitation: If \( D(\Phi_{i-1}) \leq \beta \cdot p_i \), then the optimal rate allocation contains \( \phi_j = 0 \), \( \forall j \geq i \).

   It can be shown from the distortion function given in Eq. (4.1) that \( \lim_{b_j \to \infty} D(\Phi_i) = \beta \cdot p_i \), when other rates \( b_j \) stay unchanged, \( \forall j \neq i \). Hence, for a value of \( D(\Phi_{i-1}) \leq \beta \cdot p_i \), adding another flow on path \( P_i \) will asymptotically increase the overall distortion metric to \( \beta \cdot p_i \). Therefore, for any positive value of \( b_j \), with \( j \geq i \), and \( p_j \geq p_i \), adding extra rate on path \( P_j \) will only increase the distortion measure in this case.

2. Path Bandwidth Limitation: Solving the equation \( D(\Phi_{i-1}) = D(\Phi_i) \) for the variable \( r_i \) may provide, except the trivial solution \( r_i = 0 \), another positive, finite value for \( r_i \), noted as \( r_i^* \). This second solution happens in the case where \( D(\Phi_{i-1}) \geq \beta \cdot p_i \) and \( R(\Phi_{i-1}) \geq e^{\frac{b_i - \beta \cdot p_i}{e^{\frac{b_i - \beta \cdot p_i}{e}}} - 1} \). The later value is obtained by solving \( \beta D(\Phi_i) \left|_{r_i=0} = 0 \right. \). It represents the minimum rate \( r_{i-1} \), after which, adding an extra rate \( r_i \) could lead to an increase in distortion. In the case where \( b_j \leq r_i^* \), \( \forall P_j \) with \( j \geq i \), adding another flow, will not decrease the overall distortion, since unused bandwidth is not sufficient anymore to compensate for the increase in loss probability in case an extra flow is added. In that case, according to Theorem 3.3.2 and to the definition of the distortion metric, \( D(\Phi_j) \geq D(\Phi_{i-1}, r_i^*) \), hence \( D(\Phi_j) \geq D(\Phi_{i-1}) \), \( \forall j \geq i \).

   Any of the above criteria represents a sufficient condition for search termination from the theoretical point of view, and can be applied at any stage of the optimal solution computation.

3.4.3 Rate Allocation Algorithm

This section presents a simple algorithm that computes the optimal rate allocation for the optimization problem. The previous theorems and conditions for termination represent the keys for a fast search through the flow tree. Assume that the server knows, or can predict the parameters of the intermediate network links, and the sequence-dependent distortion parameters. Initially, the network graph is transformed into a tree of flows \( F_i \), sorted along increasing values of the loss probabilities \( p_i \), with greedy assignment of joint bottleneck link bandwidths. In case where two network paths have the same end-to-end loss probability, they are considered as a single path with aggregated bandwidth. The search for an optimal solution of the shape given by Theorem 3.3.2 is performed iteratively. At each step, the early termination conditions are verified. Once any of them is satisfied, or when the algorithm finishes the search of all flows, the algorithm stops and outputs the optimal multipath rate allocation strategy. Algorithm 1 proposes a sketch of the rate allocation algorithm.

During the initialization process, Algorithm 1 must compute all available paths between the streaming server \( S \) and the client \( C \). This is a well-known problem in graph theory, and a solution

²Please note that the problem in general can be solved in less than linear time (e.g., \( O(\log(n)) \) computations). However, due to the limited number of paths chosen for transmission, as reflected by our simulation results, the linear time algorithm that passes the available network paths in ascending order of their loss probability, along with the conditions for early termination, achieve the optimal solution even faster.
Algorithm 1 Optimal Streaming Rate Allocation

Input:
2. Server $S$, Client $C$, Available Flow-Equivalent Network Topology $G(V,E)$, Budget $Q$, Maximum Encoding Rate $R_c$;

Output:
4. Optimal Rate Allocation Policy $\Phi^*$;

Initialization:
6. Initial Rate Allocation $\Phi = [\phi_1, \phi_2, ... \phi_n] = [1, 0, ..., 0]$, according to Theorem 3.3.1;
Compute the set of available paths $P_i \in P$, with their individual $b_i$ and $p_i$;

Procedure RateAllocation
Address constraints $Q$ and $R_c$ as in Section 3.3.3;
Decouple joint paths according to Theorem 3.3.3;
Arrange the network paths in ascending order of their loss probabilities $p_i$ and construct the Flow Tree;
for $i = 1$ to $n$ do
Compute $D(\Phi_i)$, where $\Phi_i$ represents a rate allocation with the first $i$ flows used at their maximum bandwidth, and the other flows are omitted;
if any of the termination conditions 'Distortion Limitation' or 'Path Bandwidth Limitation' is satisfied then
break;
end if
end for
Output $\Phi^* = \arg \min_{\Phi_i, 1 \leq i \leq n} D(R(\Phi_i), \pi(\Phi_i))$;

can be easily found by implementing a depth-first search (DFS) [186], for example. The algorithm then arranges the discovered network paths as a flow tree in ascending order of their end-to-end loss probabilities. Any sorting algorithm of complexity $O(n \log(n))$ can be used. After the flow tree is constructed, the core of the algorithm finds the optimal rate allocation with a complexity $O(n)$, at maximum.

3.5 Discussion

In this section we discuss the practical deployment of the mechanisms proposed above, and some of their limitations. The problem formulation and the methodology for the optimal flow rate allocation of a given video packet stream over multipath networks, are valid for numerous encoding scenarios, including offline joint source and channel coding of media streams. We assume that the server is not able to perform complex coding operations in real-time, mostly for computational complexity and scalability issues. In such a scenario, adaptive streaming strategy mostly consist in finding the best routing strategy, and overall rate allocation, for the transmission of a given packet stream on a given multipath network. Additional benefits are offered when several versions of the same stream are available at the server. Due to the low complexity of our algorithm, the server could identify both the best transmission strategy, and the best stream to be sent, with an additional complexity that is only linear with the number of stored versions. Such a design choice is also beneficial in broadcast applications, where several clients are accessing the same stream. In such situations, fine adaptation of the packet stream to each individual client is impossible. Coupled with efficient packet partitioning strategy, our flow rate allocation solution however offers interesting perspectives in these scenarios.

In typical network infrastructures, bandwidth and loss rate are quite dynamic. However, they usually exhibit stable statistics on medium range timescales (i.e., in the order of few hundreds of milliseconds, to seconds). We assume that the server can estimate the average end-to-end bandwidth $r_i$ and loss probability $p_i$ of the available paths to the client, for such timeframes.
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Additionally, we assume that each path is characterized by a total end-to-end delay $\delta_i$, imposed on all packets traversing that path. Finally, the client imposes a maximum tolerable playback delay $\Delta$, after which it starts playing the media file. Given the estimated parameters $r_i$, $p_i$ and $\delta_i$, the server chooses the optimal transmission strategy in order to maximize the received media quality. While the fast estimation mechanisms on end-to-end scenarios provide accurate results on time frames of a few seconds [16], our rate allocation mechanism converges to the optimal solution in a very small number of computations. Since our algorithm has a low complexity, it can be run periodically, with updated network parameter estimates. It ensures the best transmission strategy for a stored video stream, given the accuracy of the periodic network parameter estimation.

We identify a few typical scenarios where optimal rate allocation between multiple stream paths can bring interesting benefits in terms of media quality. In each of these examples, the application of the algorithm proposed above is straightforward.

1. Wired Overlay Network Scenarios (e.g., Peer-to-Peer or Content Distribution Networks). The media information from a server/peer is forwarded towards the client by multiple servers/peers belonging to the same overlay network. The client consumes the aggregated media from multiple network paths, and the algorithm proposed above can be applied directly to find the optimal rate allocation.

2. Wireless Network Scenarios (e.g., WiFi Networks). A wireless client can aggregate the media information transmitted on multiple wireless channels. Interference among transmission channels can be minimized by choosing non-overlapping wireless channels (e.g., there are 8 non-overlapping channels according to the IEEE 802.11a standard specifications), and by optimizing the transmission schedule in the wireless network [187]. The authors of [60] test a protocol stack that allows one wireless network card to be simultaneously connected to, and switch between, multiple networks in a transparent way for the application. In the same time, the authors of [188] present a video system over WLANs that uses multiple antennas in order to aggregate the rate of multiple wireless channels.

3. Hybrid Network Scenarios (e.g., UMTS/GPRS/WiFi Networks). A mobile client can simultaneously benefit from multiple wireless services in order to retrieve the media information from a server connected to the Internet backbone. Existing commercial products [61] can already maintain connectivity to multiple wireless services (e.g., UMTS, EDGE/GPRS and WiFi hotspots), and transparently switch at any time to the service that offers the best channel performance, for a fixed subscription price. It is only a question of time before such commercial products will be able to aggregate the resources of multiple such services in order to enhance the user streaming experience, and telecommunications operators are actively working on such systems.

All these applications can be modelled according to Section 3.2.1, and the implementation of the proposed algorithm is generic and independent of any particular bandwidth and loss model, as long as the media flows can be considered independent in terms of losses. This assumption is valid in any disjoint path network scenario, since the media flows are independent in terms of both rate and losses. In generic network scenarios, our analysis still holds (namely the transformation between the network graph and the tree of flows in Section 3.2.2), as long as the predominant losses affecting the transmission process are independent among media flows (e.g., scenarios 2 and 3). An analysis of the rate allocation problem in general networks characterized by a Gilbert loss model (where the transformation in Section 3.2.2 can only be considered as an approximation) can be found towards the end of this chapter.

It can be noted that the applications mentioned above present in general a limited number of available network paths between the streaming server and the client. It is fairly easy for a server to continuously monitor these paths and to estimate their parameters. Based on these parameters, the execution of the proposed algorithm will output the optimal choice of paths and rates in terms of average media quality at the client. For very large network scenarios, it can be noted that the
assumption of full knowledge about the network can be relaxed in setting up a distributed version of
the proposed algorithm as presented in the next chapter.

Finally, the network path selection and flow rate allocation problem does not consider media
packetization and network scheduling issues. These issues are typically addressed at a lower and
finer level. The packetized media stream can be split into packet flows corresponding to the chosen
network paths, assuming a very simple scheduling algorithm. Given the estimated rates and delays
on all the network paths, the server adapts the streaming rate to the available network bandwidth
by simple operations on stored video packet stream. Then, it schedules the packets on the different
paths according to the estimated arrival times at the client [189]. Network estimation errors and
jitter can further be compensated at the client with the use of application dedicated buffers and
conservative playback delay. Interleaving may also be implemented to fight against bursty loss
processes when delays permit it.

3.6 Simulation Results

3.6.1 Simulation Setup

We test our optimal rate allocation algorithm in different network scenarios, and we compare
its performance to heuristic rate allocation algorithms. We use an H.264 encoder, and the
decoder implements a simple frame repetition error concealment strategy in case of packet loss. We
concatenate the foreman.cif sequence to produce a 3000 frame-long video stream, encoded at
30 frames per second. The encoded bitstream is packetized into a sequence of network packets,
each packet containing information related to one video frame. The packets are sent through the
network on the chosen paths, in a FIFO order, following a simple earliest-deadline-first scheduling
algorithm. We further consider a typical video-on-demand (VoD) streaming scenario, where
the admissible playback delay is large enough (i.e., larger than the time required to transmit the
biggest packet on the lowest bandwidth path). Hence, a video packet is correctly decoded at the
client, unless it is lost during transmission due to the errors on the network links. Finally, since
any budget/cost constraints can be easily integrates in the network setup as proven earlier, we do
not consider them as a limiting factor in the following simulations.

Our simulations first validate the distortion metric proposed in Eq. (3.9). Then, the performance
of our optimal rate allocation algorithm is compared to heuristic rate allocation algorithms,
on a set of random network topologies. Finally, we carefully analyze the behavior of optimal rate
allocation for a particular network scenario, and discuss optimal solutions.
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3.6.2 Distortion Model Validation

The video sequence is encoded at rates between 200 kbps and 1 Mbps, and the mean-square-error (MSE) between the original sequence and the decoded one is computed, in error-free scenarios. Simulation results are compared in Figure 3.6(a) to the distortion model values, whose parameters have been set to $\alpha = 1.7674 \times 10^5$, $\xi = -0.65848$, and $\beta = 1750$, respectively. We observe that the model distortion curve closely follows the experimental data, which validates the source distortion model.

In order to validate the loss distortion component $D_L$, random errors are introduced during the network transmission process, where each packet is lost with an independent loss probability $PLR$. Simulations are performed with different values of loss probabilities, and different encoding rates. We observe in Figure 3.6(b) that the theoretical model closely approximates the experimental data, where each experimental point is averaged over 10 simulation runs. Even if it stays quite simple, the distortion model used in our work closely fits the average behavior of lossy video streaming scenarios. Note that the sequence-dependent parameters may obviously have different values for other encoders or other video sequences. The evolution of the distortion function however stays the same, independently of the exact values of these parameters.

3.6.3 Rate Allocation Performance

We now present the performance of the proposed optimal rate allocation algorithm, in various random network scenarios. We simulate three different categories of network topologies:

1. **Wired** network graphs, in which the edges between nodes are characterized by high bandwidth and low error probability;

2. **Wireless** network graphs, with low bandwidth and high error probability for the intermediate links;

3. **Hybrid** network scenarios, where the server is connected to the wired infrastructure, and the client can access the internet via multiple wireless links.

The network scenarios are presented in Figure 3.7. In each of the three cases, we generate 500 random graphs, where any two nodes are directly connected with a probability $\gamma$. The parameters for each edge are randomly chosen according to a normal distribution, in the interval $[\rho_{\text{min}}, \rho_{\text{max}}]$, for the bandwidth, and respectively $[\rho_{\text{min}}, \rho_{\text{max}}]$ for the loss probability. The parameters for the wired and wireless scenarios are presented in Table 3.1. The hybrid scenario uses the parameters of both scenarios.

For each of the three types of scenarios, we compute the average end-to-end distortion when rates are optimally allocated, and we compare it to the results obtained by other simple rate allocation algorithms, namely, (i) a single path transmission scenario, which selects the best path in terms of loss probability ($D_{PLR}$), (ii) a single path transmission scenario ($D_R$), which uses the
Table 3.1: Parameters for Random Graph Generation

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Wired Scenario</th>
<th>Wireless Scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nr. of Nodes</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Connectivity Probability $\gamma$</td>
<td>0.4</td>
<td>0.6</td>
</tr>
<tr>
<td>$\rho_{\text{min}}$</td>
<td>$10^b$bps</td>
<td>$10^b$bps</td>
</tr>
<tr>
<td>$\rho_{\text{max}}$</td>
<td>$3 \cdot 10^b$bps</td>
<td>$7 \cdot 10^b$bps</td>
</tr>
<tr>
<td>$\theta_{\text{min}}$</td>
<td>$10^{-4}$</td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>$\theta_{\text{max}}$</td>
<td>$5 \cdot 10^{-3}$</td>
<td>$4 \cdot 10^{-2}$</td>
</tr>
</tbody>
</table>

Table 3.2: Average Distortion Results (MSE)

<table>
<thead>
<tr>
<th>Scenario</th>
<th>$D_{\text{opt}}$</th>
<th>$D_{\text{PLR}}$</th>
<th>$D_{R}$</th>
<th>$D_{2R}$</th>
<th>$D_{MF}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wireless</td>
<td>91.2</td>
<td>99.74</td>
<td>122.86</td>
<td>143.79</td>
<td>108.52</td>
</tr>
<tr>
<td>Wired</td>
<td>16.7</td>
<td>20.47</td>
<td>23.4</td>
<td>23.27</td>
<td>17.62</td>
</tr>
<tr>
<td>Hybrid</td>
<td>63.4</td>
<td>73.809</td>
<td>83.97</td>
<td>92.533</td>
<td>72.57</td>
</tr>
</tbody>
</table>

best path in terms of effective bandwidth or “goodput” computed as $b_i (1 - p_i)$, (iii) a multipath transmission scenario ($D_{2R}$) that picks the best two paths in terms of goodput, and (iv) a multipath transmission scenario that uses the maximum available number of flows, denoted as $D_{MF}$. The results, averaged over 500 random graphs are presented in Table 3.2.

As expected, our algorithm provides the best average performance in the three considered scenarios. It has to be noted that, in each individual run of simulation, our algorithm never performs worse than any of the heuristic schemes. Also, we observe that, in the wireless scenario, the rate allocation that is the closest to the optimal strategy is the one offered by the use of the best single path in terms of loss rate. This can be explained by the high loss probabilities of the intermediate links, which cannot be compensated by extra rate added by subsequent flows. On the other hand, in the wired scenario, characterized by very small loss probabilities, the scheme that is the closest to the optimal solution is given by the greedy use of all available flows. In this case, the improvement brought by adding extra transmission rate outruns the losses suffered throughout the transmission process. The results for the hybrid scenario are situated, as expected, between the two extreme cases. The total streaming rates in the three scenarios are in average, $R = 4M$bps for the wired scenario, $R = 450$kbps for the wireless scenario, and respectively $R = 800$kbps for the hybrid one.

Figure 3.8: Quality Improvement vs. Heuristic Rate Allocation Algorithms - Wired Scenario.

Figure 3.9: Quality Improvement vs. Heuristic Rate Allocation Algorithms - Wireless Scenario.
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![Graph 3.10: Quality Improvement vs. Heuristic Rate Allocation Algorithms - Hybrid Scenario.](image)

![Graph 3.11: Distribution of Optimal Number of Paths for the 3 Network Scenarios.](image)

**Table 3.3: Average Number of Paths**

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Optimal Nr.</th>
<th>Available Nr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wireless</td>
<td>2.04</td>
<td>5.04</td>
</tr>
<tr>
<td>Wired</td>
<td>3.049</td>
<td>4.856</td>
</tr>
<tr>
<td>Hybrid</td>
<td>2.17</td>
<td>4.419</td>
</tr>
</tbody>
</table>

Next, we study the benefit offered by optimal rate allocation, as compared to the simple heuristic schemes. The relevance of the optimal solution is measured by counting the number of simulation runs in which the optimal rate allocation brings an improvement of [0 − 5%], [5 − 10%], [10 − 20%] and above 20%, in terms of end-to-end video distortion, compared to the other streaming strategies. The results are presented in Figure 3.8, Figure 3.9, Figure 3.10.

We observe that, in more than half of the cases, network flooding represents a good approximation of the optimal solution in the wired scenario where losses are rare. However, we argue that it is still worth applying the proposed rate allocation algorithm, because it is of very low complexity, and can still save network resources. In the wireless scenario, the best approximation is presented in most of the cases by the lowest loss probability path streaming. Still, in almost 40% of the simulation runs, the optimal rate allocation improves the distortion result by more than 10%. Finally, in the hybrid scenario, the rate allocation algorithm provides significant quality improvements compared to all other heuristic approaches. It is also interesting to observe that the rate allocations based on the best goodput path, and best two goodput paths algorithms always provide the worst results.

We also compute the optimal average number of flows used in each simulation scenario, compared to the average number of available paths. The results are presented in Table 3.3. We observe that the wireless scenario uses the smallest number of flows, while the wired one has an average of no more than three flows, for a number of available paths that is far larger. From the multipath streaming point of view, it interestingly shows that, using a very large number of streaming paths does not contribute to an improvement of the video quality at the receiver. This is certainly interesting for the design of practical multipath streaming systems, where the number of paths that have to be synchronized, stays limited. The distribution of the number of flows used per simulation run, is presented in more details in Figure 3.11.

In summary, we observe that a small number of transmission flows is sufficient for an optimal video quality at the receiver, in all simulation scenarios. Paths with lower error probability should be preferred to higher bandwidth paths in wireless scenarios, while in all-wired scenarios with low error probability, adding high-rate flows can improve the overall video quality. In hybrid scenarios, a compromise between the two tendencies is expected to provide the best end-to-end distortion.
## 3.6.4 A Case Study

This section proposes to analyze the performance of the optimal rate allocation algorithm in a given network scenario, illustrated in Figure 3.12. The network parameters are presented in Table 3.4. For each of the five rate allocation algorithms, we compute the distortion measure according to the theoretical distortion metric, and we validate it against experimental values, obtained from simulations with video sequences. Each experimental point is averaged over 10 simulation runs. Each video packet is scheduled on the network paths chosen by the given rate allocation algorithm, according to a simple first-available path first. In the same time, each video packet is affected by the individual loss process of each traversed network segment.

The $R$ and $\theta$ parameters, along with the model and experimental distortion values are presented in Figure 3.13, for each of the algorithms. It can be observed that the optimal rate allocation algorithm outperforms all other heuristic-based strategies. The optimal rate allocation reaches a balance between total used bandwidth, number of network paths, and error probability that affects the streaming process. The example clearly shows that it is not optimal to use only the best paths in terms of rate. In the same time, the greedy use of all available network resources does not provide better results. This clearly motivates the implementation of the proposed rate allocation algorithm, which optimizes the received video quality without wasting network resources. Finally, it can be noted again that the theoretical distortion model represents a very good approximation of the experimental setup.

## 3.7 Conclusions

In this chapter, we propose to use a flow model to analyze the opportunity of multipath media streaming over the internet. Based on an equivalent transformation between the available network graph and a tree of flows, we jointly determine the network paths and the optimal rate allocation for generic streaming scenarios represented by flow-equivalent graphs. A media specific performance metric is used, which takes into account the end-to-end network path parameters along with media aware parameters.

An in-depth analysis of the end-to-end distortion behavior, in the given network scenario,
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drives the design of a linear time algorithm for optimal rate allocation. The form of the optimal rate allocation solution follows a simple greedy rule that always uses the paths with the lowest loss probability first. In particular, we show that extra network paths are either used at their maximum available bandwidth, if their value is large enough, or simply ignored. The overall rate allocation solution offers a careful trade-off between extra transmission rate and increase in the end-to-end error process. Even for large network scenarios, only a small number of paths should be used for transmission, and moreover, they should be chosen among the lowest loss probability channels.

The optimal rate allocation algorithm has been tested in various random network scenarios, and it significantly outperforms simpler schemes based on heuristic rate allocation strategies. In many cases, our algorithm even provides an end-to-end distortion improvement of more than 20%. Due to its low complexity and important benefits in most streaming scenarios, the optimal rate allocation algorithm provides a very interesting solution to efficient media streaming over resource-constrained networks.
Chapter 4

Distributed Media Rate Allocation in Multipath Networks

4.1 Introduction

This chapter extends our work on media-specific rate allocation and path selection in multipath networks by considering practical implementations based on distributed algorithms. In common practical scenarios, it is difficult for the server to have the full knowledge about the network status. Therefore, we propose here a distributed path selection and rate allocation algorithm, where the network nodes participate to the optimized path selection and rate allocation, based on their local view of the network. This eliminates the need for end-to-end network monitoring, and allows for the deployment of large scale rate allocation solutions. We design a distributed algorithm for optimized rate allocation, where the media client iteratively determines the best set of streaming paths, based on information gathered by network nodes. According to this rate allocation, each intermediate node forwards incoming media flows on the outgoing paths, in a distributed manner. The proposed algorithm is shown to quickly converge to the optimal rate allocation, and hence to lead to a stable solution. We also propose a distributed greedy algorithm that achieves close-to-optimal end-to-end distortion performance in a single pass. Both algorithms are shown to outperform simple heuristic-based rate allocation approaches for numerous random network topologies, and therefore offer an interesting solution for media-specific rate allocation over large scale multi-path networks.

We build on the work presented in the previous chapter, which provides a server-driven framework for the analysis of joint path and rate allocation in multipath streaming, based on media-specific quality metrics. We consider a network model composed of multiple flows between the client and the streaming server, which can moreover adapt the media source rate (by truncating of scalable streams, or packet filtering for example). The joint path selection and rate allocation performs iteratively, until all intermediate nodes converge to a (unique) optimal solution. Initially, the intermediate network nodes together report the resources available for the streaming session. Based on this information, the client determines the best path selection and rate allocation, and generates flow reservation requests to the intermediate network nodes and the streaming server. The client-based flow reservation is then accommodated within the network on a node-by-node basis.

The rest of this chapter is organized as follows. Section 4.2 describes in detail the streaming scenario considered, and presents the rate allocation optimization problem. We present our distributed solutions in Section 4.3 and we analyze the characteristics of the proposed algorithms in Section 4.4. Extensive simulation results are finally presented in Section 4.5, for numerous network topologies, and for a practical scenario that is analyzed in details.
4.2 The Multipath Network Scenario and Network View at Node $N_i$.

4.2.1 Network and Video Model

We consider that the media streaming application is deployed on a large-scale network, modeled like in the previous chapter, as a flow-equivalent network graph $G(V,E)$, between the streaming server $S$ and the client $C$ (Figure 4.1). $V$ is the set of nodes in the network, and $E$ is the set of links. Each node $N_i \in V$ has a local view $N_i = \{I_i, O_i\}$ of the network topology, where $I_i \subseteq E$ and $O_i \subseteq E$ represent the sets of incoming, and respectively outgoing network links to, and from node $N_i$. Each link $L_u \in E$ has two associated positive metrics: the available bandwidth $\rho_u > 0$, and the average packet loss probability $\theta_u \in [0,1)$.

We define $P^i_C$, $1 \leq i \leq n$, as an end-to-end path between $S$ and $C$ in $G$, with parameters $b^i_C$ and $p^i_C$, being the end-to-end bandwidth and loss probability respectively, and $n$ the total number of distinct paths. A flow\(^1\) transmitted on path $P^i_C$ has a streaming rate $r^i_C \leq b^i_C = \min_{L_u \in P^i_C} (\rho_u)$, and is affected by the loss probability $p^i_C = 1 - \prod_{L_u \in P^i_C} (1 - \theta_u)$.

We define a similar video distortion model for the streaming application as in the previous chapter, consisting of the sum of the source distortion $D_S$ and channel distortion $D_L$. The average end-to-end distortion can thus be written as:

$$D = D_S + D_L = \alpha \cdot R^\xi + \beta \cdot \pi,$$

(4.1)

where $\alpha, \beta \in \mathbb{R}^+$ and $\xi \in [-1,0)$ are parameters that depend on the video sequence. In the above multipath streaming scenario, the streaming rate can simply be written as the sum of the rates of the different flows:

$$R = \sum_{i=1}^{n} r^i_C.$$

We assume that the streaming server can tune the media source rate to the transmission conditions (by scalable coding, or transcoding, for example). In the same time, when the loss processes on different paths are independent, the overall loss probability becomes:

$$\pi = \frac{\sum_{i=1}^{n} p^i_C \cdot r^i_C}{\sum_{i=1}^{n} r^i_C}.$$\(^2\)

\(^1\)Throughout this chapter, the terms flow and end-to-end network path are used interchangeably.
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The remainder of this section presents the distributed optimization problem, whose aim is to find the optimal flow rate allocation in order to maximize the received media quality at the client. We then present our solution to the optimization problem in the rest of the chapter. The assumption on full network status knowledge at a given node can therefore be released, and the need of end-to-end monitoring mechanisms eliminated.

4.2.2 Distributed Optimization Problem

We now formalize the distributed path selection and rate allocation problem addressed in this chapter. When no single node \( N_i \in V \) (including \( S \)), is aware of the entire network topology \( G \), we want to find the optimal path selection and flow rate allocation that minimizes the overall distortion \( D \) at the client. Under the assumptions that the streaming rate can be controlled (e.g., by scalable encoding, or packet filtering), and that packet loss rate is independent of the streaming rate, the server \( S \) adapts the video encoding rate to the available network paths used for streaming, and to the loss process experienced on these paths. The optimization problem can be formulated as follows:

**Distributed Multimedia Rate Allocation Problem (DMMR):** Given the flow-equivalent network graph \( G(V, E) \) whose links \( L_u \) have a maximal bandwidth \( \rho_u \) and an average loss ratio \( \theta_u \), given the node local views \( N_i, \forall N_i \in V \) and given the video sequence characteristics \( (\Gamma = (\alpha, \beta, \xi)) \), find the complete set of end-to-end paths \( P_C^i, 1 \leq i \leq n \) and the optimal rate allocation \( \vec{r}^* = [r_C^1, ..., r_C^n]^T \) that minimizes the distortion metric \( D \):

\[
\vec{r}^* = \arg\min_{\vec{r}} D = \arg\min_{\vec{r}} (\alpha \cdot R + \beta \cdot \pi),
\]  

(4.2)

under constraints:

\[
\sum_{P_C^i: L_u \in P_C^i} r_C^i \leq b_C, \forall P_C^i, 1 \leq i \leq n \\
\sum_{P_C^i: L_u \in P_C^i} r_C^i \leq \rho_u, \forall u \text{ s.t. } L_u \in E
\]

where \( \vec{r} \) represents the set of possible rate allocation on \( G(V, E) \), \( R = \sum_{i=1}^{n} r_C^i \) and \( \pi = \frac{\sum_{i=1}^{n} p_C^i \cdot r_C^i}{\sum_{i=1}^{n} r_C^i} \).

4.3 Distributed Rate Allocation

4.3.1 Distributed Path Computation

We present in this section two algorithms for distributed path selection and rate allocation. The algorithms differ in the computation of the paths between the server \( S \) and the client \( C \). Before describing in detail the distributed path computation and rate allocation strategies, we briefly introduce the notation and assumptions necessary to their presentation. Recall that every node \( N_i \in V \) has only a local view of the network topology, denoted by \( N_i = \{ I_i, O_i \} \). \( I_i \) and \( O_i \) are the sets of incoming and respectively outgoing links to/from \( N_i \). We assume that \( N_i \) possesses an estimate of the bandwidth \( \rho_i \) and loss probability \( \theta_i \) on the outgoing links (i.e., \( \forall L_u \in O_i \)).

Let \( P_C^i \) denote a path connecting the node \( N_i \) to the server. In addition to maximal bandwidth \( b_C \) and loss probability \( p_C^i \), a path is characterized by two decision flags that are used by the distributed rate allocation algorithms. The flag \( f^i \) is a path reservation flag that can only be set or reset by the client \( C \), respectively the server \( S \), and the flag \( d^i \) is a decision flag that can be updated by any intermediate node on the path \( P_C^i \). While \( f^i \) is used to advertise the network flows...
requested by the client $C$, $d^i$ is used to signal the feasibility of a requested flow at an intermediate node.

We denote by $\Pi_i = \{P_i^k\}$ the set of all distinct paths between the server $S$ and the node $N_i$. Note that two distinct paths $P_i^k$ and $P_i^j$ may not necessarily be fully disjoint, as they may share one or more network links. Without loss of generality, we assume that the paths in $\Pi_i$ are ordered according to the increasing value of the path loss probabilities $p_i^k$. Let finally $\Pi_i^* \subseteq \Pi_i$ be the set of distinct paths between the server $S$ and the node $N_i$, which share the incoming link $L_u \in I_i$.

End-to-end paths between the server and the client are then built in a distributed manner, since no node has the full knowledge of the network status. These paths are computed by path extension, which is performed independently at each network node. We define $\rightarrow$ as the path extension operator that adds a link $L_u \in O_i$ leaving node $N_i$, to an incoming path $P_i^k \in \Pi_i$. In other words, if link $L_u$ connects nodes $N_i$ and $N_j$, we can write $P_j^l = P_i^k \rightarrow L_u$, with $P_j^l \in \Pi_j$ and $P_i^k \in \Pi_i$. We can compute the bandwidth and loss probability parameters for the extended path $P_j^l = P_i^k \rightarrow L_u$ respectively as $b_j^l = \min(b_i^k, \rho_u)$, and $p_j^l = 1 - (1 - p_i^k)(1 - \theta_u)$.

We propose two different methods for distributed path computation (employed by the two proposed algorithms), which respectively constructs all the possible paths, or builds them in a greedy manner with respect to their loss process. Formally, the two path extension rules can be stated as follows.

**Rule 4.3.1.** Each incoming path $P_i^k \in \Pi_i$ at node $N_i$ is extended towards all the outgoing links $L_u \in O_i$.

If the set of outgoing links directly connect $N_i$ to several nodes $N_j$, the set of extended paths at node $N_i$ can be written as $\Omega_i = \{P_j^l = P_i^k \rightarrow L_u \mid P_i^k \in \Pi_i, L_u \in O_i\}$. The subset of the extended paths that borrow the particular outgoing link $L_u$ is written as $\Omega_i^u = \{P_j^l = P_i^k \rightarrow L_u \mid P_i^k \in \Pi_i\}$. All paths with null bandwidth are obviously omitted. It is easy to see in this case that $|\Omega_i^u| = |\Pi_i|$, and that $|\Omega_i| = |\Pi_i||O_i|$, where $|X|$ represents the cardinality of $X$. The size of the set is multiplicative in the number of incoming flows and in the number of outgoing links [190]. It has to be noted that resource allocation for flows in $\Omega$ is constrained by the available bandwidth on joint bottleneck links, and that all the paths may not be used simultaneously at their full transmission bandwidth.

**Rule 4.3.2.** The incoming paths $P_i^k \in \Pi_i$ at node $N_i$, taken in order of increasing loss probability $p_i^k$, are extended towards the outgoing links $L_u \in O_i$, taken in decreasing order of reliability. Similarly to a water-filling algorithm, the total outgoing bandwidth is greedily allocated to the set of incoming paths, until all the incoming paths are extended, or until no more bandwidth is available.

When the sets of outgoing links, and the incoming paths are both ordered along increasing values of loss probability, the set of extended paths at node $N_i$ can be written as:

$$\Gamma_i = \{P_j^l = P_i^k \rightarrow L_u \mid \sum_{\mu=1}^u \rho_{\mu} > \sum_{\nu=1}^{k-1} b_i^\nu, \sum_{\mu=1}^{u-1} \rho_{\mu} < \sum_{\nu=1}^k b_i^\nu\}. $$

The subset of the paths in $\Gamma_i$ that borrow the outgoing link $L_u$ is denoted $\Gamma_i^u$. Note that in this case, simultaneous resource allocation for all flows in $\Gamma_i$ is feasible on $G$.

Based on the distributed path computation that follows either Rule 1, or Rule 2, we now describe the rate allocation strategy and present the optimal and greedy algorithms for multipath media streaming.

### 4.3.2 Distributed Path Selection and Rate Allocation

The distributed path computation and rate allocation algorithms proceed first by determining the paths available between the server and client, and then by reserving paths according to the optimal allocation computed by the client. They proceed in two phases, the path discovery and the path
reservation phases, respectively. To this aim, control messages are exchanged between the server $S$ and the client $C$, and forwarded by the intermediate nodes, as illustrated in Fig. 4.2. We assume the existence of a bidirectional control channel between any two nodes in $G$ that are connected by a network segment $L_u$. In order to derive exact bounds on the performance of our algorithms, we assume that the control channel is reliable, and that nodes are synchronized, i.e., any node receives all dedicated control packets in a bounded time interval. Note that these assumptions are not crucial to the design of the proposed algorithms, which can work with looser synchronization.

Loose node synchronization can be achieved by employing separate synchronization protocols [191]. Most works addressing decentralized systems [168] generally assume loose node synchronization in order to derive bounds on protocol performance.

The server sends on all outgoing links path discovery messages, $Path_u$, which are forwarded by the intermediate nodes on the control channel associated with link $L_u$. At each intermediate node, the $Path$ messages contain the information $b_{ik}$ and $p_{ik}$ related to every possible flow between the server and node $N_i$, along with potential information related to previously successfully reserved flows. The node then extends the path according to Rule 1 or Rule 2 (in the case of Algorithm 1 or Algorithm 2 respectively), and forwards path discovery message $Path_u$ that contains information about the paths that borrow links $L_u$. Depending on the path extension strategy, the client will eventually receive information about all possible paths, or only a subset of them that are computed in a greedy manner, based on decreasing reliability.

Upon reception of path discovery messages, the client $C$ computes the optimal path selection $\Pi^*_C$ using the Theorems 3.3.1 to 3.3.3, and the information it gets from the nodes about end-to-end paths. It should be noted that these theorems greatly simplify the rate allocation, since they state that paths should be either used at their full bandwidth, or simply dropped. The client then initiates path reservation messages, $Resv_u$, which are forwarded by the network nodes to the server, on the backward control channel associated with link $L_u$. A path reservation message $Resv_u$ contains information about the path(s) that should be reserved on link $L_u$ for the streaming session (e.g., requested rate $b_{ik}$, end-to-end loss probability $p_{ik}$ and flags $f^k$ and $d^k$, which are both set to 1 by $C$). However, there is no guarantee that all paths in $\Pi^*_C$ can be accommodated simultaneously. Once all $Resv$ messages are received at node $N_i$ (one for each outgoing link), the node $N_i$ attempts to greedily allocate the bandwidth for the requested flows ($d^k = f^k = 1$) on the outgoing links, following the order of increasing loss probability $p_{ik}$. It eventually marks the flows that cannot be reserved at the requested rate $b_{ik}$, by setting the flag $d^k = 0$. Once a valid subset of paths $\Pi^* \subseteq \Pi^*_C$ is successfully reserved by $S$ (i.e., all $d^k$ flags are set to 1), the nodes update their local view of the network, $N'_i = N_i \setminus \Pi^*$, and new path discovery messages are issued. The

---

3 Due to practical implementation considerations, an empty $Resv$ message should be sent even on links that do not contain any reserved flow. Alternatively, timeouts should be implemented at each intermediate node.
Algorithm 2 Distributed Path Selection and Rate Allocation Algorithms

server $S$:
upon receive $Res^u$, $\forall L_u \in O_S$:
1. compute $\Pi^*_C$ based on flags $f^k$;
2. update $\Pi^*$ based on flags $d^k$;
3. if $\Pi^* = \emptyset$ or $\Pi^* = \Pi^*_C$, return $\Pi^*$.
4. else update network view $N'_S$
send $Path^u$, $\forall L_u \in O_S$.

node $N_i$:
upon receive $Path^u$, $\forall L_u \in I_i$;
1. update network graph $N'_i$
2. compute available paths $\Pi_i$ according to $N'_i$;
3. compute extended paths $\Omega_i$, resp. $\Gamma_i$, $\forall L_u \in O_i$, acc. to Rule 1 (Alg. 1) or Rule 2 (Alg. 2)
4. send discovery messages $Path^u$, $\forall L_u \in O_i$.

client $C$:
upon receive $Path^u$, $\forall L_u \in I_C$:
1. compute the set of available paths $\Pi^*_C$;
2. compute the optimal allocation $\Pi^*_C$ from $\Pi^*_C$;
3. $\forall P^k_C \in \Pi^*_C$, set $f^k = d^k = 1$;
4. send reservation messages $Res^u$, $\forall L_u \in I_C$.

**client aggregates information about the residual network resources, and updates the path selection $\Pi^*_C$ accordingly. The process is iterated until convergence to the optimal rate allocation, which is reached when all flows reserved by $C$ can be accommodated by the network at the requested rate $b^*_C$.**

The distributed path selection and rate allocation algorithms illustrated in Fig. 4.2 are finally summarized in Algorithm 2, where the left-hand side, and right-hand side columns respectively correspond to the path discovery, and path extensions phases. Initially, both algorithms start at the server side, with Step 4. The algorithms differ in the path extension rule (step 3 in the bottom left block). For the sake of clarity, we call Algorithm 1, resp. Algorithm 2, the distributed path allocation and rate allocation solutions that rely on Rule 1, resp. Rule 2 for path extension.

The path extension rule directly controls the convergence to the stable rate allocation, but also the quality of the rate allocation. Comprehensive information about end-to-end paths as created by Rule 1 allows to reach an optimal rate allocation, but at the expense of possibly several iterations of the path reservation schemes. The algorithm however converges in a small number of rounds to a feasible solution, given the network graph $G$. The Rule 2 constrains only a limited subset of end-to-end network paths, given a greedy forwarding solution at each intermediate node $N_i$. It allows for a quicker computation of the solution, which may however be suboptimal. Both algorithms are analyzed in Section 4.4 and their performance is compared in Section 4.5.

### 4.4 Analysis and Discussion

#### 4.4.1 Properties

This section proposes an analysis of the path selection and rate allocation algorithms introduced in the previous section. Under the assumption that the network is stable during the execution of our algorithms, we derive hard bounds on the convergence of the rate allocation towards the optimized solution. Observe that one iteration of the algorithms requires one complete message exchange between $S$ and $C$, on the available paths. Hence, the time required by one round is in the order of the round trip time (RTT) of the slowest paths in the network. The computations at intermediate nodes and at $S$ and $C$ are trivial and their duration can be neglected. The assumption about the stability of the network in terms of average bandwidth and loss probability of the network links is therefore generally valid since the rate allocation algorithms converge in a very small number of steps, as shown in the next section. Since the total number of paths is quite small in general [192], the algorithms reach a stable solution after a convergence time that corresponds to only a few RTTs, during which the average link characteristics are likely to stay unchanged.

We consider first the Algorithm 1, which uses Rule 1 for path extension, so that the client has
a complete view of end-to-end paths to compute the path selection. We show that the Algorithm 1 converges in one round if paths are disjoint. Then, we show that in the worst case, one round of the algorithm reserves at least the path with the lowest loss probability. Consequently, the Algorithm 1 terminates in a finite number of rounds. We now formally prove these three properties.

Property 1. If the paths requested by $C$ do not share any bottleneck joint link $L_u$, Algorithm 1 converges in one round.

Proof. Let $\Pi_C$ be the set of available paths between $S$ and $C$ discovered by Algorithm 1, and let $\Pi^*_C = \{P^1_C, \ldots, P^m_C\}$ be the optimal set of paths chosen by $C$ for transmission, according to Theorems 1 to 3. If $b^*_C$ represents the available rate of on requested path $P^k_C \in \Pi^*_C$, we have $b^*_C \leq \rho_u, \forall L_u \in P^k_C$. Since, by hypothesis, the chosen paths $P^k_C$ do not contain any joint bottleneck link $L_u$, we have $\rho_u \geq \sum_{k, L_u \in P^k_C} b^*_C, \forall L_u \in P^k_C$ and $\forall P^k_C \in \Pi^*_C$. This means that any node $N_i$, upon the reception of reservation packets, Resv, can allocate the requested bandwidth on the outgoing links for all requested flows. Therefore, no flow is marked with $d^* = 0$, and the server $S$ can compute the optimal allocation $\Pi^* = \Pi^*_C$, after one round of the protocol.

Property 2. Let the network graph that corresponds to the available resources at one stage of the algorithm be denoted $G' = \bigcup_{i \in V} N_i'$. During each round, Algorithm 1 reserves in $G'$ at least the end-to-end flow $P^k_C$ between $S$ and $C$ that is affected by the smallest loss probability $p^k_C$.

Proof. Let $P^i_C \in \Pi^*_C \setminus \Pi^*$ be the lowest loss probability path requested by $C$ but not yet reserved by our algorithm. Observe that $P^i_C$ is the lowest loss probability path in the residual graph $G'$, and also in the local view $N_i'$ observed by each node $N_i$. Hence, at every node $N_i$ traversed by $P^i_C$, the flow $P^i_C$ will have priority during the greedy reservation phase of Algorithm 1.

Indeed, from the path extension operation we have $b^*_C \leq \rho_u, \forall L_u \in P^i_C$. Hence, $P^i_C$ is successfully reserved at each intermediate node $N_i$ on the path. Finally, the flow $P^i_C$ reaches $S$ with the Resv packets with both flags $d^* = f^* = 1$, hence the server $S$ integrates the flow into the set of successfully reserved paths: $\Pi^* = \Pi^* \cup P^i_C$.

Property 3. Algorithm 1 converges and terminates in at most $m$ rounds, where $m$ is the number of allocated flows, which is moreover not larger than the total number of available distinct paths in $G$.

Proof. This result is a direct consequence of Property 2. At each round, the algorithm reserves at least one flow, and the available rate of the links in the residual network decreases. Hence, on subsequent rounds of the algorithm, the client $C$ will not be able to request an infinite number of flows.

The previous properties show that Algorithm 1 converges to the optimal path selection in a limited number of rounds, no more than the total number of available end-to-end paths between $S$ and $C$. Moreover, in the case of disjoint network paths, our protocol manages to reserve the optimal set of flows needed for transmission in a single round. And in general networks, the algorithm secures at least one transmission flow from the optimal allocation.

We now concentrate on the second algorithm, and demonstrate that it converges in a single iteration. Moreover, we show that the solution offered by Algorithm 2 is actually identical to the optimal solution provided by Algorithm 1 if each network node has only one outgoing link.

Property 4. Algorithm 2 converges after one round of path discovery and selection phases.

Proof. Let $\Pi_C$ be the set of available paths between $S$ and $C$, as discovered in the path discovery phase of Algorithm 2, based on path extension Rule 2. Let further $\Pi^*_C = \{P^1_C, \ldots, P^m_C\}$ be the optimal set of paths chosen by $C$ for transmission according to Theorems 3.3.1 to 3.3.3, based on the information received from the network nodes. Let finally $b^*_C$ be the rate of the requested path $P^k_C \in \Pi^*_C$, with $b^*_C \leq \rho_u, \forall L_u \in P^k_C$. The greedy rate allocation in the path extension given
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by Rule 2 ensures that, at any node $N_i$, and $\forall L_u \in O_i$, we have $\sum_{k, L_u \in P^k_C} b^k_{L_u} \leq p_u$. This means that any node $N_i$, upon the reception of reservation packets, can allocate the bandwidth on the outgoing links for all requested flows. Therefore, no flow is marked with $d^k = 0$, and the server $S$ can compute the optimal allocation $\Pi^* = \Pi^*_C$, after one round of the protocol.

Property 5. Algorithm 2 provides the same solution as Algorithm 1 if the outdegree of every intermediate node $N_i$ is equal to 1.

Proof. In this particular type of networks, we observe that the rate allocation operations during path extension in the path discovery phase becomes identical for both Algorithms 1 and 2. Since the rest of the algorithms is totally identical, they will provide the exact same solution, which is moreover optimal.

4.4.2 Practical Implementation

We discuss here the practical implementation of the proposed algorithms, and propose a few examples for deployment in real network scenarios. In large scale networks, monitoring end-to-end paths between any two given nodes becomes highly complex and costly. Nor active neither passive monitoring solutions scale well in terms of execution time, accuracy and complexity with a growing number of intermediate nodes and network segments [193]. Since full knowledge about network status cannot be achieved in large scale networks, distributed path computation solutions are certainly advisable. They additionally allow to release the computational burden of a single node/server, and distribute it among several intermediate nodes [190]. Networking protocols have been proposed to organize large scale random network graphs into DAGs [38], or sets of multiple end-to-end paths [26] and even to ensure special network properties like path disjointness and survivability [29].

In this chapter, we address the decentralized path computation and rate allocation problem, from the perspective of a media streaming application. The forwarding decisions are taken in order to maximize the quality of service of such specific applications, in particular to minimize the loss probability and aggregate enough transmission bandwidth. Our algorithms present a low complexity in terms of message passing and execution time. In variable network scenarios, where the link parameters change slowly over time, our algorithms can be run periodically in order to adapt the streaming process to a dynamic network topology. Observe that the fastest network parameter estimation algorithms offer good results on timescales of a few seconds [16], while the execution of our path-computation algorithms takes one, or a few round-trip times. Hence, running our algorithm periodically, on timescales equal to the network estimation intervals ensures the optimal transmission decision, with the latest estimation about the network state. Finally, the control overhead can be limited to two packets on each link of the network, for each iteration of the distributed algorithms. For most typical scenarios, the overhead stays very low compared to the streaming rate. It typically depends on the periodicity chosen for the computation of the distributed rate allocation.

Our framework for path selection and rate allocation can be applied in a straightforward manner to a multitude of large scale network scenarios, e.g., overlay network scenarios (Content Distribution Networks or Peer-to-peer networks), wireless network scenarios, or hybrid interworked wireless setups.

For the case of shared network resources in many-to-many setups, simple modifications to our algorithms can yield good resource allocations among clients, given an optimization metric. Consider $\Phi$ as the resource sharing policy implemented at an intermediate node $i$. $\Phi$ is designed according to the final optimization metric of the overall system, e.g., maximizing system quality [79]. Fairness and congestion control mechanisms on the end-to-end discovered paths can also be successfully applied [47]. Finally, simple distributed resource sharing and packet prioritization schemes can be implemented based on the different importance of the simultaneous sessions [127]. Based on $\Phi$, each node $i$ can take an appropriate decision on how to allocate its resources, (namely
the bandwidth of the outgoing links) among the concurrent applications, based on pre-defined utility functions for example. While the design of truly fair distribution of resources between concurrent sessions is outside the scope of our work, our generic framework allows to limit the bandwidth offered to a single session, and therefore permits the implementation of independent congestion control solutions.

4.5 Simulations

4.5.1 Simulation Setup

We analyze the performance of our path computation algorithms in different network scenarios, and compare them to simple heuristic-based rate allocation algorithms. Results are presented in terms of convergence time, and video quality performance. We first study the average behavior of the algorithms in random network graphs, and we eventually discuss in details a specific, realistic scenario, implemented in ns2 [194] in the presence of cross traffic.

In all simulations, the test image sequence is built by concatenation of the foreman sequence, in CIF format, in order to produce a 1500-frame video stream, encoded in H.264 format at 30 frames per second (equivalent to 50 seconds of video). The encoded bitstream is packetized into a sequence of network packets, where each packet contains information related to at most one video frame. The size of the packets is limited by the size of the maximum transmission unit (MTU) on the underlying network. The packets are sent through the network on the chosen paths, in a FIFO order, following a simple scheduling algorithm [189]. The video decoder finally implements a simple frame repetition error concealment strategy in case of packet loss. A video packet is correctly decoded at the client, unless it is lost during transmission due to the errors on the network links, or unless it arrives at the client past its decoding deadline. We consider typical video-on-demand (VoD) streaming scenarios, where the admissible playback delay is large enough, i.e., larger than the time needed to transmit the biggest packet on the lowest bandwidth path.

4.5.2 Random Network Graphs

We generate two types of network topologies: (i) typical Wireless network graphs, with low bandwidth and high error probability for the network links; and (ii) Hybrid network scenarios, where the server is connected to the wired infrastructure (high rate, low loss probability), and the client can access the internet via multiple wireless links, which have a reduced bandwidth, and a higher loss probability. For both scenarios, we generate 500 random graphs, with 10 nodes each. Any two nodes are directly connected with a probability \( \gamma \). The parameters for each link are randomly chosen according to a normal distribution, in the interval \([R_{\min}, R_{\max}]\) for the bandwidth, and respectively \([p_{\min}, p_{\max}]\) for the loss probability. The parameters for the wired and wireless links are presented in Table 4.1.

<table>
<thead>
<tr>
<th>Table 4.1: Parameters for Random Graph Generation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>Connectivity Probability ( \gamma )</td>
</tr>
<tr>
<td>( R_{\min} )</td>
</tr>
<tr>
<td>( R_{\max} )</td>
</tr>
<tr>
<td>( p_{\min} )</td>
</tr>
<tr>
<td>( p_{\max} )</td>
</tr>
</tbody>
</table>

First we analyze the number of rounds in which Algorithm 1 converges to the optimal rate allocation given by a centralized algorithm, as proposed in [192]. The results for both network scenarios are presented in Figure 4.3. We observe that the great majority of the cases require less than three iterations in order to reach the optimal rate allocation. This shows that our algorithm
performs very fast and needs only a very small number of control messages to converge to the optimal rate allocation.

Next, we propose to examine in Figure 4.4 the convergence of Algorithm 1, computed in terms of video distortion, as compared to the quality of the stream achieved with the optimal rate allocation. We observe that the distortion due to Algorithm 1 rapidly decreases, and that the partial solutions are very close to the optimal one, even after the first round of the iterative rate allocation strategy. It clearly illustrates that the proposed distributed algorithm converges very fast to the optimal solution, and that the most critical paths in terms of video quality are already allocated by the very initial rounds of the distributed solution.

In both Figure 4.3 and Figure 4.4, we can observe that Algorithm 1 performs better in the Hybrid network scenario than in the Wireless case. This is due to the fact that this network scenario has in average less bottleneck links. Please observe that in this simulated scenario, the bottleneck links are usually the wireless links, since the rates of the wired links are much higher. Therefore, Algorithm 1 is expected to converge faster to the optimal solution in the Hybrid scenario, where paths are less likely to share bottleneck links. This is in accordance with the properties of this algorithm presented in the previous section.

Then we analyze the performance of the proposed algorithm, in terms of video quality obtained with the rate allocation solution. We compare the results obtained with Algorithm 1, to
the ones obtained by a simpler distributed heuristic which forwards the incoming network flow at each intermediate node on the best outgoing link in terms of loss probability (e.g., single best-path streaming). We compute the distribution of the penalty in quality suffered by the heuristic scenario, for 500 different network graphs. The cumulative density function is represented in Figure 4.5, which illustrates the probability for the improvement in quality to be within a predefined range $[0, x]$. We observe that, for both network scenarios, our algorithm obtains significantly better results in more than 70% of the cases. This motivates the extra control overhead introduced by Algorithm 1, which is needed to reach the optimal rate allocation. A similar behavior is shown in Figure 4.6, where we observe that Algorithm 2 also performs much better than the single best path strategy in a large fraction of the cases considered, and for both network scenarios.

Algorithms 1 and 2 are compared in Figure 4.7 and Figure 4.8. Figure 4.7 represents the cumulative density function of the difference incurred by Algorithm 2, with respect to the optimal allocation offered by Algorithm 1. A similar representation is proposed in Figure 4.8, except that the quality provided by Algorithm 1 is computed based on the rate allocation obtained after the first round of the iterative algorithm, as opposed to the optimal allocation that is used in Figure 4.7. From both figures, we see that, for the Wireless scenario, the performance of the greedy scheme is equal to the optimal solution in almost 65% of the cases. Algorithm 2 is even better, when compared to the execution of the optimal algorithm after the first round (70% of the cases providing equal or better results). This is due to the very small number of paths chosen for transmission, and to the fact that link parameters in the Wireless scenario are quite homogeneous. In the pathological case where all network links would have the same parameters, the performance of the two algorithms would be identical. Good results are also observed for the Hybrid network scenario. However, in this case we observe that the greedy algorithm offers bad results in a significant number of cases, since quality attains only 50% of the optimal solution in almost 20% of the cases. This is mainly due to the heterogeneity of the network links parameters in hybrid scenarios.

Finally, we compare Algorithms 1 and 2 in terms of number of flows chosen for the streaming application. The results for the Wireless and Hybrid network scenarios are presented in Figure 4.9 and Figure 4.10, respectively. We observe that in general Algorithm 2 uses a smaller number of flows for transmission. This can be explained by the greedy allocation of paths, when Rule 2 is used for path extension. Similar results can be observed when the average streaming rate is computed for the solutions provided by both algorithms, for each type of networks. Table 4.2 shows that Algorithm 2 generally results in a smaller transmission rate. However, the performance in terms of received video quality is very close to the optimal one, since the paths with the lowest loss probability are prioritized in both algorithms. In addition, the particular network setup used in

**Figure 4.7:** Cumulative density function of the relative difference in quality, for Algorithm 1 vs Algorithm 2.

**Figure 4.8:** Cumulative density function of the relative difference in quality, for Algorithm 1 limited to one iteration only, vs Algorithm 2.
the simulation allows for average streaming rates that already offer a good encoding quality, where the rate-distortion gradient is not very large.

Overall, the previous results show that Algorithm 1 represents a fast path computation solution in most types of networks that present a low number of bottleneck links. On the other side, Algorithm 2 offers a viable, lower complexity alternative for very large network scenarios with homogeneous link parameters, where convergence time is an issue (e.g., in networks characterized by quickly varying parameters).

### 4.5.3 Sample Network Scenario

We now compare the performance of the two path computation algorithms presented, in a specific network scenario that represents a practical case study. We send the *foreman* sequence, encoded at 375kbps and 550kbps over a network as presented in Figure 4.11 (a). The network scenario is reproduced in the ns2 simulator, and the path computation mechanisms are implemented as extensions to the simulator. On each of the network paths from the server to the client, we simulate 10 background flows. These flows are generated according to an On/Off source model with exponential distribution of staying time, and average rates between 100 and 300kbps. The instantaneous rate available to the streaming application is considered to be the difference between the total link bandwidth, and the instantaneous rate of the aggregated background traffic. We generate two network cases, one with low average link rates and high transmission error probability
4.5. **SIMULATIONS**

| Table 4.3: Parameter values for the network links in Figure 4.11 |
|-------------|---|---|---|---|---|---|---|---|
|             | $L_1$ | $L_2$ | $L_3$ | $L_4$ | $L_5$ | $L_6$ | $L_7$ |
| Case 1: Loss (%) | 2.0 | 1.0 | 2.0 | 1.5 | 1.5 | 0.5 | 2.5 |
| Case 2: Loss (%) | 1.5 | 1.0 | 1.0 | 0.75 | 1.0 | 0.5 | 1.5 |
| Case 2: Rate (kbps) | 450 | 300 | 300 | 300 | 450 | 300 | 300 |

(4.5.12) Performance evaluation of Algorithms 1 and 2 as a function of playback delay (Network Case 1, no FEC).

(4.5.13) Performance evaluation of Algorithms 1 and 2 as a function of playback delay (Network Case 1, with FEC).

(i.e., end-to-end loss probability higher than 6%), and a second case with higher average link rates and average transmission error probability (i.e., end-to-end loss probability of about 3%). The average bandwidth, and loss probabilities are presented in Table 4.3, for the two cases under consideration. The network MTU is set to 1000 bytes worth of video data. Finally, we also consider cases where the video stream is sent along with forward error protection. Overhead packets are sent in addition to the video packets for packet loss recovery. FEC blocks of 20 packets are formed by adding two redundant packets for each set of 18 video packets in the first network case. In the second case, one FEC packet is added to each group of 19 video packets. Therefore, all video packets can be recovered if at least 18, respectively 19 packets are correctly received in a block of 20 packets. Note that in this specific scenario, both strategies result in an overall streaming rate that is smaller than the average aggregated bandwidth available on the network. Distortion is mostly caused by packet losses, or late arrival due to bandwidth fluctuations.

Figure 4.11 b) and c) first show the path selection provided by Algorithm 1 and 2, respectively. Both network cases result in the same allocation, and the application packets and the control messages of our algorithms share the same network links. Simulations are then run according to these path allocations, and each simulation point is averaged over 10 simulation runs. Figure 4.12 and Figure 4.13 present the performance of Algorithms 1 and 2 as a function of the playback delay imposed by the client, respectively in absence or presence of FEC protection. Recall that the server performs a simple round-robin packet scheduling strategy, for a given set of streaming path. Hence, the playback delay influences the scheduling performance, and larger playback delays allows to pay smaller penalty due to the scheduler choices. The video distortion values incorporate the source distortion due to the low encoding rate of the sequence, along with the loss distortion due to packet transmission losses, and late arrivals at the client. We observe that, even if the choice of transmission paths differs between the two algorithms, the performance is similar, since the end-to-end paths are disjoint, and quite homogeneous in the network case under study. It can be noted that the influence of the playback delay is similar for both schemes. In the same time, it can be observed that using even a minimum error protection strategy unsurprisingly improves the final results, while using no transmission protection at all greatly emphasizes the quality degradation due to network losses in comparison to other streaming parameters, e.g., playback delay. Very
similar results can be observed for the second network case with the 500 kbps video bitstream, but they are omitted here due to space constraints.

Finally, we pick one of the simulation runs for each algorithm, and analyze the temporal evolution of the quality. The reconstructed video quality is measured at the receiver averaged for each group of 30 pictures, in the absence or presence of FEC, respectively. Results are presented in Figure 4.14 and Figure 4.15 for the second network case, where the playback delay imposed by the client is set to one second. It can be seen that both algorithms again perform similarly in the presence of network losses and cross traffic. The quality fluctuations are mostly due to packet losses, and basic FEC protection already helps to improve the decoded quality. It confirms the results presented above, and positions both algorithms as efficient solutions for distributed media-specific rate allocation in multipath networks.

4.6 Conclusions

This chapter has addressed the problem of decentralized path computation for multimedia streaming applications in large scale networks. When end-to-end monitoring at the media server becomes intractable and expensive, distributed mechanisms need to be derived in order to optimize the streaming process in terms of media quality. We present two such mechanisms for path computation that differ in the construction of available paths between the streaming server and the client on a node-by-node basis. The first algorithm provides a comprehensive view of the set of end-to-end paths, which leads to optimal rate allocation, at the price of a small convergence time. The second algorithm only offers partial information about the available paths, which results in a lower complexity solution. However, thanks to a greedy allocation that favors the most reliable paths, the performance of the second algorithm stays close to the optimal performance in most of the cases.

In both algorithms, each node is responsible for a rate allocation decision for all incoming flows, on the outgoing links. Hence, the available set of transmission paths to the client is created only from the original local network views at each individual intermediate node. It allows to release the assumption of full network knowledge at any single node in the network and eliminates the need for expensive path monitoring mechanisms. Both solutions therefore represent interesting alternatives for media specific path selection in large scale networks. In particular, extensive simulations demonstrate that the optimal algorithm converges very fast, in particular in networks that present a small number of bottleneck links. In the same time, the greedy algorithm represents a viable and low complexity solution in very large network scenarios with homogeneous link parameters, and stringent limitations on the convergence time of the algorithm.
Chapter 5

Forward Error Correction for Multipath Media Streaming

5.1 Introduction

In this chapter we address the problem of joint optimal rate allocation between media source rate and error protection rate in lossy multipath networks. In lossy network scenarios, where media packets are prone to transmission erasures it is important to chose the right amount of redundancy, and the proper distribution between the source and channel rate, in order to guarantee successful decoding at the end client. Based on a general distortion model for layered encoding video streams, which takes into account possible packet transmission losses, we formulate a general optimization problem that achieves an optimal balance between video source rate and forward error correction rate, given a constraint on total network resources. The optimal solution for our general problem differs with the choice of FEC and scheduling schemes. Hence, based on the most common FEC and scheduling techniques, we propose several concrete instances of this problem and we compute the optimal achieved solutions. In particular, we address the equal and unequal forward error correction schemes, along prioritized or un-prioritized scheduling techniques for layered video coding. At the same time, we offer fast heuristic algorithms that provide good results for our problem with a minimum computational effort. We compare the different instances based on the obtained results. Our results confirm the conclusions drawn in the previous chapters, namely that it is always best to stream on the best network paths first, and that fully utilizing the network resources is not always optimal in terms of average media quality. In the same time, we show the benefits of unequal error protection and we identify the tradeoff between rate allocation optimality and service granularity in real systems.

Furthermore, we address the same problem of optimal channel rate allocation for media streaming in active networks, where intermediate nodes are able to perform basic FEC decoding/encoding operations. FEC performance is analyzed in the case of hop-by-hop FEC protection, and compared with an end-to-end FEC scenario, in order to demonstrate the benefits of FEC operations in the intermediate nodes. FEC operations in intermediate nodes are shown to become especially useful when the network segments on the streaming path have quite heterogeneous characteristics.

The rest of this chapter is organized as follows: Section 5.2 introduces the network, video and FEC models. We discuss possible FEC and scheduling schemes for our proposed setup in Section 5.3 and Section 5.4, and we formulate the optimization problem in Section 5.5. The proposed algorithms are presented in Section 5.6, and evaluated in Section 5.7. Finally, we discuss the case of active networks when intermediate nodes can perform basic FEC operations in Section 5.8, and we conclude the chapter in Section 5.9.
5.2 Multipath Streaming System

5.2.1 Network Model

As in the previous chapter, we consider a framework where the multimedia streaming application uses a multipath network. The available network between the server \( S \) and the client \( C \) is modeled as a flow-equivalent graph \( G(V, E) \), where \( V = \{N_i\} \) is the set of nodes in the network, and \( E \) is the set of links or segments. Each link \( L_u = (N_i, N_j) \in E \) connecting nodes \( N_i \) and \( N_j \) has three associated positive metrics: the available bandwidth \( \rho_u \) and loss probability \( \theta_u \) as in the earlier chapters, and the propagation delay \( t_u \geq 0 \), considered as static.

Finally, let \( \mathcal{P} = \{P_1, \ldots, P_N\} \) denote the set of available loop-free paths between the server \( S \) and the client \( C \) in \( G \), with \( N \) the total number of non-identical end-to-end paths. \( \mathcal{P} \) can be computed according to the network flow transformation and theorems presented earlier in this thesis. A distinct path \( P_i \in \mathcal{P} \) is characterized by the end-to-end bandwidth \( b_i \) and loss probability \( p_i \), computed as in the previous chapters.

In addition, we consider the end-to-end propagation delay of path \( P_i \), \( \tau_i \), computed as the sum of the intermediate links delays:

\[
\tau_i = \sum_{L_u \in P_i} t_u .
\]  

Server \( S \) uses the available network paths for media packet transmission to the client. After initiating the media request, the client waits for a limited playback delay \( \Delta \) before starting the playout.

5.2.2 Video Model

We represent the end-to-end distortion, as perceived by the media client, as the sum of the source distortion, and the channel distortion. In other words, the quality depends on both the distortion due to a lossy encoding of the media information (\( D_S \)), and the distortion due to losses experienced in the network (\( D_L \)). Overall, the end-to-end distortion can thus be written as in the previous chapters:

\[
D = D_S + D_L = f(R, \pi, \Gamma) ,
\]  

where \( \Gamma \) represents the set of parameters that describe the media sequence. This generic distortion model is quite commonly accepted, as it can accommodate a variety of streaming scenarios [85]. For example, when error correction is available, the total streaming rate has to be split between the video source rate that drives the source distortion \( D_S \) and the channel rate, which directly influence the video loss rate \( \pi \).

We assume the video sequence to be layered encoded into \( L \) separate layers, each layer \( l \leq L \) being characterized by its encoding rate \( r_l \). Video layers are transmitted starting with the base layer, and then adding subsequent enhancement layers, if the network conditions permit it. We assume that a video layer can either be fully transmitted or dropped from an encoder/sender point of view. Hence the total encoding rate of the video stream can be expressed as the sum of the rates of all layers that are transmitted from \( S \) to \( C \):

\[
R = \sum_{j=1}^{l} r_j ,
\]  

where \( l \) is the number of transmitted video layers, as decided by the streaming application.

A commonly accepted model for the source rate distortion is a decaying exponential function on the encoding rate, while the channel distortion is proportional in average to the number of lost pixels/video elements. Under the common assumption that network packets contains data referring to the same amount of video information (e.g. one frame, one slice, one encoded video layer of a frame), the channel distortion is proportional to the number of lost packets, and is
differentiated by the importance of the video layer containing the lost packets. For video encoding instances where higher video layer cannot be decoded unless all lower video layers are present at the decoder, we build on the general distortion model presented in the previous chapter, and explicitly formulate the distortion metric as:

$$D = \alpha \cdot \left( \sum_{j=1}^{l} r_j \right)^{\xi} + \beta \cdot \pi_1 + \sum_{j=2}^{l} \pi_j \cdot (D_{j-1} - D_j) \cdot \prod_{s=1}^{j-1} (1 - \pi_s) \tag{5.4}$$

where $\alpha$, $\xi$ and $\beta$ are sequence dependent parameters. $D_j$ represents the source distortion of the first $j$ layers of the video stream, and $\pi = \{ \pi_j | \forall j : 1 \leq j \leq l \}$ is the set of average loss rates experienced during the transmission process by the video packets of each layer $j$. $\pi_j$ depends on the loss probabilities $p_i$ of the subset of network paths used for the transmission of the packets of video layer $j$, and on the eventual error protection scheme employed for protecting the video packets. Notice that our model for the loss distortion $D_L$ separates the packet losses in the base layer (seen as more severe, because of frame loss and the activation of error concealment strategies at the decoder) and the losses in the enhancement layers (seen as affecting only the total quality of the given frame). In our framework, we consider the packetized bitstream, with one network packet per frame and per video layer. Depending on network available resources, the server decides the number of video layers that can be transmitted to the client. A video layer can either be fully transmitted or dropped.

We validate the distortion model with streaming experiments. We encode the foreman_qcif sequence (300 frames, 30 frames per second) in one base layer (BL) and one enhancement layer (EL), with the help of the H.264/SVC encoder. The total rate of the encoded sequence is varied, by encoding at different quantization parameters (QP) for the BL. The chosen encoder implementation always uses a QP for the EL, 6 points below the QP of the BL. On the sequence of packets we are inflicting transmission packet losses according to an independent loss probability $p \in [0, 0.05]$, and we compare the decoded video quality with the original one, by averaging over 100 simulation runs. Results for the validation of the source distortion are presented in Figure 5.1, while Figure 5.2 presents the validation of the loss distortion model. We observe that the model closely follows the experimental results\(^1\).

\(^1\)For a complete validation of the video distortion model, please see [190].
5.2.3 Forward Error Correction

Among all error correction techniques, packet-level FEC is generally preferred in the case of multicast-like or delay sensitive streaming scenarios, especially when packet losses are expected to affect the transmission process. Generically, a FEC block of \( n \) packets contains \( k \) media packets and \( n-k \) FEC packets. In the case of Reed-Solomon codes (RS), the receiver can fully reconstruct the original \( k \) data packets as long as it correctly receives at least \( k \) packets of the FEC block.

We assume that the server \( S \) can protect each media layer against transmission errors, with one systematic forward error correction schemes \( \text{FEC}(n, k) \). The loss probability for each video layer, protected by \( \text{FEC}(n, k) \) can be computed starting from the total error probability \( p \), affecting the transmission process of that layer. Let \( \pi_j \) be the error probability affecting video layer \( j \), after FEC decoding. It can be computed as the average probability of losing exactly \( i \) video packets from the FEC block (\( 1 \leq i \leq k \)), and at least \( [n-k-i+1] \) redundant packets:

\[
\pi_j = \frac{1}{k} \sum_{i=1}^{k} i \cdot p_i(n, k), \tag{5.5}
\]

where \( p_i(n, k) \) is the probability of losing at least \( n-k+1 \) packets from the FEC block, out of which, exactly \( i \) packets are video packets. For an iid loss process, \( p_i(n, k) \) can be easily computed:

\[
p_i(n, k) = \binom{k}{i} p^i (1-p)^{k-i} \sum_{s=\lceil i+1 \rceil}^{n} \binom{s}{l} p^l (1-p)^{s-l}, \tag{5.6}
\]

where \( s = n-k \).

Given the network and video models presented above, an upper bound on \( n \) can be easily computed as:

\[
n \leq f \cdot \min_{p_i \in P} (\Delta - \tau_i) \tag{5.7}
\]

where \( f \) is the encoded video sequence frame rate, and \( \Delta \) is the maximum playback delay imposed by the client. Knowing that the FEC performance in general increases with the increase in block size, we consider the maximum block size allowed by the network, e.g., \( n = f \cdot \min_{p_i \in P} (\Delta - \tau_i) \) as the FEC block size\(^2\).

5.3 FEC Schemes

5.3.1 Equal Error Protection Scheme

We investigate two separate forward error correction schemes. First we address the simple Equal Error Protection scheme (EEP), in which all video layers are protected by the same FEC scheme \( \text{FEC}(n, k) \).

Assume that, according to the scheduling mechanism utilized, each video layer \( j \leq l \) is affected by the loss process \( p_j \) before FEC decoding at the client. The final loss probability \( \pi_j \) affecting each video layer after FEC reconstruction is computed based on \( n, k \) and \( p_j \), according to Eq. (5.5) and Eq. (5.6). At the same time, the total rate of the video stream becomes:

\[
R = \sum_{j=1}^{l} \frac{n}{k} r_j \tag{5.8}
\]

and is constrained by the total network available rate \( \sum_{i=1}^{N} b_i \).

\(^2\)While the complexity of the RS coding process grows as a quadratic function of \( n \), in delay sensitive streaming scenarios, we expect \( n \) to be generally small, hence limiting the required coding execution time.
5.3.2 Unequal Error Protection Scheme

Next, we consider the case on unequal error protection (UEP) when different video layers traversing different paths in the network can be protected by individual FEC schemes. Different UEP schemes can refer to individual transmitted video layers, case in which each layer $j \leq l$ is protected by a separate FEC scheme $FEC(n, k_j)$ (Figure 5.3), or to individual network paths, case in which all video data traversing a particular network path $P_i$ is protected by a separate FEC scheme $FEC(n, k_i)$ (Figure 5.4).

In the first case, the total rate of video layer $j$ becomes $r_j \cdot \frac{n}{k_j}$ and depending on the scheduling mechanism utilized, will be affected by the end-to-end loss process after FEC decoding $\pi_j$, computed starting from $p_j$, $n$ and $k_j$.

In the second case, we can recompute the relevant end-to-end parameters of each path $P_i$ in the network model (bandwidth $b_i$ and loss process $p_i$), as seen after applying the FEC scheme $FEC(n, k_i)$ and decoding the data accordingly. The available bandwidth for video packet transmission on path $P_i$ becomes:

$$b'_i = b_i \cdot \frac{k_i}{n},$$

and the new loss process $p'_i$ affecting video packets on path $P_i$ can be computed starting from the FEC parameters $n$ and $k_i$, and actual packet loss process $p_i$. Performing this transformation for every individual path $P_i \in \mathcal{P}$, we obtain a new set of available network paths $\mathcal{P}'$ for video streaming (e.g., same set of paths, but with different parameters). The new path parameters $b'_i$ and $p'_i$ will affect the video flows according to the scheduling mechanism employed.

5.4 Scheduling Mechanisms

5.4.1 Equivalent Network Model

We address two different scheduling mechanisms that help us transmit the video information over the network paths. Initially, we present a simple earliest deadline first scheduling mechanism that is unaware of the characteristics of the network paths or of the specifics of the video encoding structure. The scheduling algorithm forwards the incoming media and FEC packets in a FIFO order, on the first available network path, according to the respective rates and propagation
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delays. Using this scheduling mechanism in the long run, the multimedia application will perceive the available network between \( S \) and \( C \) as one equivalent end-to-end network path with average equivalent parameters.

We can easily compute the parameters of the equivalent network end-to-end path, starting from the initial parameters of each individual network path \( P_i \). Let \( b \) be the total bandwidth of the equivalent network model. As we have seen in the previous chapters, the network graph \( G(V, E) \) can be modelled as a network of disjoint flows/path, as perceived by the media application. In this case we can compute:

\[
b = \sum_{i=1}^{N} b_i.
\]  

(5.10)

The average loss probability \( p \) of the end-to-end equivalent network link can be computed as the average of the loss probabilities affecting each individual network path in \( G(V, E) \):

\[
p = \frac{\sum_{i=1}^{N} b_i \cdot p_i}{\sum_{i=1}^{N} b_i}.
\]  

(5.11)

Finally, an upper bound on the propagation delay can be computed for the end-to-end equivalent network link as:

\[
\tau = \max_{i: i \leq N \leq \tau_i} \tau_i.
\]  

(5.12)

Considering this scheduling mechanism, the transmitted video layers will experience the network as a single equivalent network path with the equivalent parameters as computed above. The maximum possible FEC block size \( n \) can be computed starting from the end-to-end propagation delay \( \Delta \), while the error probability \( \pi_j \) affecting each video layer \( j \), protected by a specific FEC code, can be computed starting from the loss probability \( p \) of the network link. Finally, the total source coding rate and FEC rate are upper bounded by the total available bandwidth of the equivalent network link \( b \).

5.4.2 Priority Scheduling

Next we address a scheduling algorithm that takes into account the different parameters of the network paths, and the relative importance of the video layers. As seen in the previous chapters, it is always best to fully utilize the network paths in ascending order of their loss probability \( p_i \). Hence we adopt a scheduling strategy that maps the video layers, including the accompanying FEC rate, in increasing order of their importance, on the best available network paths in terms of loss probability.

Let \( P = \{P_1, \ldots, P_N\} \) be the ordered set of available network paths, according to their loss probabilities (e.g., \( p_1 < \ldots < p_N \)). In the previous chapter, we have seen that network paths \( P_i \) and \( P_j \) with equivalent error processes \( p_i = p_j \) can be considered by the media application as a single network path with aggregated bandwidth \( b_i + b_j \) and equivalent propagation delay \( \max(\tau_i, \tau_j) \).

At the same time, let the \( l \) transmitted video layers be ordered according to their importance (e.g., layer 1 corresponds to the base layer, layer 2 corresponds to the first enhancement layer, ...), and let \( FEC(n, k_j) \) be the forward error correction scheme employed for protecting video layer \( j \leq l \). For simplicity reasons we assume that the maximum FEC block size is computed in the same way as before. The total network rate required for the transmission of video layer \( j \) will be \( r_j \cdot \frac{n}{k_j} \). We assume that layer \( j \) is mapped according to the gradual filling algorithm described above on network paths \( P_s, \ldots, P_t \) with reserved rates \( c_s, \ldots, c_t \), where \( c_s \leq b_s, c_t \leq b_t \), and \( c_i = b_i, \forall i : s < i < t \). We observe the following rate equality:

\[
r_j \cdot \frac{n}{k_j} = \sum_{i=s}^{t} c_i.
\]  

(5.13)
while the total error probability \( p_j \) affecting layer \( j \) before FEC decoding can be computed as:

\[
p_j = \frac{\sum_{i=1}^{t} c_i \cdot p_i}{\sum_{i=1}^{s} c_i}.
\]  

(5.14)

Based on \( p_j \) we can now compute the final error process affecting layer \( j \) after FEC decoding, \( \pi_j \), according to Eq. (5.5) and Eq. (5.6). Please observe that, compared to the previous scheduling case, where all transmitted video layers are affected by the same loss probability \( p \), we schedule now the most important video layers on the best paths, hence we have \( p_1 < \ldots, < p_t \).

### 5.5 Optimization Problem

We consider the problem of optimal rate allocation strategy, for a given video stream that can be split into flows sent on different paths from the streaming server \( S \) and the client. Given the network rate constraints and path status in terms of propagation delays and loss probability, we are interested in finding the optimal rate split between source encoding rate and forward error protection rate, in order to maximize the received video quality. Hence, we can formulate the optimization problem as follows:

**Joint Multimedia - FEC Rate Allocation Problem (JMFR):** Given the flow-equivalent network graph \( G \), the number of different paths or flows \( n \), the video sequence characteristics \( (\Gamma) \) and the total number of encoded video layers \( L \), find the optimal number of transmitted video layers \( l^* \), and the optimal forward error protection scheme \( FEC(n, k_j^*) \) for each layer \( j \leq l^* \), such that the perceived video distortion \( D \) at the client is minimized:

\[
\{l^*, k_j^*\} = \arg \min_{l \leq L, k_j \leq n, 1 \leq j \leq l} D(R, \pi, \Gamma),
\]  

(5.15)

under the network rate constraint:

\[
\sum_{j=1}^{l^*} r_j \cdot \frac{n}{k_j} \leq \sum_{i=1}^{N} b_i.
\]  

(5.16)

Given the different scheduling strategies for the multipath data transmission, and the various FEC schemes for the protection of the layered video data, the optimization problem will present multiple instances, each one having an optimal solution. The following sections present our proposed algorithms for solving the instances of the optimization problem and discuss in details their performance and opportunity.

### 5.6 Optimization Algorithms

#### 5.6.1 Optimal Full Search Algorithms

In the previous section we have presented different scheduling and FEC mechanisms and we have computed in each case the parameters necessary for solving the proposed optimization problem. Now we present the algorithms we use in order to search for the optimal solution, and discuss their performance and complexity.
Depending on the scheduling mechanism and the FEC scheme employed we can identify six different types of algorithms as defined in Table 5.1. Each of the algorithms employs one FEC and one scheduling strategy, from the ones presented above.

We are utilizing the full search algorithms as a benchmark for performance. For the sake of clarity we present in Algorithm 3 the pseudo-code for one of these algorithms. Slight variations in the code will lead to the implementation of full search algorithms for all other streaming strategies.

\begin{algorithm}
\textbf{Algorithm 3} EqLayer Full Search Algorithm.
\begin{algorithmic}
\State \textbf{Input:}
\State 2: Flow-equivalent network graph \( G(V, E) \), network paths \( \mathcal{P} = \{ P_i(b_i, p_i, \tau_i) : \forall i \leq N \} \), encoded video bitstream parameters \( \Gamma \), video layers rates \( r_i \), \( \forall i \leq l \leq L \), frame rate \( f \), playback delay \( \Delta \).
\State \textbf{Output:}
\State 4: Optimal joint rate allocation \( \{ l^*, k_j^* \} \).
\State \textbf{Initialization:}
\State 6: Compute equivalent network link bandwidth: \( b = \sum_{i=1}^{N} b_i \);
\State Compute equivalent network link loss process: \( p = \sum_{i=1}^{N} b_i p_i \);
\State 8: Compute equivalent network link propagation delay: \( \tau = \max_i \tau_i \);
\State Compute maximum FEC block size: \( n = f \cdot (\Delta - \tau) \);
\State \textbf{Procedure Compute optimal JMFV solution:}
\State \hspace{1em} for Every number of video layers \( l \leq L \) and every \( k_j \leq n, 1 \leq j \leq l \) do
\State \hspace{2em} Check rate constraint:
\State \hspace{3em} if \( \sum_{j=1}^{l} r_j \cdot \frac{k_j}{n} \leq b \) then
\State \hspace{4em} Compute \( \pi_j \), \( \forall j \leq l \), starting from \( p \) and \( k_j \);
\State \hspace{4em} Compute \( D = D(R, \pi, \Gamma) \) according to the Equivalent Network Scheduling and UEP per Video Layer schemes;
\State \hspace{2em} end if
\State end for
\State 16: Output \( \{ l^*, k_j^* \} = \arg \min_{l \leq L, k_j \leq n, 1 \leq j \leq l} D(R, \pi, \Gamma) \).
\end{algorithmic}
\end{algorithm}

The algorithm finds the optimal solution for the optimization problem, by parsing every feasible rate allocation between source video rate and error correction rate. It out puts the optimal number of video layers to be transmitted, along the optimal FEC strategy for each transmitted layer, such that the media distortion as perceived by the client is minimized.

While the algorithm out puts the optimal result for every network scenario, the computational resources needed are rather high. During the full search for the optimal parameters, the algorithm needs to compute one distortion value for every feasible value of \( k_j \leq n \), for every video layer \( j \leq L \). Hence, the total complexity of the algorithm is \( O(n^L) \). Similarly, the FEC strategy that allocates one FEC code per each individual network path requires a total of \( O(n^N) \) computations, with \( N \) being the number of distinct available network paths. The exponential complexity of these algorithms will prohibit their use in large scale scenarios with a large number of available network paths and finer granularity in the video encoding. Therefore, we introduce new heuristic algorithms that achieve similar results with a much lower computational complexity.

\subsection{5.6.2 Utility-based Heuristic Algorithms}

In this section we introduce our heuristic approach towards solving the optimization problem. We build on the utility framework introduced in [33], and present algorithms that iteratively take a stepwise locally optimal decision.

Let each algorithm start from an initial feasible solution where only the video base layer, without any FEC protection, is scheduled for transmission, according to the employed scheduling
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mechanism. Let also \( F_s = \{ l, \{ k_j \}; 1 \leq j \leq l \} \) be a feasible solution obtained by our algorithms at iteration \( s \).

We associate to this solution, the total video rate \( R^s = \sum_{j=1}^{l} r_j \), satisfying the total network rate constraint \( \sum_{j=1}^{l} r_j \cdot \frac{n}{k_j} \leq \sum_{i=1}^{N} b_i \). We can also compute the values \( \pi^s = \{ \pi_j; 1 \leq j \leq l \} \) representing the loss process observed by every transmitted video layer on the network. Based on these values we can compute the perceived client distortion \( D^s = D(R^s, \pi^s, \Gamma) \). Let \( B_a \) be the residual available network rate after transmitting all data packets related to solution \( F_s \).

At the next algorithm iteration, \( s + 1 \), we can either attempt the transmission of an extra video layer \( l + 1 \), in case \( l + 1 \leq L \), or change the FEC parameter \( k'_j \) of any of the already scheduled video layers \( j \leq l \). Let the new distortion measures associated to each of these actions be \( D^a_{s+1} \), where \( a \) identifies the specific action taken. We define the utility of an action \( a \) as the ratio between the perceived video quality improvement by performing this action, and the amount of network resources \( \delta r^a \), necessary for implementing the action:

\[
U_a = \frac{D_s - D^a_{s+1}}{\delta r^a}. \tag{5.17}
\]

\( \delta r^a \) can be easily computed as \( r_{i+1} \) in case a new video layer is scheduled for transmission, or as the extra necessary network rate in order to change the FEC parameters of video layer \( j \) from \( k_j \) to \( k'_j \), e.g., \( \delta r^a = r_{i} \cdot \frac{k_j - k'_j}{n} \). Any of the actions \( a \) is feasible as long as \( \delta r^a \leq B_a \). In the same time, action \( a \) brings an improvement in quality if \( U_a > 0 \).

Algorithm 4: SchPath Utility Algorithm.

Input:
2. Flow-equivalent network graph \( G(V, E) \), network paths \( P = \{ P_i(b_i, p_i, \tau_i) / \forall i : 1 \leq i \leq N \} \),
3. encoded video bitstream parameters \( \Gamma \), video layers rates \( r_i \), \( \forall i : 1 \leq i \leq l \), frame rate \( f \),
4. playback delay \( \Delta \).
Output:
5. Optimal joint rate allocation \( \{ l^*, k^*_j \} \).
Initialization:
6. Compute maximum FEC block size: \( n = f \cdot \min_i(\Delta - \tau_i) \);
7. \( \mathcal{F}_1 = \{ 1, k_1 = n \} \);
8. Compute \( B_1 = \sum_{i=1}^{N} b_i - r_1 \);
9. Compute the ordered set \( P = \{ P_i ; 1 \leq i \leq N \} \), s.t. \( p_1 <, \ldots, p_N \).
10. Procedure Compute heuristic JMFTR solution:
11. Iteration \( s = 1 \);
12. \textbf{while} 1 feasible action \( a \) \textbf{do}
13. \hspace{1em} Compute updated distortion value \( D^a_{s+1} \) according to the Priority Scheduling mechanism and UEP scheme;
14. \hspace{1em} Compute utility function \( U_a \);
15. \hspace{1em} \textbf{end for}
16. \hspace{1em} if no feasible action \( a \) exists, or \( U_a \leq 0 \) \forall a \textbf{then}
17. \hspace{2em} Break;
18. \hspace{1em} \textbf{end if}
19. \hspace{1em} Compute new solution: \( \mathcal{F}_{s+1} = \arg \max_a U_a \);
20. \hspace{1em} Update available network bandwidth \( B_{s+1} \);
21. \hspace{1em} Update iteration: \( s = s + 1 \).
22. \textbf{end while}
23. Output \( \mathcal{F}_s \).

The algorithm, at each iteration \( s \) will chose the next solution \( \mathcal{F}_{s+1} \) by performing the action that maximizes the utility value among all feasible actions. The algorithm stops either when there
are no more feasible actions, e.g., the network rate has already been totally utilized, or there are no more actions that bring a positive improvement to the current solution. Depending on the FEC and scheduling mechanisms employed, six different algorithms can be derived. Algorithm 4 presents the pseudo code of one of them, the modifications towards all the others being straightforward.

For a complete search over the FEC parameter space, during each action $a$, the parameter $k'_j$ becomes $k'_j = k_j - 1$. In real system implementations, where only a limited amount of FEC schemes are available, $k'_j$ should be chosen as the next smaller parameter from the feasible set of schemes after $k_j$.

During each iteration, the algorithm needs at most $L$ computations, while the maximum number of iterations is $n \cdot L$. Hence the total complexity of the proposed algorithm is $O(n \cdot L^2)$. In the following sections we assess the performance of our heuristic method compared to the optimal full search.

5.7 Experimental Results

5.7.1 Setup

We test the proposed mechanisms in various network setups with various encoded bitstreams. We use a concatenated version of the `foreman_cif` sequence (3000 frames), encoded at 30 frames per second using the scalable encoder H.264/SVC. We encode the sequence in three video layers, one base layer and two enhancement layers, at different encoding rates given by the chosen quantization parameters (QP). Our specific encoder generates the desired number of enhancement layers starting from the given QP value for the base layer, and decreasing it by 6 for each additional layer. The obtained data rates for the video layers encoded at different QPs are presented in Table 5.2. We assume that the video layers cannot be decoded unless all lower layers are available at the decoder.

We use a multipath network scenario that offers a variable number of end-to-end transmission paths to the media application. Our results are obtained for network scenarios with two, three or four network paths. Each network path is characterized by a random iid loss process uniformly drawn in the interval $[1 - 25\%]$, and a propagation delay randomly drawn in the interval $[50 - 100]ms$. The end-to-end bandwidth of each path is randomly assigned in intervals that are meaningful for each experiment. Finally we assume that the client imposes a fixed playback delay $\Delta = 700ms$, after which it starts playing the received video data. Any packets arriving at the client after their decoding deadline are considered as lost for the application and discarded.

Within the presented framework we compare the performance obtained by the proposed algorithms for optimal joint source-FEC rate allocation, representing the different FEC schemes and scheduling mechanisms presented above. Our results are averaged over 100 simulation runs for each network scenario and each transmitted bitstream. In particular, we emphasize the better performance brought by the UEP error correction scheme and the priority scheduling mechanism. Finally, we discuss real system implementations with constraints on the available set of FEC parameters.

5.7.2 EEP vs. UEP

First we compare the EEP and UEP forward error correction schemes in the case of full search algorithms. We identify five network scenarios, ranging from very low end-to-end loss probability
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Figure 5.5: FEC schemes comparison for various scheduling mechanisms, video base layer encoding: QP=30.

Figure 5.6: FEC schemes comparison for various scheduling mechanisms, video base layer encoding: QP=34.

Table 5.3: Average Loss Probability after FEC decoding for each video Layer, for the algorithms based on UEP.

<table>
<thead>
<tr>
<th></th>
<th>SchLayer</th>
<th>EqLayer</th>
<th>SchPath</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base Layer</td>
<td>0.059</td>
<td>0.056</td>
<td>0.06</td>
</tr>
<tr>
<td>Enhancement Layer 1</td>
<td>4</td>
<td>3.46</td>
<td>2.1</td>
</tr>
<tr>
<td>Enhancement Layer 2</td>
<td>11.52</td>
<td>-</td>
<td>9.3</td>
</tr>
</tbody>
</table>

to very high one, and we set the end-to-end available bandwidth to be lower than the total encoded rate of the transmitted video bitstream. Each algorithm runs on the network scenario and optimizes the encoding FEC rate allocation in order to maximize the video distortion measure. They decide how many video layers to transmit and how much error protection should be added to each layer, given the total network resource constraints.

Results for the three encoded bitstreams are presented in Figure 5.5, Figure 5.6 and Figure 5.7. We observe that for every bitstream and every range of network losses, the UEP scheme performs better than the EEP scheme. While the improvement is minimal for very low error network scenarios, it becomes increasingly visible as the network conditions get worse. These results clearly evidentiate the importance of flexible error protection in the case of scalable video transmission over lossy networks. The UEP scheme protects differently the video layers, according to their overall importance to the final distortion measure, being able to better utilize network resources. On the other hand the EEP scheme overprotects the higher layers of the video stream, hence wasting the available bandwidth.

Table 5.3 provides a different representation of the same results. Here we show the total error process associated with each transmitted video layer after FEC decoding at the client in the case of the UEP scheme. We observe that, while the base layer is very well protected, ensuring practically zero losses, the higher layers are gradually less protected, as the application can tolerate a higher amount of losses with lower impact on the reconstructed media quality. On the other hand the EEP scheme does not offer this flexibility, hence leading to a suboptimal performance.

5.7.3 Equivalent Network Model vs. Priority Scheduling

Next, we compare the two proposed scheduling mechanisms. Due to the coarse granularity provided by the used video encoder, in this subsection we hand-pick the network total bandwidth, such that we emphasize the conceptual differences between the two scheduling mechanisms\(^3\). We choose network scenarios with total end-to-end bandwidth that can easily accommodate the first two video layers of each bitstream without error protection (but not three layers), while we randomly choose the error rates of each path as presented before.

\(^3\)Please note that with fully scalable encoding systems, e.g., FGS encoders, the difference between the scheduling mechanisms would always be visible.
Figure 5.7: FEC schemes comparison for various scheduling mechanisms, video base layer encoding: QP=38.

Figure 5.8: Scheduling mechanisms comparison for various FEC strategies, video base layer encoding: QP=30.

Figure 5.9: Scheduling mechanisms comparison for various FEC strategies, video base layer encoding: QP=34.

Figure 5.10: Scheduling mechanisms comparison for various FEC strategies, video base layer encoding: QP=38.

Figure 5.8, Figure 5.9 and Figure 5.10 present the obtained MSE results for the proposed algorithms. We observe that in general the Priority Scheduling with UEP performs better than the Equivalent Network scheduling, for all tested bitstreams. It can also be noted that all algorithms based on UEP outperform the EEP scheme, which corresponds to the results presented in the previous section. The difference in performance between the two scheduling mechanisms can be explained by the better resources utilization of the priority scheme. As the Priority Scheduling scheme sends the most important video layers on the better network paths in terms of error probability, it requires less rate for the error protection, hence being able to send more video layers. On the other hand, the Equivalent Network scheduling scheme considers the network as a single equivalent link with equivalent error parameters, hence it requires more rate for the error protection of the most important layers. In turn, this leaves less resources for transmitting extra video layers. Table 5.4 presents the average number of video layers transmitted by each of the algorithms utilizing UEP. We observe that, in general, the Priority Scheduling mechanisms manage to transmit more video information than the Equivalent Network mechanism on similar network setups.
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<table>
<thead>
<tr>
<th>Average Number of Transmitted Layers</th>
<th>SchLayer</th>
<th>EqLayer</th>
<th>SchPath</th>
</tr>
</thead>
<tbody>
<tr>
<td>Four Paths Scenarios</td>
<td>1.6</td>
<td>1.15</td>
<td>1.62</td>
</tr>
<tr>
<td>Three Paths Scenarios</td>
<td>1.55</td>
<td>1.23</td>
<td>1.53</td>
</tr>
<tr>
<td>Two Path Scenarios</td>
<td>1.6</td>
<td>1.18</td>
<td>1.55</td>
</tr>
</tbody>
</table>

TABLE 5.4: Average number of transmitted video layers for UEP-based algorithms in various network scenarios.
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**Figure 5.11:** Full search algorithms performance for different video encoding rates.
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**Figure 5.12:** Utility algorithms performance for different video encoding rates.

5.7.4 Full Search vs. Utility algorithms

Finally, we compare the performance of the proposed heuristic algorithms based on utility, to the full search ones. On the same network setups, we run both the full search and utility algorithms for bitstreams encoded at various bitrates. Figure 5.11 and Figure 5.12 present the averaged PSNR results for the Priority Scheduling mechanisms. We observe that the heuristic utility based algorithms have a performance that is similar to the one of the full search, while they require a much smaller computation effort.

The good performance of the heuristic algorithms is naturally motivated by the assumptions we made on the encoding format (e.g., video layers are decoded in a sequential manner, and higher layers cannot be decoded unless previous layers have already been decoded), and the previous results showing the optimal unequal error protection based on the importance of each video layer.

Finally, we consider the performance of real systems where the choice of FEC codes is limited to a finite available set. Let the sender be able to access any of the following FEC codes: RS(20, 16), RS(20,12) and RS(20,8) in order to protect the transmitted media packets. We test the utility based algorithms constrained by the available set of FEC codes, and we compare the obtained results to the optimal ones found by the full search. Table 5.5 summarizes the results averaged over 100 simulation runs for one video bitstream.

Compared to previous results we observe a slight degradation in algorithm performance compared to the optimal full search results. This is explained by the lack in flexibility in the FEC mode choice. At the same time, we observe that full utilization of network resources is no longer optimal. Depending on the algorithm, only a fraction of the network bandwidth is utilized in order to achieve the optimal result. Hence, flooding the network with data and redundant packets in not

<table>
<thead>
<tr>
<th>Algorithm Performance</th>
<th>SchLayer</th>
<th>EqLayer</th>
<th>SchPath</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full Search Distortion (MSE)</td>
<td>9.34</td>
<td>11.046</td>
<td>9.35</td>
</tr>
<tr>
<td>Constrained Utility Distortion (MSE)</td>
<td>10.898</td>
<td>11.587</td>
<td>14.118</td>
</tr>
<tr>
<td>Constrained Utility Resource Utilization (%)</td>
<td>76%</td>
<td>74%</td>
<td>80%</td>
</tr>
</tbody>
</table>

TABLE 5.5: Algorithm performance in systems scenarios with limited choice of FEC parameters, and percentage of total network resources utilized.
optimal, unless the designed system has full flexibility in the choice of FEC and scheduling strategies. This observation is in line with our previous results on path selection and rate allocation, presented in the previous chapters.

5.8 Active Networks

In this section we address the same joint source-channel rate allocation problem in active networks where intermediate nodes are able to perform basic FEC decoding/encoding operations. FEC performance is analyzed in the case of hop-by-hop FEC protection, and compared with an end-to-end FEC scenario, in order to demonstrate the benefits of FEC operations in the intermediate nodes.

We consider a simplified network model consisting of one path between the server and the client made of multiple links $L_u$ that connect intermediate nodes $i - 1$ and $i$. The intermediate nodes are able to perform FEC encoding/decoding operations. The intermediate nodes $i$ and the client have buffers assumed to be large enough to prevent overflow, and the server $S$ is aware of the parameters of all the links $L_u$ along the path to the client $C$. Within this context, two scenarios are studied, where the intermediate nodes either transparently forward packets, or provide simple FEC operations. These scenarios are represented in Figure 5.13 and Figure 5.14, respectively.

Given the single path network model, we consider a simplified version of the end-to-end distortion model in Eq. (5.4), which takes into account the total media encoding rate and the network packetization effects over a single transmission path. It can be written as:

$$D = \alpha R^2 + \beta R \pi,$$

where the first term of the sum represents the source distortion $D_S$, and the second term is the loss distortion $D_L$.

We validate the distortion model for the particular case of the MPEG-4 video streaming, where the decoder implements basic error concealment functions. The foreman.cef sequence (300 frames) is encoded at 30 fps with an interval of 15 frames between I-frames, and the packet size is set to 500 Bytes. Figure 5.15(a) presents the comparison between our theoretical model and the experimental results in the case of no loss, while Figure 5.15(b) shows the distortion as a function of the packet loss probability for a given video rate. It can be seen that the experimental data fits quite well the analytical values, and similar behavior has been observed for different video rates.

Under the FEC assumptions presented in Section 5.3, the scenario under consideration becomes the following. A streaming media server $S$ sends live or stored media content to a receiver $C$. The media (e.g., video) is encoded and sent through the network in blocks of packets. The video packets are protected with FEC packets, forming FEC blocks. All packets (media and FEC) have an average size of $M$ bytes, and the encoding format allows each data packet to be decoded independently from the others, possibly with some distortion (i.e., we use all received video packets).

The end-to-end quality optimization problem becomes the following: Given (i) the characteristics ($\rho_u, \theta_u$, and $t_u$) of all links $L_u$, and (ii) a maximum end-to-end delay $\Delta$ in the transmission of one video packet, find the optimal transmission scenario $S^*$, or equivalently the optimal FEC parameters $k^*$ and $n^*$, that minimize the end-to-end distortion $D$:
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(a) RD-curve, \( p = 0 \)

(b) video rate = 600 kbps

**Figure 5.15**: Validation of the theoretical distortion model for \( \alpha = 4.3214 \times 10^6 \), \( \xi = -0.8876 \) and \( \beta = 18 \times 10^{-3} \)

\[
(k^*, \bar{n}^*) = \arg \min_{k, \bar{n}} \left( \alpha R(k, \bar{n})^\xi + \beta R(k, \bar{n}) \nu(k, \bar{n}) \right),
\]

under the constraint \( R \leq \min(\rho_u) \) and a maximum transmission delay below \( \Delta \). \((k, \bar{n})\) represent the vectors of FEC parameters for the links in the streaming path.

The next subsection presents an analytical study of the loss probabilities and transmission delays in the two streaming policies, that will eventually allow to solve the optimization problem. It concentrates on a simple network topology where the path from the server to the client consists of two links and one intermediate node. However, the study can easily be generalized to any topology with multiple hops.

### 5.8.1 FEC Performances

#### 5.8.1.1 End-to-End FEC Protection — In the case of end-to-end FEC protection in a topology like the one in Figure 5.13, the server sets the parameters \((k, n)\) based on its knowledge about the network status. The intermediate node acts as a simple router and transparently forwards the received packets on the second link. Hence, the media rate is equivalent to: \( R = \frac{k}{n} \min(\rho_1, \rho_2) \) and the transmission delay becomes:

\[
\tau(k, n) = t_1 + t_2 + \frac{nM}{\min(\rho_1, \rho_2)},
\]

where \( \frac{nM}{\min(\rho_1, \rho_2)} \) represents the transmission time of a complete \( n \)-packet FEC block. Without loss of generality, we assume here that the time required for FEC coding can be neglected.

The video loss rate \( \pi \), as seen by the receiver after FEC recovery is expressed as:

\[
\pi = \sum_{i=1}^{k} ip_i(k, n),
\]

where \( p_i(k, n) \) is the probability of losing \( i \) video packets on the two links, after FEC recovery. It is computed as the probability of losing \( i \) video packets and at least \( [n-k-i+1] \) FEC packets, on either the first or the second link. For a uniform and independent loss process, it yields:
\[ p_i(k, n) = \sum_{a=0}^{k} \binom{k}{a} \left( \frac{k-a}{1-a} \right) \theta_1^a \theta_2^{n-a} (1 - \theta_1)^{k-a} (1 - \theta_2)^{k-i} \]
\[ \sum_{j=0}^{n-k} \sum_{b=n-i+1}^{c} \binom{n-k}{j} \binom{c}{b} \theta_1^j \theta_2^b (1 - \theta_1)^j (1 - \theta_2)^{c-b} , \]

where \( \theta_1,2 \) respectively represent the loss probability on the first and second link, and \( c = n - k - j \).

The extension of the two links case to the more general case of \( N \) links and \( N - 1 \) intermediate routers is straightforward. The media rate is equivalent to : \( R = \frac{1}{n} \min(p_1, ..., p_N) \) and the transmission delay becomes:

\[ \tau(k, n) = \sum_{u=1}^{N} t_u + \frac{nM}{\min(p_1, ..., p_N)} . \]

The expression of \( p_i(k, n) \) can be easily computed in an iterative way, but is omitted here due to the lack of a closed form expression.

5.8.1.2 Hop-by-hop FEC Protection — In the case of hop-by-hop FEC protection, the losses can be isolated on the various links, at the price of a possible larger end-to-end delay. The server and the intermediate nodes can set different FEC parameters \((k_u, n_u)\), individually for each link \( L_u \) (see Figure 5.14). The sizes of the FEC blocks are however constrained by a maximum end-to-end delay. The media rate is given by \( R = \min(k_1, n_1, k_2, n_2) \), and the total delay can be written as :

\[ \tau(k_1, n_1, k_2, n_2) = t_1 + t_2 + \frac{M}{R}(k_1 + k_2) + \tau_w^1 , \]

where \( \frac{M}{R}(k_1 + k_2) \) represents the transmission time of the FEC blocks \((k_1, n_1)\) and \((k_2, n_2)\) on the first and respectively second link. If the loss probability on the first link is larger than 0, there is a non-zero probability that the intermediate node waits forever before it receives enough media packets to fill in \( k_2 \) slots in the \( n_2 \)-packet FEC block. To avoid such a scenario, a limit is set in the intermediate node, that will send available data after \( \tau_w^1 \). We set this limit to be equivalent to the average waiting time in the intermediate node, \( \tau_w^1 = \left[ \frac{k_1}{k_1(1 - \pi^1(k_1, n_1))} \right] \). Experiments have shown that this value is in general sufficient to absorb the packet losses on the first link. In the very low probability case where the waiting time is larger than \( \tau_w^1 \), the FEC parameters on the second link can be slightly different than \((k_2, n_2)\), with a small impact on the hop-by-hop FEC performance.

Since the loss processes on the two links are isolated due to the FEC encoding/decoding operations at the intermediate node, the overall media loss rate, as seen by the receiver can be expressed as:

\[ \pi(k_1, n_1, k_2, n_2) = \pi^1(k_1, n_1) + \pi^2(k_2, n_2)(1 - \pi^1(k_1, n_1)) , \]

where \( \pi^1(k_1, n_1) \) and \( \pi^2(k_2, n_2) \) are the video loss rates after FEC recovery on each individual link. They are given by \( \pi^u(k, n) = \sum_{j=1}^{b} p_j(k, n) \), where \( p_j(k, n) \) is the probability of losing \( j \) media packets out of the FEC block \((k, n)\) after FEC recovery, and can be computed individually for each link \( u \) as in Section 5.3.

For the general case of \( N \) links and \( N - 1 \) intermediate nodes the media rate is: \( R = \min(k_1/n_1, p_1, ..., k_N/n_N, p_N) \) and the total delay becomes:

\[ \tau(k, n) = \sum_{u=1}^{N} (t_u + \frac{M}{R} k_u) + \sum_{u=1}^{N-1} \left[ \frac{k_{u+1}}{k_u(1 - \pi^u(k_u, n_u))} \right] . \]
In the same time, the overall media loss rate can be expressed as:

\[ \pi(\vec{k}, \vec{n}) = \pi^1(k_1, n_1) + \sum_{u=2}^{N} \pi^u(k_u, n_u) \prod_{j=1}^{u-1} (1 - \pi^j(k_j, n_j)). \]

Having the expressions for \( R(\vec{k}, \vec{n}), \pi(\vec{k}, \vec{n}) \) and \( \tau(\vec{k}, \vec{n}) \), we can solve the optimization problem. Knowing that FEC performs better with the increase in the block size, we can implement an efficient search algorithm for the optimal solution by limiting the feasible search space for the \( (\vec{k}, \vec{n}) \) parameters. The search space of the \( \vec{n} \) parameters is greatly reduced based on the delay constraint \( \Delta \), while the search space for the \( \vec{k} \) parameters is limited knowing the loss probabilities \( \theta_i \) on all the links. Results are presented in Section 5.8.2.

### 5.8.2 Results

<table>
<thead>
<tr>
<th>link 1</th>
<th>link 2</th>
<th>Case 1</th>
<th>Case 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_1 )</td>
<td>( p_1 )</td>
<td>( r_2 )</td>
<td>( p_2 )</td>
</tr>
<tr>
<td>700</td>
<td>6</td>
<td>400</td>
<td>1</td>
</tr>
<tr>
<td>500</td>
<td>2</td>
<td>700</td>
<td>7</td>
</tr>
<tr>
<td>800</td>
<td>5</td>
<td>800</td>
<td>5</td>
</tr>
<tr>
<td>1000</td>
<td>9</td>
<td>600</td>
<td>3</td>
</tr>
<tr>
<td>600</td>
<td>5</td>
<td>1000</td>
<td>9</td>
</tr>
</tbody>
</table>

**Table 5.6:** Optimal \( (\vec{k}, \vec{n}) \) for end-to-end (Case 1) and hop-by-hop (Case 2) FEC protection, as a function of \( r_1 \) [kbps] and \( p_i \) [%].

For the same simulation setup as used for validating the distortion model, we now solve the optimization problem given from Eq. (5.18), and find the optimal \( (\vec{k}, \vec{n}) \) parameters for the hop-by-hop FEC protection policy. They are then compared to the optimal parameters for the end-to-end FEC scenario. Table 5.6 presents the optimal values in the two cases for different parameters of the streaming path segments, where the maximal end-to-end delay has been set to \( \tau_{\text{max}} = 0.2\text{s} \) and the propagation delays have been neglected. It can be seen that the FEC blocks are in general much smaller in the end-to-end case because of the end-to-end delay constraint. Also, the optimal FEC construction greedily uses all the available bandwidth on the highest rate links, in order to limit as much as possible losses on this particular link. Loss therefore occurs almost exclusively on the smaller rate segment.
Figure 5.16 compares the optimal performance of both FEC techniques in terms of average MSE distortion for different link parameters. As expected, the hop-by-hop protection performs much better than the end-to-end FEC policy. This is especially true for segments with very different characteristics, and the performance becomes similar when the path becomes homogeneous. Also, for stringent end-to-end delay constraints, it can happen that the end-to-end FEC protection performs better thanks to the increased flexibility in building longer blocks. It can be noted finally that the experimental results are slightly better than the theoretical ones. This phenomenon is due to a so low effective loss probability (thanks to the very good FEC protection), that even a high number of simulations can hardly reproduce. In the very small probability case where a FEC block cannot be decoded, the distortion becomes however high enough for the average behavior to jump on the theoretical curve.

5.9 Conclusions

In this chapter we address the problem of optimal joint source-channel rate allocation for multimedia streaming applications over lossy multipath networks. Based on different FEC and scheduling strategies for layered encoded video streaming we derive algorithms for the efficient computation of the source rate and forward error protection rate, with the final goal of optimizing the client perceived video quality. In a lossy multipath scenario with limited network resources we find optimal to perform a prioritized scheduling of the video layers according to their importance, on the best network paths first. In the same time, unequal error protection strategies that protect better the most important video information are shown to be more efficient. Our results confirm our results on path selection and rate allocation, presented in previous chapter. We also discuss real system implementations when the optimization problem is solved only on an available set of video rates and FEC strategies. We show that in such a case, flooding all available network paths is no longer optimal in terms of reconstructed media quality. Moreover, we discuss the same optimization problem in the context of active networks when intermediate nodes can perform basic operations on the passing data flow, e.g. FEC decoding and re-encoding. We show the benefit of in-network flow processing especially in the case of heterogeneous networks, when different network segments belonging to the same end-to-end network path have different network parameters.
Chapter 6

Media Packet Scheduling for Multipath Streaming

6.1 Introduction

In previous chapters we have discussed the problem of multipath streaming in flow networks, and we have provided efficient solutions for path selection and rate allocation. We have seen that in general, due to the error-prone nature of the transmission medium, only a small number of network paths (hence limited streaming rate) are used for the streaming application. At the same time, we have discussed the efficient distribution of network resources between effective streaming rate and forward error correction rate for increased tolerance to network errors. The efficiency of multipath video streaming is however tied to the packet transmission strategy, which aims at offering an optimal quality of service in delay-constrained video applications.

This chapter addresses the problem of video packet scheduling in multipath network scenarios, under playback delay and buffer constraints. It aims at efficiently distributing the video information on the available network paths, while judiciously trading off playback delay and distortion at the receiver. We consider the selection of inter-dependent video packets to be transmitted (or equivalently the adaptive coding of the video sequence), and their scheduling on the available network paths, in order to minimize the distortion experienced by the end-user. The complex distortion optimization problem is a priori NP-complete, and no method can solve it in polynomial time [196]. With help of heuristics from constrained multipath streaming scenarios, we propose a polynomial complexity algorithm for efficient video scheduling in practical scenarios.

Assuming a simple streaming model, which captures the unequal importance of video packets and their dependencies, we propose a detailed analysis of timing constraints imposed by delay sensitive streaming applications. This analysis allows us to identify sets of valid, or feasible transmission policies, which compete for the distortion optimized multipath streaming solution. The optimal strategy is computed based on a modified branch and bound algorithm [186] that applies search and pruning methods specific to the multipath streaming problem. The method greatly reduces the complexity of the computations compared to a full search over the policy space, and still provides an optimal solution. However, there is no guarantee that it performs in polynomial time for every instance of the problem, and we rather use it as a benchmark for other streaming algorithms. Hence, we propose a heuristic-based approach to the optimization problem, based on load-balancing techniques, which leads to a polynomial time algorithm. This fast scheduling algorithm is finally adapted with sliding window mechanisms, to the case of real time streaming where the server only has a partial knowledge about the packet stream. Simulation results demonstrate close to optimal performances of the fast scheduling solution, for a large variety of network scenarios. Compared to state-of-the-art algorithms, it offers smaller quality variations on dynamic bandwidth channels, and preserves a minimal quality level by improved scheduling.
Interestingly enough, the performance of the real time scheduling algorithm stays quite consistent, even for small video prefetch windows, and for low accuracy in the channel bandwidth prediction. This extends the validity of our algorithm to multipath live streaming systems with stringent delay constraints, and simple bandwidth prediction methods.

The main contributions presented in this chapter are threefold. First, we study video packet scheduling in a rate-distortion multipath streaming scenario, taking into account possible buffer constraints in each intermediate network nodes. Since congestion is the main cause of loss, it certainly becomes primordial to respect the buffer constraints in network nodes, in order to design efficient streaming systems. Second, we propose an optimal solution for the distortion optimization problem, which takes into account the non-stationary nature of the video sequence, the packet dependencies introduced by the encoding algorithm, and the network status. This optimal solution allows to bound the performance of scheduling algorithms. Finally, we present a novel polynomial time algorithm that provides performances similar to the optimal streaming strategy. This algorithm is eventually adapted to real time scenarios, with more restrictive delays, and to cases where the accuracy in the prediction of the channel status is reduced. It still offers interesting performances in such cases, and thus provides a very efficient solution for multipath video streaming applications.

This chapter is organized as follows. Section 6.2 describes our multipath streaming model and introduces the notation used in the distortion optimization problem. The packet scheduling problem is analyzed in detail in Section 6.3. Based on this timing analysis, we propose both optimal and fast heuristic-based algorithms to solve the distortion optimization problem in Section 6.4. Simulation results are presented in Section 6.5, and we conclude in Section 6.6.

6.2 Multipath Video Streaming

6.2.1 General Framework

We consider the simple multipath network topology represented in Figure 6.1. The client \( C \) requests a media stream from a streaming server \( S \), which transmits the requested bitstream via two disjoint paths. Each network path consists in two segments connected through an intermediate node that simply forwards, after a possible buffering delay, incoming packets from the first segment.
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**Figure 6.3:** Time diagram for packet $\lambda_n$ sent on path $a$.

Towards the client on the second segment. The intermediate nodes represent network streaming proxies, edge servers or peers, for example. The streaming server is connected to the channels through buffer interfaces, which are modelled as FIFO queues. Thus, the channels drain the packets from the buffers, in the same order in which the server places them into the buffers. The network channels between the server and the client are represented as variable bandwidth, lossless links. The variable nature of the bandwidth implies that the rate at which the channels drain data placed in the server’s buffers, changes as a function of time. At the other end, the client waits for an initial playback delay $\Delta$ after it requests for a stream to be acknowledged. It then starts decoding the media stream, and plays it continuously.

During the streaming session, the server selects a subset of the pre-encoded media packets to communicate to the client, taking into account the available bandwidth on the different network paths, and buffer fullness in the nodes, or at the receiver. The segment bandwidth, latency and intermediate buffer fullness can be estimated at the server, or reported by various methods (e.g., as in [16]). The work presented in this chapter rather addresses the selection of the packets that should be communicated to the client, as well as the network path they need to follow. It actually does not even require an exact knowledge of the channel bandwidth, but accurate network information yet increases the performance of the streaming system. Finally, the network topology could present several disjoint paths, and several nodes on each path. However, for the sake of clarity, we consider in the problem formulation only the two-path scenario presented in Figure 6.1.

The extension to scenarios with a larger number of paths, is straightforward.

### 6.2.2 Streaming Model and Notations

In the multipath streaming topology represented in Figure 6.1, each network segment $i$ is characterized by an instantaneous rate $r_i(t)$ and an instantaneous latency $d_i(t)$. The rate $r_i(t)$ is the total bandwidth allocated to the streaming application on segment $i$ at time instant $t$. Equivalently, we denote the cumulative rate on segment $i$, up to time instant $t$, by $R_i(t) = \int_0^t r_i(u) du$. Additionally, the streaming server assumes that no packet is lost on the network segments, except those induced by late arrivals or buffer overflows, and that the order of the packets is not changed between two successive nodes. These assumptions are quite realistic in most of today’s wired streaming networks. The intermediate nodes $\{a, b\}$ have buffers of capacity $B_a$ and respectively $B_b$, which are available for the streaming session. The client has a playback buffer of capacity $B_c$. We first assume that all segment rates and latencies along with intermediate buffer capacities are accurately predicted by the server at all time instants, possibly with feedback of the overlay nodes. We will eventually relax that assumption to consider real-time streaming scenarios.

The video sequence is encoded into a bitstream using a scalable (layered) video encoder. The bitstream is then fragmented into network packets under the general rule stating (i) that each network packet contains data relative to at most one video frame, and (ii) that an encoded video frame can be fragmented into several network packets. Let $\Lambda = \{\lambda_1, \lambda_2, \ldots, \lambda_N\}$ be the chronologically ordered sequence of $N$ network packets, after fragmentation of the encoded bitstream. Each network packet $\lambda_n$ is characterized by its size $s_n$ in bytes, and its decoding timestamp $t_n^d$. From the client viewpoint, all the video packets are not equivalently valuable, due to the non-stationary
nature of the video information. Therefore, each network packet can be characterized by a weight \( \omega_n \), which represents the reduction in the distortion perceived by the client, in the case where packet \( \lambda_n \) is successfully decoded. We refer to a successfully decoded packet as a network packet that is received and correctly decoded by the client before its decoding deadline.

Additionally, in most video encoding schemes, packets generally have dependencies between them. In other words, the successful decoding of one packet \( \lambda_n \) is contingent on the successful decoding of some other packets, called ancestors of \( \lambda_n \). The successful decoding of one packet may depend on the correct decoding of several ancestors, and we denote by \( A_n \), the set of ancestors of packet \( \lambda_n \). Such dependencies can be represented by a directed acyclic dependency graph \([117]\), as shown in Figure 6.2. The nodes in the graph represent the network packets and are characterized by their individual weights, and directed edges represent dependencies between packets and their ancestors.

We denote by \( \pi = (\pi_1, \pi_2, \ldots, \pi_N) \) the transmission policy adopted by the streaming server, and by \( \Pi \) be the set of all the feasible policies \( \pi \). The policy \( \pi_n \) used for packet \( \lambda_n \) consists in a couple of variables \( [q_n, t_n^d] \) that respectively represent the path \( q_n \) chosen for packet \( \lambda_n \), and its sending time \( t_n^d \). It completely characterizes the server behavior with respect to packet \( \lambda_n \) under the general policy vector \( \pi \). In the multipath network scenario presented above, the server can decide to send packet \( \lambda_n \) on paths \( a \) or \( b \), or simply to drop the packet without sending it. Therefore, the action imposed on packet \( \lambda_n \) can be written as:

\[
q_n = \begin{cases} 
  a & \text{if packet } \lambda_n \text{ is sent on path } a \\
  b & \text{if packet } \lambda_n \text{ is sent on path } b \\
  0 & \text{if packet } \lambda_n \text{ is dropped.}
\end{cases}
\]

Let \( \Pi \) be the set of all the feasible policies \( \pi \), in the network scenario under consideration. Remember that packets are sent sequentially on a path, and that the streaming strategy aims at avoiding buffer overflows that would result in packet loss.

Finally, in our streaming model, a packet is decoded by the receiver only if its arrival time, \( t_n^a \), is smaller than its decoding deadline, i.e., if \( t_n^a \leq t_n^d + \Delta \) where \( t_n^d \) represents the decoding timestamp of packet \( \lambda_n \), and \( \Delta \) is the playback delay at client. We assume here, without loss of generality, that the client request has been sent at time \( t = 0 \), and that the decoding timestamp of the first packet \( p_1 \) is set to 0. The processing time at the receiver is further neglected. Under these assumptions, and taking into account packet dependencies, the successful decoding of a packet \( \lambda_n \) under the streaming strategy \( \pi \in \Pi \), can be represented by the binary variable \( \varphi_n(\pi) \), where \( \varphi_n(\pi) \) is equal to 1 if the packet arrives on time at the decoder, and if all its ancestors have been successfully decoded. We further take into account the difference between frame order in the bitstream and the decoding order of the frames at the client. This impacts, for example, the scheduling of a B frame that is placed in the bitstream after the future P frame it depends on. In other words, we can write:

\[
\varphi_n(\pi) = \begin{cases} 
  1 & \text{if } \begin{cases} 
    q_n \neq 0 \\
    t_n^a \leq t_n^d + \Delta \\
    \forall \lambda_m \in A_n \text{ at time } t_n^d + \Delta 
  \end{cases} \\
  0 & \text{otherwise}
\end{cases}
\]

The overall benefit \( \Omega \) of the streaming strategy \( \pi \in \Pi \), which is equivalent to the quality perceived by the receiver, can now simply be expressed as the sum of the weights \( \omega_n \) of all successfully decoded packets. We assume that packets whose \( \varphi_n(\pi) \neq 1 \) are simply discarded at the client, hence the overall benefit can be written as 

\[
\Omega(\pi) = \sum_{\forall n: \varphi_n(\pi) = 1} \omega_n.
\]

### 6.2.3 Distortion Optimization Problem

Given the abstraction model of the encoded video bitstream, the distortion optimization problem consists in an efficient selection of the subset of video packets to be transmitted, jointly with
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their streaming policy. We assume a server-driven scenario in which the server is aware of, or can estimate the network conditions (i.e., \( r_i(t) \) and \( d_i(t) \)) at each time instant. The server then only schedules for transmission packets that can arrive at the client before their decoding deadline. The streaming server considers that the transmission links are lossless, and that packet loss only happens due to buffer overflow, or late arrival.

The distortion optimization problem can be stated as follows: Given \( \Lambda \), the packetized bitstream of an encoded video sequence, \( \Delta \), the maximum playback delay imposed by the client, and the network state, find the optimal transmission policy \( \pi^* \in \Pi \) that maximizes the overall quality measure \( \Omega \). The optimization problem translates into finding \( \pi^* \in \Pi \) s.t.:

\[
\Omega(\pi^*) = \max_{\pi \in \Pi} \sum_{\forall n: \varphi_n(\pi) = 1} \omega_n.
\]

The optimization problem can be easily reduced to the more general case of optimal scheduling problems. This family of problems proves to be NP-complete [196] and an optimal algorithm that solves them in polynomial time does not exist. Hence, we still propose an optimal algorithm that efficiently finds the distortion minimal streaming strategy for long video sequences, to be used as a benchmark for faster, sub-optimal methods. We then design a heuristic-based algorithm that provides close to optimal performance, but in polynomial time, and we eventually apply it to realtime streaming scenarios.

6.3 Packet Scheduling Analysis

6.3.1 Unlimited Buffer Nodes

This section proposes an in-depth analysis of the scheduling of packets in the streaming model described above, and computes the parameters necessary to solve the distortion optimization problem. Our approach represents a segment-by-segment analysis of the network behavior, including intermediate nodes buffers. This approach is a first step towards a more comprehensive analysis of network behavior related to the specificities of video streaming applications. In general, the particular characteristics of media packet streams, like timing issues or unequal importance of data, prevent the application of general end-to-end analysis like [14] in such scenarios.

We consider first the case where buffering space in the network nodes and the client is not constrained, i.e., \( B_a = B_b = B_c = \infty \). The server has the knowledge of \( N \) video packets, where \( N \) can be the total number of network packets of the video stream (in the case of stored video), or simply the number of packets contained in the prefetch window in real-time streaming. The server is able to transmit network packets simultaneously on the two network paths. Under the assumption of unlimited buffer space, the server can send packets on each of the paths at the maximum rates of the first segments \( (r_1(t) \) for path \( a \) or \( r_3(t) \) for path \( b \), see Figure 6.1).

Under a given policy \( \pi \), the sending time \( t_n^s \) of each packet \( \lambda_n \) can thus be easily computed. Suppose that \( \lambda_n \) is sent on path \( a \) (i.e., \( q_n = 1 \)). Let \( S^a_n(\pi) = \sum_{m < n, q_m = 1} s_m \), \( S^a_n(\pi) \) represent the cumulative size of all the packets that need to be sent on path \( a \) before \( \lambda_n \), under the policy \( \pi \). Under the assumption that the available bandwidth is fully utilized by the streaming application, \( t_n^s \) is the shortest time \( t \) at which the cumulative rate \( R_1(t) \) is larger than \( S^a_n(\pi) \):

\[
t_n^s(\pi) = \arg \min_t \left| R_1(t) - S^a_n(\pi) \right|.
\]  

In other words, the packet \( \lambda_n \) can only be sent when all the previous packets scheduled on the same path have been transmitted. It will then arrive at the client after a certain delay, caused by the transmission delays \( (t_n^l \) and \( t_n^l) \) on the 2 segments that compose path \( a \), the latencies introduced by the two links \((d_1(t) \) and \( d_2(t) \)) and the queuing time at the node \( b_n \). Therefore, the time instant at which packet \( \lambda_n \) enters the node buffer can be expressed as \( t_n = t_n^s + t_n^l + d_1(t_n^l) \).
The arrival time of packet $\lambda_n$ at the client, can be written as $t_n = t_n^\alpha + b_n + t_n^\beta + d_n(t_n^\beta)$. The timing representation of the transmission of packet $\lambda_n$ is provided in Figure 6.3.

The transmission delays $t_n^\alpha$ and $t_n^\beta$ represent the time needed to send packet $\lambda_n$, at the bandwidth available on path $a$. They have to verify:

$$R_1(t_n^\alpha + t_n^\beta) - R_1(t_n^\alpha) = R_2(t_n^\alpha + t_n^\beta + b_n) - R_2(t_n^\beta + b_n) = s_n,$$

and can be computed similarly to Eq. (6.1). The queuing time $b_n$ corresponds to the time needed to transmit the $B(t_n^\beta)$ bits present in the buffer, at time $t_n^\beta$ when packet $\lambda_n$ enters the buffer. The buffer fullness can be computed recursively as

$$B(t_n^\beta) = \max[B(t_{n-1}^\beta) + s_{n-1} - R_2(t_n^\beta) + R_2(t_{n-1}^\beta), 0].$$

Therefore, the queuing time can be computed such that it satisfies $R_2(t_n^\beta + b_n) - R_2(t_n^\beta) = B(t_n^\beta)$. Note that, even if the previous development only consider the path $a$, the extension of the analysis to the packets transmitted over path $b$ is straightforward. The arrival time of packet $\lambda_n$, $t_n^\beta$ is thus fully determined. The minimal playback delay $D(\pi)$ induced by the transmission policy $\pi$ can finally be expressed as:

$$D(\pi) = \max_{1 \leq n \leq N} \left( D_n(\pi) = \max_{1 \leq n \leq N} \left( t_n^\alpha - t_n^\beta \right) \right),$$

where $D_n(\pi)$ is the playback delay imposed by the streaming process up to packet $\lambda_n$ by the transmission policy $\pi$. Interestingly, the playback delay is a non-decreasing function of the packet number $n$. That property expressed in Lemma 6.3.1, will be advantageously used in the scheduling optimization problem.

**Lemma 6.3.1.** Given that the streaming server sends the $N$ network packets in parallel on two paths, and that on each path the packets are sent sequentially, the playback delay $D_n(\pi)$ under the given policy vector $\pi$ is a non-decreasing function of $n$.

**Sketch.** Observe that $D_n(\pi)$ can be expressed as a recursive function of $n$:

$$D_n(\pi) = \max(D_{n-1}(\pi), t_n^\alpha - t_n^\beta)$$

Hence, $D_i(\pi) \leq D_n(\pi)$, $\forall n$, $\forall i$ such that $0 \leq i \leq n \leq N$, with: $D_0(\pi) = 0$ and $D(\pi) = D_N(\pi)$. □

Let us finally define the cumulative quality $\Omega(\pi)$, resulting from the streaming policy $\pi$. In a perfect transmission where the set of packets $\Lambda$ is entirely transmitted, the quality is denoted by $\Omega_0(\pi) = \sum_{n=1}^N \omega_n$. Due to delay or bandwidth constraints, the server may decide to drop some packets from $\Lambda$. In this case, we iteratively compute the cumulative quality, $\Omega_n(\pi)$, which is decremented each time a packet is dropped. It can be written as:

$$
\Omega_n(\pi) = \begin{cases} 
\Omega_n-1(\pi) - \omega_n & \text{if } \varphi_n(\pi) = 1, \\
\Omega_n-1(\pi) & \text{otherwise}
\end{cases}
$$

with $\Omega(\pi) = \Omega_N(\pi)$. While Eq. (6.3) does not explicit the influence of other packets that have packet $\lambda_n$ as their ancestor, the status $\varphi_n(\pi)$ of packet $\lambda_n$, directly affects the status of all packets dependent on $\lambda_n$.

**Lemma 6.3.2.** $\Omega_n$ is a non-increasing function of the packet number $n$.

**Sketch.** Observe that $\omega_n$ is by definition a non negative value. Hence, $\Omega_n \leq \Omega_n$, $\forall n \leq N$, $\forall i \leq n$. □

The two properties expressed in Lemmas 6.3.1 and 6.3.2 are used later in the derivation of efficient search algorithms for the optimal scheduling policy.
6.4. Distortion Optimized Streaming

6.3.2 Constrained Buffer Nodes

A similar timing analysis can be performed in the case where the buffering space in the intermediate nodes on each path is limited to $B_a$ and $B_b$ respectively. The buffer capacities in the intermediate nodes may significantly influence the optimal packet scheduling strategy in multipath streaming scenarios. In contrary to single path scenario, the overall packet scheduling is not necessarily sequential any more, which allows to use buffers as a form of staging step. Buffers allows for smoothing bandwidth fluctuations between successive path segments, when delay constraints permit it.

We reasonably assume that the buffering space is larger than any video packet in $\Lambda$. $B_a$ and $B_b$ represent the buffer sizes allocated by the intermediate nodes to the streaming process and they are known by the server. The server estimates the buffer fullness based on its knowledge about the network bandwidth, or with help of feedbacks from intermediate overlay nodes. It tries to avoid buffer overflows by adapting the sending time of each packet to the buffer fullness. Note that it may no longer use the full available bandwidth, without risking to lose packets.

The streaming policy has to take into account these new constraints. In particular, if packet $\lambda_n$ has to be transmitted on path $a$ under policy $\pi$, its sending time $t_n^a$ is such that there is enough buffer space available when it reaches the intermediate node. Additionally, the packet $\lambda_n$ can only be sent on all the previous packets on the same path have been transmitted. Using the same notation as defined hereabove, $t_n^a$ becomes the smallest value that simultaneously verifies the following conditions:

$$\begin{align*}
R_1(t_n^a) &\geq S_n(\pi) \\
t_n^a + t_n^a + d_1(t_n^a) &\geq \tau_n
\end{align*}$$

(6.4)

where $\tau_n$ represents the earliest time at which there is enough space in the intermediate buffer to receive packet $\lambda_n$, when the buffer is drained at a rate $r_2(t)$. Equivalently, $\tau_n$ can be computed recursively, since it verifies the inequality

$$B_a - (B(t_{n-1}^a) + s_{n-1} - R_2(\tau_n) + R_2(t_{n-1}^a)) \geq s_n.$$ 

We can also define the maximum buffer occupancy during the whole streaming process as

$$B_a^{max}(\pi) = \max_{1 \leq i \leq N} (B(t_i^a)) \leq B_a.$$ 

The timing analysis on path $b$ follows immediately. The strategy $\pi$ is thus completely defined, and we can compute $D(\pi)$ and $\Omega(\pi)$ similarly to the case with unlimited buffers. A similar reasoning can be applied in order to prevent buffer overflow at the client, in the case where the client also has a limited storage space.

6.4 Distortion Optimized Streaming

6.4.1 Optimal Solution: Depth-First Branch & Bound (B&B)

Since the sending and arrival times for each packet $\lambda_n$ can be computed for a given transmission policy $\pi$ (see Section 6.3), we can now search for the optimal packet scheduling $\pi^*$ that maximizes the client video quality given an imposed playback delay. We first present an efficient algorithm that finds the optimal transmission policy vector $\pi^*$ for a given encoded video sequence, network topology and playback delay. While being too complex to implement in practice, the algorithm is used as a performance benchmark for the development of sub-optimal, faster scheduling methods. The novelty of the algorithm resides in the use of branch and bound (B&B) methods [197] in a multipath video-streaming framework\(^1\), and on adapting pruning rules to the specific characteristics of this scenario. The pruning rules make the algorithm much faster than a brute search but

\(^1\)While B&B techniques have been used for years by the optimization community, they have only recently been employed in a streaming scenario [115,198].
still do not guarantee polynomial execution times on all streaming scenarios. The optimization problem still has a combinatorial complexity.

The scheduling of $N$ packets on two available paths can be organized as a decision tree of depth $N$ (Figure 6.4). At each stage $n$ in the tree, packet $\lambda_n$ can be sent on path $a$, on path $b$, or can be dropped. Hence, at depth $N$, the decision tree will contain $3^N$ leaves, according to the number of scheduling possibilities of the $N$ packets on the 2 paths. At each stage $n$ in the tree we can compute $D_n(\pi)$, the minimum playback delay and $\Omega_n(\pi)$, the cumulative video quality measure, for a partial scheduling up to packet $\lambda_n$, according to the recursive Eq. (6.2) and Eq. (6.3), presented in Section 6.3. This computation can be done for each one of the valid scheduling policies, for the first $n$ packets. As mentioned in Section 6.3.1, $D_n(\pi)$ and $\Omega_n(\pi)$ are non-decreasing, and respectively non-increasing functions in $n$. These two functions are used to establish a fast search on the decision tree for the optimal transmission policy vector $\pi^\ast$. A depth-first search is performed on the decision tree, starting with an initial policy vector $\pi$ that satisfies the delay constraint $D(\pi) \leq \Delta$, where $\Delta$ is the playback delay imposed by the client. The policy $\pi$ becomes our initial optimal policy $\pi^\ast$ with $\Omega^\ast = \Omega(\pi^\ast)$. The initial policy is computed using a simple Earliest Delivery Path First algorithm with a complexity of $O(N)$, similar to [135]. The EDPPF algorithm schedules frames in a FIFO order. Packets belonging to a given frame are scheduled according to their importance $\omega_n$, on the path that guarantees the earliest arrival time at the client. If a packet cannot be successfully scheduled, it is dropped without transmission, along with all his children packets, to avoid waste of network resources.

Since an EDPPF strategy is often sub-optimal in a multipath scenario, we start searching the decision tree for better transmission policies, with $\Omega > \Omega^\ast$. We start with the leftmost transmission policy represented on the tree (equivalent to sending all packets on path $a$) and move through the decision tree towards right. For each new policy $\pi'$, we compute $D_n(\pi')$ and $\Omega_n(\pi')$ successively for $n = 1..N$. At any packet $\lambda_n$ for which $D_n(\pi') > \Delta$ or $\Omega_n(\pi') \leq \Omega^\ast$, the computation of $D_n(\pi')$ is stopped, and the decision tree is pruned for all policies that have the same scheduling up to packet $\lambda_n$ (i.e., $\{\pi\}$ s.t. $\pi_i = \pi'_i, \forall i, 1 \leq i \leq n$). If $D_N(\pi') \leq \Delta$ and $\Omega(\pi') \geq \Omega^\ast$, the policy $\pi'$ becomes the new optimal policy $\pi^\ast$ and $\Omega^\ast = \Omega(\pi')$. The operation is repeated until the set of all feasible policies $\Pi$ represented on the decision tree has been covered. When the search is complete, the optimal policy $\pi^\ast$ maximizes the video quality at the receiver and respects the playback delay constraints.

The B&B method provides an efficient way of computing the optimal transmission policy vector.
6.4. DISTORTION OPTIMIZED STREAMING

π*. The speed of the method depends on the pruning efficiency, which in turn, depends on the quality of the initial policy. However, the method is not scalable with $N$, since it cannot compute the optimal solution in polynomial time. The worst case complexity of the method remains $O(3^N)$. The extension of the algorithm to more paths follows easily. In the general case of $K$ independent network paths between the streaming server and the client, the complexity grows to $O((K+1)^N)$.

6.4.2 Heuristic Solution: Load Balancing Algorithm (LBA))

Since the B&b algorithm may be too complex in practice, this subsection now presents a heuristic approach, which finds a close-to-optimal solution in polynomial time. The algorithm is inspired from load balancing techniques, which proved to be very effective in solving problems of task scheduling in multiprocessor systems [199]. In short, the algorithm performs a greedy scheduling of the most valuable packets first. Less valuable packets are scheduled only if the network capacity permits, and only if they do not lead to the loss of a more valuable packet already scheduled (due to subsequent late arrivals at the client).

First, the $N$ network packets are arranged in descending order of their value. Hence, we obtain a new representation of the encoded bitstream, $\Lambda' = \{\lambda_1', \lambda_2', ..., \lambda_N'\}$, such that: $\omega_1(\lambda_1') \geq \omega_2(\lambda_2') \geq ... \geq \omega_N(\lambda_N')$. Then, similarly to the EDPF algorithm, a greedy algorithm (see Algorithm 5), schedules the $N$ ordered packets on the two network paths, while additionally taking care of the packet interdependencies. Algorithm 5 presents the sketch of the complete algorithm, where, for the sake of clarity, we redefine the action imposed on packet $\lambda_n'$, $q_n'$ as:

$$q_n' = \begin{cases} 
  a & \text{if packet } \lambda_n' \text{ is sent on path } a; \\
  b & \text{if packet } \lambda_n' \text{ is sent on path } b; \\
  0 & \text{if packet } \lambda_n' \text{ is dropped without sending;} \\
  \infty & \text{if packet } \lambda_n' \text{ is not scheduled yet.}
\end{cases}$$

To decide which action to take on each packet $\lambda_n'$, the algorithm first attempts to schedule all ancestors that have not been scheduled yet. If one of them cannot be scheduled, then the algorithm automatically drops the packet $\lambda_n'$. This ensures that our algorithm does not waste network resources on transmitting network packets that cannot be correctly decoded at the receiver.

All packets marked to be scheduled on a given path, are reordered according to their decoding deadlines before transmission. When a new packet is inserted, it triggers a new packet ordering. If a packet $\lambda_n'$ can be scheduled on both network paths without interfering with the packets already scheduled, the algorithm will choose the path that offers the shortest arrival time for packet $\lambda_n'$. If packet $\lambda_n'$ can only be scheduled on one path, the algorithm will insert the packet on that path. Otherwise packet $\lambda_n'$ cannot be scheduled on any of the two paths, without interfering with the already scheduled packets, and the algorithm will drop packet $\lambda_n'$ without transmitting it. Hence, the algorithm prevents that the transmission of one packet forces the loss of a more important packet previously scheduled, because of late arrival at the client. Note that in the case where the value of each network packet is directly proportional to the size of the packet, the algorithm offers a real load balancing solution for the two network paths.

Algorithm 5 performs an initial ordering of the $N$ packets in the new set $\Lambda'$. Any common sorting algorithm that works with complexity $O(N \log N)$ can be employed. Afterwards, for each packet $\lambda_n'$ that must be scheduled, the algorithm requires a search among the packets already scheduled on each of the paths, in order to insert the new packet according to its decoding deadline. The operation requires $O(N)$ computations and is repeated $N$ times, for each packet in $\Lambda'$. The complexity of the proposed algorithm is thus $O(N^2)$. For the more general case of $K$ disjoint paths between the server and the client, the algorithm requires the computation of arrival times on all the paths, for all scheduled packets. The insertion of one packet therefore requires $O(KN)$ operations, and is performed for all $N$ packets. The total complexity of Algorithm 5 grows linearly with the number of network paths, being of $O(KN^2)$. In conclusion, the proposed heuristic algorithm has a complexity that grows linearly with the number of network paths $K$, and quadratic with the number of video packets $N$. However, it generally leads to suboptimal strategies due to the greedy optimization strategy. The extensive simulations presented in the next section show...
Algorithm 5 Load Balancing Algorithm (LBA) for finding $\pi$

Input: $\lambda', \omega_n, s_n, 1 \leq n \leq N$

Output: Suboptimal transmission policy vector $\pi$;

1: **Initialization**: Create $\lambda'$; arrange packets in order of importance $\omega_n$;
   $n := 1$;
2: while $n \leq N$ do
3:   if Packet $\lambda'_n$ s.t. $q'_n = \infty$ then
4:     invoke Schedule Packet($n$);
5:   end if
6:   $n := n + 1$;
7: end while
8: Procedure: Schedule Packet($n$)
9: for all packets $\lambda'_n$ in $\lambda'$ s.t. $q'_n = \infty$ do
10:   invoke Schedule Packet($k$);
11: end for
12: invoke do Schedule($n$);
13: Procedure: do Schedule($n$)
14: if $\exists$ packet $\lambda'_k$ s.t. $q'_k = 0$ then
15:   $q'_n = 0$;
16: return;
17: else
18: attempt the insertion of packet $\lambda'_n$ on path $a$ and on path $b$, ordered according to the decoding deadlines, without compromising the decoding of any other scheduled packet;
19: if $t'_n$ (path $a$), $t'_n$ (path $b$) $\leq t'_n + \Delta$ then
20:   choose the path with shorter $t'_n$;
21:   set $q'_n$ accordingly;
22: else
23:   if $t'_n$ (path $a$), $t'_n$ (path $b$) $> t'_n + \Delta$ then
24:   $q'_n = 0$;
25: else
26:   schedule packet $\lambda'_n$ on the path with $t'_n \leq t'_n + \Delta$;
27: set $q'_n$ accordingly;
28: end if
29: end if
30: end if
that the performance are nevertheless very close to optimal. The combination of efficiency and low complexity makes Algorithm 5 a suitable solution for fast multipath packet scheduling, especially beneficial in real-time video streaming.

6.4.3 Real-time streaming: Sliding Window Approach

We now relax the assumptions of full knowledge of media packets and channel bandwidths, and present the adaptation of the above algorithms to the case of live streaming. In this case, the server does not anymore have the knowledge of the complete video sequence. Instead it receives the network packets directly from an encoder. The server may buffer live streams for $\delta$ seconds, in order to increase the scheduling efficiency. It has therefore a limited horizon, which we call the prefetch time $\delta$. In other words, the prefetch time, or prefetch window, refers to the look-ahead window employed by the server. At any given time $t$, the server is therefore aware only of the network packets $\{\lambda_n\}$ with decoding timestamps $t_n^o \leq t + \delta$.

We assume that $N(t)$ is the number of packets that are available at the server at time $t$, and that $A(t) = \{\lambda_1, \lambda_2, \ldots, \lambda_{N(t)}\}$ now represents the set of these packets ordered according to their decoding deadlines. $N(t)$ is equal to the number of packets containing data from the video sequence up to time $t + \delta$, minus the packets that were already transmitted to the client in the time interval $[0, t]$. Note that we use the terms of prefetch and sliding window interchangeably, as referring to the same concept.

The previously defined B&B and LBA methods are now applied on the set $\Lambda(t)$ in order to compute a transmission policy vector $\pi$ for the $N(t)$ packets under consideration at time $t$. Neglecting the computation time, even for the B&B method, we can start transmitting the packets on the two paths according to the policy $\pi$, at time $t$. Let $T$ be the time interval between two successive video frames, and without loss of generality, let $t$ and $\delta$ be multiples of $T$. Hence, $t + \delta = kT$. At time $t$, the server can send packets that contain data from the encoded video sequence up to frame $k$. At time $t + T$, the packets containing data from frame $k + 1$ will be available at the server. At this time, the server will stop the transmission process of all packets from the previous sliding window that have not been sent yet, and add them to the new sliding window, along with the new packets from frame $k + 1$. B&B and the LBA methods are then applied on the new sliding window. The implementation of our algorithms on top of a sliding window mechanism adapts the scheduling to new packets, as soon as they are available at the server.

It is worth mentioning that in the case of real-time video streaming, Algorithm 5 is equivalent to a sequential greedy packet scheduling algorithm that considers first the most important packets in the sliding window, while for a sliding window of just one frame, our LBA method in essence reduces to the EDPF algorithm, enhanced with a packet discard strategy [137].

Interestingly, the LBA algorithm has the same behavior even in the case when the exact weights of each packet, $w_n$, are not known. It suffices to know only the relative ordering of the video packets according to their weight, along with the packet dependencies. While computing online the exact weight of each packet might be difficult (esp. in real-time streaming scenarios), the relative ordering of the packets can be easily performed, since it is generally accepted that an I frame packet is more important than a P or a B frame packet, and a base layer packet is more important than an enhancement layer packet. In the same time, the packet dependencies are known from the encoding and packetization processes.

These observations emphasize the low complexity of our proposal. We argue that, due to its low complexity, the LBA algorithm can be implemented at a real-time streaming server. The LBA algorithm presents a complexity that depends on the number of frames scheduled ($N$) and the size of the sliding window. Its complexity, $C$, varies according to: $C = 2 \frac{\delta}{frame\_rate}^2 (N - \frac{\delta}{frame\_rate})$. Along with any simple bandwidth prediction mechanism able to estimate the bandwidth for the duration of the sliding window, it provides a valuable algorithm for any practical multipath streaming scenario. We demonstrate the good performance of the live streaming algorithm in Section 6.5, where it is compared to long horizon scheduling mechanisms.
Figure 6.5: Packet scheduling obtained by the B&B, LBA, EDF, and simple round robin algorithms for an IBPBPBBIR frame sequence (foreman_cif sequence).

Figure 6.6: Packet scheduling obtained by the B&B and LBA methods with sliding window, compared to the optimal scheduling for an IBPBPBBIR frame sequence (foreman_cif sequence).

<table>
<thead>
<tr>
<th>$r_1$</th>
<th>$r_2$</th>
<th>$r_3$</th>
<th>$r_4$</th>
<th>B&amp;B</th>
<th>LBA</th>
<th>EDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>300</td>
<td>100</td>
<td>200</td>
<td>51.8%</td>
<td>47%</td>
<td>39.7%</td>
</tr>
<tr>
<td>300</td>
<td>300</td>
<td>100</td>
<td>200</td>
<td>58.9%</td>
<td>51.5%</td>
<td>43.4%</td>
</tr>
<tr>
<td>250</td>
<td>250</td>
<td>200</td>
<td>250</td>
<td>66.6%</td>
<td>60.6%</td>
<td>48.2%</td>
</tr>
<tr>
<td>250</td>
<td>250</td>
<td>250</td>
<td>250</td>
<td>68.2%</td>
<td>60.6%</td>
<td>48.2%</td>
</tr>
<tr>
<td>300</td>
<td>300</td>
<td>300</td>
<td>400</td>
<td>88%</td>
<td>82.2%</td>
<td>82.2%</td>
</tr>
</tbody>
</table>

Table 6.1: Heuristic algorithms performance comparison

6.5 Simulation Results

6.5.1 Simulation Setup

This section now presents and discusses the performance of the proposed scheduling algorithms, and compares the heuristic-based solution to the optimal performance bound, in both stored video scenarios and live streaming services. Video sequences are compressed with an MPEG-4-FGS [7] encoder, at 30 fps with various GOP structures. We use two different CIF sequences, foreman and news, encoded in one base layer BL, and one or two enhancement layers (EL1 and EL2). Each encoded frame is split into network packets, one for each encoded layer. We set the weights $w_n$ of the packets as a function of their relative importance to the encoded bitstream (depending on the type of encoded frame, I, P or B, and on the encoded layer they represent, BL, EL1 or EL2), as illustrated in Figure 6.2.

We simulate network scenarios containing two and three disjoint paths between the server and the client. We conduct experiments for segment bandwidths which vary in time, for the theoretical case when the server knows them in advance, or when it predicts them based on past values. We experiment stored or live streaming scenarios, with limited prefetch window. Finally, we consider unlimited client buffers, and negligible network latencies (i.e., $d_i(t) = 0, \forall i, \forall t$). We compare the performance of the proposed algorithms to the one of EDF [135]. We also compare to a simple RoundRobin algorithm, which greedily schedules video packets in a FIFO order, according to the available bandwidth on each of the paths. Finally, we also test our algorithm in scenarios with packet loss, in order to evaluate its behavior in very adverse conditions.
6.5. SIMULATION RESULTS

<table>
<thead>
<tr>
<th>$r_1$</th>
<th>$r_2$</th>
<th>$r_3$</th>
<th>$r_4$</th>
<th>B&amp;B</th>
<th>LBA</th>
<th>B&amp;B SW</th>
<th>LBA SW</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>300</td>
<td>400</td>
<td>400</td>
<td>75.8%</td>
<td>65.5%</td>
<td>70.4%</td>
<td>65.5%</td>
</tr>
<tr>
<td>300</td>
<td>300</td>
<td>100</td>
<td>200</td>
<td>50.6%</td>
<td>47%</td>
<td>44.9%</td>
<td>47%</td>
</tr>
<tr>
<td>300</td>
<td>300</td>
<td>200</td>
<td>200</td>
<td>64%</td>
<td>60.8%</td>
<td>60.6%</td>
<td>60.8%</td>
</tr>
<tr>
<td>250</td>
<td>300</td>
<td>200</td>
<td>300</td>
<td>57.6%</td>
<td>51.4%</td>
<td>5.1%</td>
<td>51.5%</td>
</tr>
<tr>
<td>300</td>
<td>300</td>
<td>250</td>
<td>300</td>
<td>71%</td>
<td>60.8%</td>
<td>69.7%</td>
<td>60.8%</td>
</tr>
</tbody>
</table>

Table 6.2: Algorithm comparison with Sliding Window

6.5.2 Stored Streaming Scenarios

The proposed algorithms are first compared in the case of stored video scenarios, where the whole sequence is available at the streaming server, before running the scheduling algorithms. The two sequences are encoded into a BL of 300kbps and 450kbps respectively, and one EL of 550kbps. Due to the high complexity of the B&B algorithm, which computes the performance upper-bound, we use a GOP of 6 frames, with one B frame between P frames. In a first approximation, we choose the following packets weights: $\omega_i = 5$, for I frame base layer packet, $\omega_i = 4$, for the base layer of the first P frame, $\omega_1 = 3$, for the base layer of the second P frame, $\omega_i = 2$, for the base layer of B frames, and $\omega_1 = 1$, for enhancement layer packets.

Figure 6.5 presents the video rate trace at the decoder, when the server schedules the network packets according to the optimal B&B method, the LBA algorithm, the EDPF algorithm [135], and RoundRobin. The segment bandwidths are set to $r_1 = 300kbps$, $r_2 = 500kbps$, $r_3 = 400kbps$ and $r_4 = 100kbps$, the intermediate buffers are unlimited and the maximum playback delay imposed by the client is set to $\Delta = 150ms$.

It can be observed that, while the proposed LBA algorithm manages to successfully schedule almost the same number of packets as the optimal B&B solution, the simple EDPF algorithm and the RoundRobin method have clearly worse performance since they mostly drop the end of the sequence. This is due to the fact that the proposed LBA algorithm makes sure that the most important packets (the packets from the base layer starting with the I frames, then P and B frames) can be scheduled, and only afterwards adds the enhancement layer packets, if the network rate permits it. On the contrary, the EDPF or RoundRobin algorithms schedule as much as possible from any frame, without taking into account future frames. In this way, entire GOPs could be lost, because packets of the I frame cannot meet the decoding deadline at the client.

A different representation is provided in Table 6.1. It presents the performance of the LBA and EDPF algorithms compared to the optimal solution for the foreman_cif sequence, as a function of the available channel bandwidth. The performance here is measured in terms of the percentage of successfully scheduled data bytes out of the total encoded stream. We observe that for a large variety of rates, the proposed LBA algorithm performs much closer to the optimal than the EDPF approach. In the same time, for some rates, the LBA algorithm suffers a loss in performance compared to the optimal B&B method, mainly due to the greediness of its scheduling strategy.

6.5.3 Streaming with Limited Look-ahead

The proposed solutions are now compared in the case of live video streaming, where the server knowledge is limited to the packets within the prefetch window. The prefetch window is set to 3 frames (i.e., $\delta = 100ms$), the maximal playback delay is $\Delta = 100ms$ and the bandwidths of the 4 network segments are constant in time. Figure 6.6 compares the real time B&B and LBA methods, where the original algorithms are applied on top of a sliding window mechanism (as explained in Section 6.4.3). The performance of the optimal B&B method applied to the whole sequence is also provided for the sake of comparison. It can be seen that the B&B method is no longer optimal when combined with a sliding window, as expected. The proposed LBA algorithm can even provide better performance in the live scenario.

The algorithms are also compared in terms of the proportion of transmitted information, for
different network conditions, in Table 6.2. The values represent the percentage of successfully decoded data at the client, out of the full stream. Interestingly enough, the real time LBA algorithm has a similar performance to the case of stored video scenario. The sliding window, even with low prefetch time, does not significantly affect the behavior of the scheduling algorithm. This property, along with the low complexity of the algorithm, shows that LBA represents a valid solution to the multipath packet scheduling problem, in the case of live streaming.

The algorithms are also compared in terms of the MSE perceived at the receiver. Figure 6.7 presents the distortion due to the network bandwidth constraints, computed between the original encoded video sequence and the sequence available to the client. The MSE values obtained by the real time B&B and LBA scheduling algorithms on two paths (with equal rates) are compared to the ones obtained by using a single network path with equivalent aggregated bandwidth. The decoder in this case implements a simple error concealment strategy based on previous frame repetition. Both schemes perform quite similarly when the aggregate bandwidth becomes large.

We observe that, while the multipath scenario does not require a large bandwidth network path, there is virtually no loss in video quality when using two parallel network paths instead of a single high bandwidth channel. This proves the efficiency of the proposed algorithms, relatively to the distortion lower-bound provided by the single channel scenario. Obviously, multipath streaming is useful when there is no single high bandwidth channel available, which is used here only to assess the scheduling policy performance. Note that the EDPF algorithm is voluntarily omitted here due to the high MSE values reached when it fails to schedule entire frames or GOPs.

We now analyze the influence of the Sliding Window size on the LBA packet scheduling process. As seen before, in the case of constant link rates, the packet scheduling process is barely influenced by the size of the sliding window. However, it is not the case if we allow the link rates to vary in time. We tested the performance of the LBA algorithm with various sizes for the sliding window. We use the foreman.cif sequence (the first 100 frames) and variable network rates on small time scales (hundreds of milliseconds). We omit the results of the B&B algorithm due to the intractability of the computations for larger window sizes, and those of the EDPF scheduling, since it does not take into account the sliding window size.

We present the MSE results in function of the size of the sliding window, for various network rate sets of different aggregated average bandwidths (Figure 6.8). We can observe that, for small sliding windows, the LBA algorithm behavior is close to the one of the EDPF algorithm, which may lose entire GOPs. Results are improving once the sliding window increases, since the LBA algorithm has more flexibility in scheduling the video packets. Finally, given a reasonable sized window ($\delta = 0.5s$), the results of the LBA are comparable to the case of entire sequence knowledge before scheduling. This depends on the ergodicity of the sequence source rate.
6.5. SIMULATION RESULTS

![Figure 6.9: MSE values for different network rate sets as a function of Intermediate Buffer size.](image)

![Figure 6.10: Encoded video frame rate (cumulative) and decoded video frame rates (cumulative) in the case of infinite and constrained intermediate buffers.](image)

We now further investigate the effect of the size of intermediate buffers on scheduling performance. For the same network rate sets as before we vary the size of intermediate node buffers ($B_a$ and $B_b$). We observe that, for the same network rates, bigger intermediate buffers allow for the scheduling of more video packets, with improved smoothing of the rate variations; the difference being noticeable in terms of MSE (Figure 6.9).

Finally, we study the effect of the intermediate buffer size on the packet load balancing on the two network paths. We compare the scheduling process on the two network paths in the case where the intermediate nodes have infinite or limited buffer space. Figure 6.10 presents the cumulative encoded frame rate of the total bitstream and the successfully scheduled bitstream rate in the case of infinite intermediate buffers, compared to the case when the buffer of node $a$ is limited to 8kB. Similarly, Figure 6.11 presents the same scheduling process in the same cases, separately for each of the two network paths. We observe major differences in the packet scheduling on the two paths between the two scenarios. A small buffer size on the first network path will render it unusable for a considerable period of time. This shortage is partially compensated by sending the base layer packets on the second link during the specific period. However, the effects on the received bitstream are noticeable. The scheduling of the bitstream in the case of unlimited intermediate buffers is therefore smoother. Finally, it is interesting to observe that, due to the finer granularity of the base layer packets (in our setup the size of a base layer packet is in general smaller than the size of an enhancement layer packet), we can schedule on path $b$ more data than in the unlimited buffer case.

6.5.4 Streaming with Link Rate Estimation and Channel Losses

Next, we release the assumption of a perfect channel knowledge, and we test our proposed scheduling algorithm in the case where the server estimates the channel availability, and the transmission process suffers losses on the network links. We program our simulation scenario in ns-2 [194], where we simulate 10 background flows for each link. These flows are generated according to the On/Off Exponential distribution, with average rates between 100 and 300kbps. The available instantaneous rate for our streaming application is considered to be the difference between the total link bandwidth and the aggregated instantaneous rate of the background traffic. While the exact shape of the background traffic is not important for our work, the On/Off exponential distribution of background traffic leaves a constant average available rate for our application, with instantaneous rate variations that can be larger than 100% (please refer to [200] for other types of traffic). In the same time, we generate packet losses on each of the network paths, according to
an iid process with probabilities equivalent to packet loss rates between 1 and 3%.

Next, the server implements a simple bandwidth estimation algorithm, based on an autoregressive model. It estimates the bandwidth for each time window of size \( T_p \), as follows. The available rate \( r_{k+1} \) of a segment in the next time interval \( k+1 \), is given by: \[ r_{k+1} = \gamma r_k + (1 - \gamma) \bar{r}_k \] where \( \gamma \) is the prediction coefficient. While the instantaneous rate variations of the channel can happen on very small time scales (of tens to hundreds of milliseconds), the fastest estimation mechanisms [16] provide accurate results on time intervals of the size of a few round-trip times (e.g., at least one second or more). In simulations we therefore set \( T_p = 1s \). Note finally that exact rate prediction is not crucial for the proposed algorithms, even if accurate prediction can only improve the performance.

We test the LBA protocol in the case when the server disposes of three disjoint paths for transmission, and the video is scalably encoded into one BL and two ELs. We use a GOP of 31 frames, with 15 P frames between I frames and one B frame between P frames. The two enhancement layers are created by splitting the FGS enhancement layer created by the MPEG-4 FGS encoder. We split the bitplanes such that the two layers have similar average rate, similar to [201]. We set the rates to 300\( \text{kbps} \) for the BL, and 260\( \text{kbps} \) respectively for the two ELs. The packet weights are set in a similar manner as in the previous experiments.

We schedule the first 100 frames of \textit{foreman.cif}, and we compare the results obtained by our algorithm and the EDPF algorithm [135, 137], in the case the server knows the rates in advance and there is no channel loss, with the case when it predicts the rates based on the autoregressive model presented above, and the transmission process suffers from path losses. We set the average rates on the three network paths to 280, 200 and 170\( \text{kbps} \), and the packet loss probabilities to 1, 3 and 2\% respectively.

The maximum playback imposed by the client is \( D = 200\text{ms} \). For the computation of the scheduling policy based on predicted rates, we however use a more conservative delay of \( D_1 = 150\text{ms} \), in order to cope with big shifts in link rates and avoid the drop of important packets. The scheduling results are presented in Figure 6.12 and Figure 6.13. We observe that in the case of LBA, the performance degradation compared with the optimal case, when all rates are known, is negligible. While, in the optimal case, the algorithm correctly schedules 201 packets, out of 300, representing 67\% of the total stream, in the case of prediction, it manages to schedule 186 packets, representing 62\%. While no frame is lost due to frame dropping or late packet arrivals at the client, we observe a limited number of lost frames due to the loss of BL packets on the transmission process. Simple rate prediction, combined with conservative playback delay settings, offers performance in terms of client video quality that is comparable to the case where rates are
6.5. SIMULATION RESULTS

**Figure 6.13:** EDPF performance on 3 network paths with predicted parameters and channel losses.

**Figure 6.14:** Complexity comparison between B&B, LBA and EDPF

**Figure 6.15:** LBA performance vs. complexity. (100 frames, average aggregate bandwidth of 450 kbps)

perfectly known at the server$^2$.

We observe that EDPF tends to schedule entire frames and drop less important frames in favor of more important ones. On the other hand, the LBA algorithm prefers to schedule the most important video layers first, and only then schedule packets belonging to the enhancement layers, in the network bandwidth permits it. Due to the fact that LBA can handle scalable video streams, we also observe that it is more robust to channel losses than EDPF. LBA loses an entire frame only if a BL packet is lost due to channel errors.

In the context of simple error concealment methods at the client (e.g., frame replacement), the LBA scheduling will provide a smoother quality of the received video (7.2 MSE points compared to 22.4 MSE points in the case of EDPF). In the same time, due to the variable size of the frames, EDPF is more vulnerable to network rate variations and prediction errors than LBA.

Note that packet loss can be mitigated by use of error resilient mechanisms (e.g. FEC or packet retransmissions [106]), and we present results in lossy scenarios to evaluate the performance of the schemes in limit conditions. The design of a scheduling strategy adapted to lossy environments is however outside of the scope of the present work.

$^2$For a more detailed analysis of media streaming with conservative delay on variable rate channels, please see [202].
6.5.5 Complexity Considerations

Finally, we analyze the complexity of the proposed algorithms and try to derive a good trade-off for our LBA method, between complexity and performance, as a function of the size of the sliding window. While the B&B algorithm has an prohibitive exponential complexity as a function of the size of the sliding window, the EDPF and the Round Robin algorithms are very simple, their complexity being linear in terms of the number of total scheduled frames, and independent of the size of the sliding window. The complexity of our algorithm lies between the two bounds (Figure 6.14). It takes more operations than the simple EDPF scheduling, but it is still polynomial in complexity and can be performed in real time. In the same time, it is similar in complexity to the EDPF algorithm with the selective frame discard enhancement [135].

Figure 6.15 presents the performance of the LBA algorithm for different sizes of the sliding window. We superimpose the complexity curve with the performance curve in order to find the operational sliding window size as a function of the two values. We observe that for low values of the sliding window size, the performance of the LBA algorithm matches the one of the scenario when all frames are known in advance. In the same time, the complexity of the algorithm remains low. Low complexity and good performance, even for small sliding window sizes that allow to maintain low end-to-end delays, make the LBA a suitable candidate for real time packet scheduling in multimedia streaming.

6.6 Discussion and Conclusions

This work addresses the problem of the joint selection and scheduling of video packets on a network topology that offers multiple paths between the streaming server and the media client. We use an encoded video abstraction model that factors in the variable importance of video packets, as well as their interdependencies. An optimization problem is then formulated, which aims at maximizing the video quality at the client under a given playback delay. A formal analysis of packet transmission timing leads to the derivation of efficient algorithms to find the transmission policy that maximizes the video quality at the client. Because of the complexity of the optimal method, we propose fast, polynomial time algorithms that still offer close-to-optimal solutions. Both methods have been implemented in the case of stored videos, and real-time streaming with the help of a sliding window mechanism. Simulation results in both scenarios prove that our proposed heuristic-based solution performs well in terms of final video quality, and is moreover suitable for the case of real-time streaming under strict delay constraints. They also show that our methods outperform other common scheduling algorithms from the literature.

We identify a generic practical scenario in which our algorithm can be applied, as a streaming system in which one video server sends an encoded video to one or more clients in real time. Such a scenario can be easily imagined in the context of Content Distribution Networks, wireless video transmissions via several interfaces, or peer-to-peer applications. The video is encoded into multiple layers adding up to a very good quality, and the available aggregated rate between the server and any client represents the share of the total link bandwidth allocated to, or reserved by, the streaming application. In such a scenario, for each of the clients, our algorithm will adaptively choose the right set of video packets to send on the network, in order to maximize the received video quality, given the available rates and the imposed playback delay. Because of its low complexity, the algorithm is scalable within large streaming scenarios.

Our method can be easily adapted to network scenarios characterized by weaker assumptions in terms of server knowledge about link rates and loss processes. We show how the algorithms perform in the case of predicted network rates, when the server uses a simple auto-regressive prediction mechanism. By using conservative scheduling parameters, our scheduling methods cope with large variations in instantaneous network rates, with a negligible increase in the distortion perceived at the client, as detailed in the next chapter. Furthermore, packet loss can be effectively addressed by implementing FEC schemes on top of our scheduling mechanisms.
7.1 Introduction

Our streaming solutions from the previous chapters generally rely on the knowledge of the channel bandwidth, in order to select the media packets to be transmitted, according to their sending time. However, the streaming server usually cannot have a perfect knowledge of the channel bandwidth, and important packets may be lost due to late arrival, if the scheduling is based on an over-estimated bandwidth. Robust media streaming techniques should take into account the mismatch between the values of the actual channel bandwidth and its estimation at the server.

Even the best rate estimation algorithms are not able to follow the rate variations of the channel, and often work on a coarser timescale [16]. Since channel prediction errors are inevitable and can lead to late arrivals of important media packets, the streaming server has to adjust the packet selection and scheduling strategies in order to cope with estimation mismatches. Our proposed method relies on a simple FIFO scheduling mechanism; however, we increase the algorithm’s robustness by using a conservative virtual playback delay, smaller than the playback delay imposed by the client. The scheduling process considers the conservative playback delay as the hard deadline for packet arrival at the client, hence it is more aggressive in the packet selection process. On the other side, the difference between the conservative scheduling delay and the effective playback delay after which the client starts playing the video, transparently compensates for the eventual late packet arrivals due to the overestimation of the end-to-end bandwidth.

Overall, we observe that a very conservative scheduling delay tends to limit the selection of transmitted media data to only a few packets, which penalizes the quality at the receiver. Alternatively, a scheduling delay that is too close to the effective playback delay may result in late arrival of packets, which also penalizes the quality. Hence, the purpose of this chapter is to analyze the trade-off between robustness against channel prediction errors and packet selection limitations, observed as a result of tighter scheduling constraints.

The rest of this chapter is organized as follows: We formulate in Section 7.2 an optimization problem whose goal is to find the optimal conservative delay used in the scheduling process, which maximizes the quality of the received video for a given channel rate model, and a given playback delay at the client. We discuss the complexity of the exact solution for the optimization problem and we present a fast solution in Section 7.3. Section 7.4 presents our simulation results and Section 7.5 concludes this chapter.
7.2 Streaming with Conservative Delay

7.2.1 System Overview

As in the previous chapter, we consider a single path streaming scenario between a server $S$ and a client $C$. The media stream can either be pre-stored at the server (VoD), or can be obtained in real time (real-time streaming). The video content is encoded into one or more layers and fragmented into network packets such that one packet contains information related to one frame and one video layer. Let $\Lambda = \{\lambda_1, ..., \lambda_n\}$ be the set of available packets at the server, with $n$ representing the total number of packets. Similarly to [198], each packet $\lambda_i$ is completely characterized by its size $s_i$, its decoding deadline $t_i$, its importance $\omega_i$ and its list of dependency packets $A_i$, which are necessary for a correct decoding.

The intermediate network between $S$ and $C$ is modeled as an end-to-end channel characterized by the variable rate $r(t)$. While we consider no link error in our model, packets can still be lost from a media application perspective, due to late arrivals. The server $S$ estimates on a periodic interval, the available channel rate $r_p(t)$, using any estimation mechanism $\Gamma$ (Figure 7.1). Based on that estimation, the streaming application employs a generic scheduling algorithm $\Psi$ that decides the subset of packets $\pi \subseteq \Lambda$ that are sent in a FIFO order to the client, so that the reconstructed video quality is maximized, given the playback delay $\Delta$ imposed by the client. The video quality measure $\Omega_i$ can be computed at the client as:

$$\Omega_i = \Omega_S(\pi) - \Omega_L(\pi),$$

where $\Omega_S(\pi) = \sum_i \omega_i, \forall \lambda_i \in \pi$ represents the quality of the video packets selected for transmission, and $\Omega_L(\pi) = \sum_i (\omega_i \cdot \epsilon_i)$ represents the video quality degradation due to packets that cannot be decoded because of late arrivals at the client. $\epsilon_i$ represents the probability that packet $\lambda_i$ arrives past its decoding deadline at the client. These late arrivals are caused by channel bandwidth variations, and inaccuracy in the rate estimation used by the server. Indeed, the estimation of the available rate in the future time instants is generally not perfect, and often not able to exactly follow the frequency variations of the bandwidth.

We propose to modify the scheduling strategy, in order to be robust to over-estimations of the channel rate. We define a virtual playback delay, or scheduling delay $\delta$, which is used by the server to compute the subset of packets to be sent. As $\delta$ is smaller than the actual playback delay $\Delta$, the server will select a reduced number of packets for transmission ($\Omega_S$ decreases), but the selected packets have a lower probability to be lost ($\Omega_L$ increases). In other words, $\pi$ now contains only packets that are likely to reach the client before their decoding deadline $(t_i + \delta)$ with a streaming rate $r_p$, and each packet $\lambda_i$ is scheduled and transmitted only once. The choice of the virtual playback delay becomes obviously a trade-off between source quality, and robustness to rate variations, and its optimization is proposed in the next sections.

7.2.2 Illustrative Example

We demonstrate the rationale behind our proposed mechanism by a concrete example. Imagine that server $S$ needs to decide at time $t$ whether to send packet $\lambda_i$ to the client $C$ or not. The
Table 7.1: Example Parameter Values for Conservative Delay Scheduling.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instantaneous Rate (kbps)</td>
<td>420</td>
</tr>
<tr>
<td>Predicted Rate (kbps)</td>
<td>430</td>
</tr>
<tr>
<td>Packet Size $s_i$ (bits)</td>
<td>8000</td>
</tr>
<tr>
<td>Packet Weight $\omega_i$</td>
<td>1000</td>
</tr>
<tr>
<td>Decoding Deadline $t_i$</td>
<td>0</td>
</tr>
<tr>
<td>Playback Delay $\Delta$ (ms)</td>
<td>200</td>
</tr>
<tr>
<td>Conservative Playback Delay $\delta$ (ms)</td>
<td>180</td>
</tr>
<tr>
<td>Time $t$ (ms)</td>
<td>0</td>
</tr>
</tbody>
</table>

The scheduling decision is based on the predicted network rate at moment $t$, $r_p(t)$, the size $s_i$, weight $\omega_i$, dependency list $A_i$, and decoding deadline $t_i$ of packet $\lambda_i$, and on the conservative playback delay $\delta$. In the same time, $C$ expects packet $\lambda_i$ before time $t_i + \Delta$, so that it can successfully decode it.

For the sake of clarity, assume that the list $A_i = \emptyset$, e.g., packet $\lambda_i$ can be independently decoded at $C$, and that the server’s buffer does not contain any other media packets except $\lambda_i$. The rest of the parameters are set according to Table 7.1.

Observe that $S$ takes the decision to send the packet on the network after computing the expected arrival time at the client: $T_p = t + \frac{s_i}{r_p(t)} \approx 177ms \leq 180ms = t_i + \Delta$. Even if the channel rate is overestimated and packet $\lambda_i$ arrives at the client at the real arrival time $T_a = t + \frac{s_i}{r_s(t)} \approx 190ms > t_i + \Delta$, packet $\lambda_i$ still arrives on time for successful decoding at the client, as $t_i + \Delta = 200ms$.

On the contrary, imagine the same procedure is applied to packet $p_j$, under the same conditions, except $s_j = 9,000$ bits and the scheduler does not use the conservative delay $\delta$, but rather directly the playback delay $\Delta$. $S$ decides to send the packet, as $T_p = t + \frac{s_j}{r_p(t)} = 200ms \leq 200ms = t_i + \Delta$. However, packet $p_j$ is useless for the client as it arrives past its decoding deadline: $T_a = t + \frac{s_j}{r_s(t)} \approx 220ms > t_i + \Delta$. In such a case packet $p_j$ consumes network resources that could be used more effectively.

Finally, please observe that in the case where $S$ uses the conservative delay $\delta$ in scheduling packet $p_j$, the decision would be to drop the packet, as it is likely to arrive late according to the predicted bandwidth. This insight lies the ground for the trade-off between robustness against channel prediction errors, and packet selection limitations, observed as a result of tighter scheduling constraints.

### 7.2.3 Optimization Problem

The virtual playback delay $\delta$ used by the scheduler represents a compromise between a conservative selection of packets that minimizes the probability of late arrivals, and the selection of a sufficient number of packets for an effective quality. Given the video sequence, the quality metric $\Omega$, the scheduling strategy $\Psi$, the rate estimation algorithm $\Gamma$, and the playback delay $\Delta$, the optimization problem translates into finding the optimal conservative delay $\delta \leq \Delta$ to be used by the scheduler, in order to maximize the received video quality $\Omega$, for a given channel model:

$$
\delta^* = \arg \max_{\forall \delta \leq \Delta} \Omega(\delta)
$$

In general, this optimization problem does unfortunately not provide any simple solution. Even for fixed $\Psi$, $\Gamma$, and $\Delta$, the scheduling policy $\pi$ can greatly vary with the choice of $\delta$, hence finding the optimal solution for the problem has combinatorial complexity. However, for small values of $\Delta$ (as in practical real-time streaming scenarios), $\delta^*$ can be accurately approximated in real-time. In the next section we present our approach towards finding an appropriate solution, based on heuristics from real-time video streaming.
7.3 Finding the Conservative Delay

7.3.1 General Solution

On the one hand, the quality metric $\Omega_L(\pi)$ depends only on the difference $\Delta - \delta$, for a given transmission policy $\pi$ and the channel model. Very conservative values for $\delta$ will ensure a big difference $\Delta - \delta$, hence more flexibility in dealing with rate prediction errors, and consequently a smaller value for $\Omega_L$ (see Figure 7.2).

On the other hand, the quality measure $\Omega_S(\pi)$ depends only on the packets scheduled for transmission, according to the predicted rate $r_p(t)$ and $\delta$. Interestingly, our experiments show that, for a given channel model, $\Omega_S$ does not vary much with $\delta$, as long as $\delta$ is large enough to accommodate the transmission of the largest video packets of the sequence.

Let $R_i(\Delta)$ be the cumulative rate of the channel up to time $t_i + \Delta$. $R'_i(\Delta) = \int_{t_i}^{t_i+\Delta} r(t)dt$, and $R_p^i(\delta)$ be the cumulative estimated rate up to time $t_i + \delta$: $R_p^i(\delta) = \int_{t_i}^{t_i+\delta} r_p(t)dt$. For given $\delta$ and $\Delta$, we define the effective data transfer $C_{\Delta}^i(i)$ on the time interval $[0, t_i + \Delta]$, as the amount of data scheduled according to the predicted rate $r_p$ before $t_i + \delta$, and received before $t_i + \Delta$ according to the actual bandwidth $r$:

$$C_{\Delta}^i(i) = R_p^i(\delta) \cdot Pr\{R_p^i(\delta) \leq R_i(\Delta)\}.$$  \hspace{1cm} (7.3)

An illustration of the effective data rate transfer is given in Figure 7.3.

Given this measure, we transform the original optimization problem into a new problem that chooses $\delta$ in order to maximize $C$. The optimal value of $\delta$ becomes:

$$\delta^* = \arg \max_{0 \leq \delta \leq \Delta} C_{\Delta}^i(i).$$  \hspace{1cm} (7.4)

$C_{\Delta}^i(i)$ is invariant in time, as long as the channel model does not change, hence it can be computed at any $t_i$. The previous optimization problem translates into maximizing the chances of every packet $\lambda_i$, scheduled for transmission at time $t$, to reach its destination by time $t + \Delta$. Unlike the original optimization problem of Eq. (7.2), Eq. (7.4) depends only on the channel model, hence it is easy to solve, once this model is known. It can be noted that both optimization problems are equivalent in the case of a smooth video model (the video packets have the same size and importance, and there are no dependency among them). We later show in Section 7.4 that even in realistic video streaming scenarios the solution obtained for this problem is a very good approximation of the optimal solution, as long as the playback delay is long enough.

7.3.2 Example Channel Model

We now develop all necessary relations for a typical channel modelled as a discrete-time system, with a sampling interval of $T_i$ seconds. The network can communicate a maximum of $r_i T_i$ bits of data in the time interval $[iT_i, (i+1)T_i]$, where $r_i$ is the available bandwidth of the channel in the $i$th time interval. The channel rate $r_i$ is given as a Gaussian autoregressive process of the form:

$$r_i = \mu + (1 - \alpha) \sum_{j=0}^{\infty} \alpha^j n_{i-j}, \quad j \in \mathbb{Z}, \quad n_k = 0, \quad \forall k < 0.$$  \hspace{1cm} (7.5)

Each $n_j$ is an independent zero mean Gaussian random variable with variance $\sigma^2$, $\alpha$ is a modelling parameter, and $\mu$ denotes the average available bandwidth. The validity of that model for internet traffic traces on time scales of milliseconds up to a few seconds has been verified in [18].

A simple auto-regressive prediction model is used for bandwidth estimation at the server, where the available rate of the network in the next time interval, $k+1$, is given by:

$$r_{k+1} = \gamma \frac{\sum_{j=0}^{k-1} r_j}{k-1} + (1 - \gamma) r_k,$$  \hspace{1cm} (7.6)
where $\gamma$ is the prediction coefficient. The estimation is run periodically, on time windows of size $T_p$. While instantaneous rate variations of the channel can happen on very small time scales (of tens to hundreds of milliseconds), the fastest estimation mechanisms provide accurate results on time intervals of the size of a few round-trip times (e.g., one second or more), and prediction inaccuracies cannot be avoided.

Assuming that $t_i + \Delta = k \cdot T_a \leq T_p$, with $k$ an integer\(^1\), we can compute:

$$R^c(\Delta) = k \cdot \mu + \sum_{j=0}^{k} (1 - \gamma) \cdot \gamma^{j-1} \cdot \sum_{l=1}^{k-j} n_l. \quad (7.7)$$

Finally, $S_i$ denotes the cumulative size of the transmitted packets up to packet $\lambda_i$: $S_i = \sum_{j=1}^{i} s_j$, $\forall \lambda_j \in \pi$. The probability that a packet arrives too late at the receiver, $\epsilon_i$, can be computed as:

$$\epsilon_i = Pr\{S_i > R^c_i / S_i \leq R^c_p\}. \quad (7.8)$$

Since $R^c$ is a normal random variable and $R^c_p$ is a known constant, given any $\delta$ and $\Delta$, the error probabilities $\epsilon_i$ can be easily computed with the help of the $erfc$ function.

### 7.3.3 Scheduling Algorithm

While the presented robustness mechanism is generic, and can be applied to any packet scheduling algorithm, in this section we describe the specific algorithm employed in the experimental phase of this work.

The algorithm is an adaptation of the LBA scheduling algorithm introduced in the previous chapter, to the single path network scenario presented above. In short, the algorithm performs a greedy scheduling of the most valuable packets first. Less valuable packets are scheduled only if the network capacity permits, and only if they do not lead to the loss of a more valuable packet already scheduled (due to subsequent late arrivals at the client).

First, the $n$ network packets are arranged in descending order of their weight, obtaining a new representation of the encoded bitstream, $\Lambda' = \{\lambda'_1, \lambda'_2, ..., \lambda'_n\}$. Then, the algorithm attempts a greedy scheduling of the packets on the network link, starting with the most important one.

To decide which action to take on each packet $\lambda'_i$, the algorithm first attempts to schedule all ancestors that have not been scheduled yet. If one of them cannot be scheduled, then the algorithm

\(^1\)The extension of the computation for the general case, on multiple prediction intervals, and when $k$ is not an integer can be computed in a straightforward manner, based on the analysis presented here.
automatically drops the packet \( \lambda'_i \). This ensures that our algorithm does not waste network resources on transmitting network packets that cannot be correctly decoded at the receiver.

Finally, all packets marked to be transmitted, are reordered according to their decoding deadlines before transmission. When a new packet is inserted for transmission, it triggers a new packet ordering. If packet \( \lambda'_i \) can be inserted, without compromising the arrival time of any other already scheduled packet, then it is scheduled for transmission. Otherwise, packet \( \lambda'_i \) is dropped. Please observe that the scheduling algorithm can be run on the total video sequence to be streamed, in the case of VoD streaming, or on a limited window of video packets in the case of real-time streaming.

The total complexity of the scheduling algorithm is driven mainly by the sorting and insertion operations. While the sorting can be performed by any algorithm in time \( O(n \log n) \), the insertion of each packet \( \lambda'_i \) requires a complete parse through all previously scheduled packets. Hence the total complexity of the algorithm is \( O(n^2) \).

### 7.4 Simulations

We discuss the performance of the streaming application with conservative delay and we compare the results obtained by our heuristic solution for \( \delta \) with the optimal solution, obtained through a full search, and with other frame reordering techniques. We scalably encode the *foreman cif* sequence (130 frames) using MPEG4-FGS, at 30 frames per second, with a GOP structure of 31 frames (1PBPBPBPBP...). By splitting the bit planes, we encode one BL and 2 ELs of average rates of 260kbps. In all our experiments we use the simple packet scheduling algorithm as presented above. We set the weights \( \omega_i \) of the packets as a function of their relative importance to the encoded bitstream (depending on the type of encoded frame, I, P or B, and on the encoded layer they represent, BL, EL1 or EL2), as illustrated in Figure 6.2. In a first approximation, we choose the following packets weights: 5 for I frame BL packets, 4 for the P frame BL packets, 3 for the B frame BL packets, 2 for the EL1 packets, and 1 for the EL2 packets [198].

For the channel model and estimation mechanism, we set the required parameters to \( \alpha = \gamma = 0.8, T_s = 20\text{ms}, T_f = 1s \), and we vary \( \sigma^2 \in [100, 250] \), according to the channel average rate. These values ensure realistic channel variations on small time scales around the average bandwidth value. Finally, we set \( \Delta = 200\text{ms} \).

We compare the results obtained by streaming with the heuristic \( \delta \), computed according to Eq. (7.4), and the optimal \( \delta^* \), obtained after a full search through all possible values for \( \delta \in [0, \Delta] \). We use different channel average rates and we average over 10 simulations for each case. The results are presented in Figure 7.4. We observe that for all simulated rates, our results in terms of MSE
are very close to the optimal ones. This validates our simplification to the original optimization problem, presented in Section 7.3. At the same time, Table 7.2 presents the obtained values for the heuristic and optimal δ for the same channel conditions as above, along with the relative error between the streaming performances. We observe that the values are very close and that δ∗ is in general more conservative than δ. An explanation of this phenomenon resides in the fact that the sequence under consideration does not present any scene changes and the packet sizes remain constant in time.

Next, we compare the proposed conservative δ streaming with other frame reordering techniques. We use a simple technique similar to the one presented in [138], which brings forward all I and P frames by two positions in the original bitstream before scheduling. Both techniques are compared in terms of number of late packet arrivals with a simple FIFO scheduling scheme that is unaware of channel rate variations. Simulation results are averaged over 100 channel realizations for an average rate of 500kbps. Figure 7.5 presents the number of late packets for each of the 3 schemes with the 95% confidence intervals. We observe that the conservative δ scheme performs the best in terms of average number of late arrivals, due to the fact that the application can transparently use the difference Δ − δ to compensate for unpredicted channel rate variations. Figure 7.6 presents one scheduling example for the conservative δ and frame reordering techniques. We observe that in the case of frame reordering, the strategy trades off a higher confidence in receiving I and P frames on time, at the expense of less important B frames. Hence, some B frames are lost due to late arrivals. On the contrary, the conservative δ strategy manages to schedule a similar amount of packets, and uses the extra time Δ − δ to minimize the impact of rate variations on late arrivals. Hence, less packets are late at the receiving end of the application.

Finally, we test the proposed conservative delay scheduling method on network rate traces generated with the help of the ns-2 simulator in the presence of background traffic. We simulate 10 background flows that use the same bottleneck link as our media stream. These flows are generated according to the On/Off Exponential distribution, with average rates between 100 and 300kbps. The available instantaneous rate for our streaming application is considered to be the difference

Table 7.2: δ∗ and δ for Various Average Channel Rates.

<table>
<thead>
<tr>
<th>Rate (kbps)</th>
<th>300</th>
<th>400</th>
<th>450</th>
<th>500</th>
<th>550</th>
<th>600</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal δ∗ (ms)</td>
<td>163</td>
<td>156</td>
<td>172.5</td>
<td>161</td>
<td>164</td>
<td>155.5</td>
</tr>
<tr>
<td>Heuristic δ (ms)</td>
<td>172</td>
<td>170</td>
<td>168</td>
<td>167</td>
<td>166</td>
<td>165</td>
</tr>
<tr>
<td>( \frac{\text{MSE}(\text{Heuristic}) - \text{MSE}(\text{Optimal})}{\text{MSE}(\text{Optimal})} (%) )</td>
<td>4.94</td>
<td>1.71</td>
<td>3.53</td>
<td>2.86</td>
<td>6.04</td>
<td>2.63</td>
</tr>
</tbody>
</table>

Figure 7.6: Example of Conservative Playback Delay δ and Frame Reordering Scheduling.

Figure 7.7: Quality Evaluation for Scheduling with Heuristic and Optimal Conservative Playback Delay δ for ns-2 Network Rate Traces.
between the total link bandwidth and the aggregated instantaneous rate of the background traffic. Even if the average available rate stays constant, instantaneous rate variations can be larger than 100%. We compare the performance of the scheduling obtained by using the heuristic and the optimal conservative delays, respectively, by averaging the obtained results over 10 randomly generated network rate traces. Results are presented in Figure 7.7 for average network rates of 300 and 450 kbps. We observe that the results are very close, even if the exact channel model is not known when the conservative delay is computed, and the channel estimation method is imperfect. Results show that being conservative in terms of scheduling delay and initial channel rate estimate, increases the robustness of the streaming application, without significantly penalizing the received video quality. It indicates that our method is robust even in extreme cases when exact information related to the channel model is not available.

### 7.5 Conclusions

We present a new mechanism to improve the robustness of adaptive media stream scheduling algorithms against network channel variability and estimation inaccuracies. By using a conservative virtual playback delay in the scheduling process we compensate for possible prediction errors. The difference between the conservative and actual playback delay imposed by the client transparently absorbs the negative effects of inexact rate estimation (e.g., increased packet delay at the client due to channel variations). We propose a method to determine the value of the conservative delay, as a trade-off between source quality, and robustness to bandwidth variations. The proposed solution is generic and can be employed with any given streaming mechanism. Results show that being conservative in choosing the scheduling delay pays off, even if the exact channel model is unknown (e.g., on simulated network rate traces with competing background traffic) and the rate estimation mechanism only approximates the channel rate variations over time. The simplicity and effectiveness of our solution make it appropriate for any real-time streaming mechanism over best-effort networks.

---

2For more details on efficient bandwidth estimation mechanisms we refer the reader to [16].
Chapter 8

Media Streaming over Multiple Wireless Networks

8.1 Introduction

In this chapter we rely on the theoretical work presented until now, and we discuss a possible practical streaming scenario. We envision a setup where users can access various applications with different Quality-of-Service (QoS) requirements over possibly multiple access networks (Figure 8.1). We solve a global optimization problem that periodically computes the optimal rate allocation and network selection for each user/application, given a universal quality metric. To this end, we take into account the parameters of the networks available to each user, and the specific characteristics of wireless applications. One by one, the behavior of each considered application is designed as a function of the user's network access parameters. Specifically, we derive a distortion model for streaming applications, which depends on the available data rate, transmission loss process at each client, and specific video sequence characteristics. Similarly, voice and data transfer applications are analyzed. Then, we define a universal quality metric that maps the QoS behavior of all applications as a function of the network parameters. Our final goal is to maximize the overall QoS of the system, under the given network resource constraints.

Real systems will often offer a limited choice in the mode of operation of the accessed applications: e.g., different voice transcoder operating at different rates in the case of voice conversations, a limited number of scalable encoded video layers for streaming applications, or a set of standard download rates for data transfer applications. Our final solution consists of an optimal decision on the mode of operation (total required rate) and network resource allocation for each client accessing a specific application. Such a global solution requires the computation over the whole set of application modes, for every user. Given the time varying nature of the wireless connections and the dynamics of users leaving/joining the system, the optimality of our solution is insured by iterative computations that take into account the actualized system status. To this end, we provide fast heuristic algorithms that can be used in real time system optimizations, based on the utility trade-off between system performance improvement and required resources [33]. We show that our QoS metric behaves well in a large set of system setups, and outperforms other traditional QoS metrics based on throughput, in terms of overall achieved quality, user fairness and adaptability to dynamic system setups. Finally, we show that our proposed heuristic algorithms obtain a close to optimum system performance with a low computational effort.

Our contributions in this chapter are two-fold:

- In the context of multiple parallel applications over wireless networks, we discuss the opportunity of a single unifying quality metric that maps the specific requirements of each considered application to a single value. Later, this quality metric is used in our optimization framework for improving the overall system performance;
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• Finally, we propose a fast heuristic algorithm that computes a close to optimum resource allocation solution in an iterative process, by taking into account the network access characteristics at each active client, along with the specific requirements of its desired application.

The rest of this chapter is organized as follows. Section 8.2 presents the considered applications and available access networks. We present our joint optimization problem in Section 8.3 and explain our heuristic approach to solving it in Section 8.4. We offer a concrete modelling example in Section 8.5. Extensive simulation results are presented in Section 8.6, while Section 8.7 concludes this chapter.

8.2 System Model

8.2.1 Multiple Applications

Assume $N$ active users that simultaneously access via a server $S$ any one of three different types of applications, namely voice conversation ($V$), real-time media streaming ($M$) and FTP download ($F$). Let user $i$, $1 \leq i \leq N$ access one of the available applications $k$, $k \in \{V, M, F\}$, and let $M_i = r_i$ be the mode of operation of user $i$, decided by $S$. It describes the average rate allocated to user $i$ that has chosen application $k$. We assume that $S$ can scalably adapt the transmission process to the channel conditions of user $i$. To this end, for each application $k$, the server can choose the right transmission parameter, from a predefined set of available parameters $P_k$.

First, we consider a multimedia streaming application that transmits a scalable encoded stream to the end user. Let $L$ be the number of available encoded media layers available at the server $S$, where the layer $l \leq L$ is characterized by its average encoding rate $p_l$. Additionally, we assume that the server $S$ can protect each media layer against transmission errors, with one of $E$ forward error correction schemes $FEC(n_e, k_e)$, $e = 1, \ldots, E$. We define $P_M = \{p_m : 1 \leq m \leq O\}$ as the set of available streaming modes, where $O = L \cdot E$ represents the total number of feasible combinations between the media encoded layers and FEC schemes, and $p_m$ is the total rate imposed by mode $m$. The final perceived quality at the end user depends on the number of media layers transmitted, and the loss process that affects the media packets after FEC decoding, and can be computed as shown in Chapter 5.

Then, we model the voice application. We consider $N_V$ available voice transcoding at the server $S$. Each transcoder $v$ is characterized by its encoding rate $p_v$. We define $P_V = \{p_v : 1 \leq v \leq N_V\}$ as the available parameter set for the voice application. The perceived quality of the voice application at the end client depends on the complexity of the transcoder $v$, and hence the allocated rate $p_v$, and the error process $p$ that affects the data transmission.

Finally, we assume $P_F = \{p_f : 1 \leq f \leq N_F\}$ as the available parameter set for the FTP application. $p_f$ represents the download rate of the FTP session. The perceived quality of the application will depend on the total download time, hence on the allocated download rate and error process that affects the data transmission.
8.3. NETWORK SELECTION AND RATE ALLOCATION PROBLEM

We define the QoS metric $\Gamma(\mathcal{M}_i) = f(r_i, p_i)$ as a function of the allocated rate $r_i$ and the average loss probability $p_i$ affecting the data transmission of application $k$, towards user $i$. A concrete example of such a QoS metric, along with the appropriate mappings between this metric and the perceived quality of the applications presented above is given in Section 8.5. Finally, we define $\mathcal{M} = \{\mathcal{M}_i : 1 \leq i \leq N\}$ as the global operation mode of the system, when the server $S$ allocates the rate $r_i = p_k \in \mathcal{P}_k$ to each active user $i$, accessing application $k$.

8.2.2 Multiple Networks

Even if the problem formulation proposed here is generic, we constrain ourselves to a scenario with two active networks that relay application data between the server $S$ and user $i$. Q-Net is a QoS modelled network, characterized by a guaranteed service to all active users when network loads are inferior to the congestion point (e.g., through spreading codes and transmission time intervals assignment in the case of an HSDPA system), and high blocking probability in saturated regime. Its total resources are characterized by the instantaneous total throughput $R^Q$, which takes into account the channel conditions of all active users in the network. $R^Q$ is preferentially distributed among active users according to the importance of their accessed application (e.g., HSDPA systems prioritize voice conversations over streaming applications and FTP downloads). $R^B$ is periodically estimated on time intervals $T$, possibly with a certain prediction error, which translates into a generally small packet error probability $p^Q_i$ that equally affects all active users.

The second network, BE-Net, is modelled as a Best Effort network that provides services to clients on a first-come-first-serve basis (e.g., a WiFi hotspot). Each active client $i$ in this network can access resources at a maximum data rate $R^B_i$ and is affected by an average loss process $p^B_i$, over time intervals $T$. While channel conditions in wireless environments change on very short time scales (e.g., up to a few tens of ms), we assume that $R^B_i$ and $p^B_i$ represent average values computed on larger time scales $T$ (e.g., one to a few seconds), and represent the average channel conditions for user $i$ on the given period $T$.

Let $[r^Q_i, r^B_i]$ be the rate allocation of user $i$ over the two networks, with $r_i = r^Q_i + r^B_i$. Please observe that application rates $r^Q_i = 0$ or $r^B_i = 0$ imply that user $i$ is inactive in the given network. Finally, let the tuple $\tau_i = [r^Q_i, p^Q_i, r^B_i, p^B_i]$ characterize the application rates and channel conditions for each user $i$ in the two networks. The following resource constraints apply:

$$\sum_{i=1}^{N} r^Q_i \leq R^Q, \quad \sum_{i=1}^{N} r^B_i \leq 1. \quad (8.1)$$

for Q-Net and BE-Net respectively. While the first constraint refers to the total available throughput on the Q-Net, the second one refers to the maximum available time for transmission on the downlink at the access point of the BE-Net. Finally, under these conditions, the total error probability that affects the transmission to user $i$, reads: $p_i = \frac{r^Q_i \cdot p^Q_i + r^B_i \cdot p^B_i}{r^Q_i + r^B_i}$.

8.3 Network Selection and Rate Allocation Problem

We assume that the server $S$ periodically solves the optimization problem, in full knowledge of the connection parameter tuple $\tau_i$, $\forall i : 1 \leq i \leq N$, and of the application parameter set $\mathcal{P}_k$, $\forall k \in \{V, M, F\}$. Within each time interval $T$, we optimize the allocation of network resources among the $N$ clients, with the final goal of maximizing the overall quality of the system. In other words, we are looking for the optimal global operation mode $\mathcal{M}^* = \{\mathcal{M}_i^* : 1 \leq i \leq N\}$ containing the optimal application mode for each client $i$, where $\mathcal{M}_i^* = r^*_i \in \mathcal{P}_k$, $k$ being the application accessed by client $i$:

$$\mathcal{M}^* = \arg \max_{\mathcal{M}} \sum_{i=1}^{N} \Gamma(\mathcal{M}_i) \quad (8.2)$$
under the constraints provided by Eq (8.1). A discrete search through all operation modes leads to the solution $\mathcal{M}^*$ with optimal overall QoS. Alternatively, in the next section, we offer a heuristic algorithm that achieves close-to-optimal results with a faster convergence time.

8.4 Utility Based Rate Allocation Algorithm

**Algorithm 6 Utility based rate allocation algorithm**

<table>
<thead>
<tr>
<th>Input:</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. $R_q, p^0_i, R^B_i, p^B_i, \forall \text{user } i$;</td>
</tr>
<tr>
<td>$P_k, \forall k \in {V, M, F}$, ordered in ascending order of $\rho_k$;</td>
</tr>
<tr>
<td>4. $M_i = 0, \forall \text{user } i$;</td>
</tr>
</tbody>
</table>

**Output:**

6. Global Rate Allocation Mode $\mathcal{M}$;

Procedure *Rate Allocation*

8. While (1)
   
   for $i = 1$ to $N$ do
   
   Compute the utility of $i \rightarrow \mathcal{M}_i'$;
   
   $U_i = \frac{\Gamma(\mathcal{M}_i') - \Gamma(\mathcal{M}_i)}{r_i - r_i'}$;
   
   end for

   find $i^* = \arg \max U_i$;

   Push($i^*, M_i', Q_{\text{Net}}$);

   Procedure *Push* ($i, M_i', Q_{\text{Net}}$)

   if $Q_{\text{Net}}$ has enough free resources then
   
   $i \rightarrow \mathcal{M}_i'$;
   
   update free resources on $Q_{\text{Net}}$;
   
   else
   
   Switch($i, M_i', Q_{\text{Net}}$);
   
   end if

   Procedure *Switch* ($i, M_i', Q_{\text{Net}}$)

   find user $j$ that can transfer part of his allocated rate $r_j$ to BE _Net with minimum $H_j$;

   if $U_i - H_j > 0$ then
   
   perform the switch of user $j$ rate: $G(j, r_j)$;
   
   $i \rightarrow \mathcal{M}_i'$;

   update free resources on $Q_{\text{Net}}$ and BE _Net;

   else
   
   Break;

   end if

In this section we introduce our heuristic approach for solving the rate allocation optimization problem. We build on the utility framework introduced in [33], and present an algorithm that iteratively takes a locally optimal decision on each user’s application mode.

Let $P_k, k \in \{V, M, F\}$ be the sets of application modes ordered in increasing order of their required rates, and let $\mathcal{M}_i$ be the allocated mode of user $i$ at a given iteration of our algorithm. We define $i \rightarrow \mathcal{M}_i'$ as the transition of user $i$ to the next application mode $\mathcal{M}_i'$ requiring the next higher application rate $r_i'$. The utility of this transition can be computed as:

$$U_i = \frac{\Gamma(\mathcal{M}_i') - \Gamma(\mathcal{M}_i)}{r_i' - r_i},$$

and represents the trade-off between the system quality improvement and the extra resources required by user $i$’s transition. Our algorithm starts from the initial setup when the clients have no allocated network resources. During each iteration, the proposed algorithm finds the user $i^*$
that brings the highest utility to the overall system by its transition to the next (higher quality) application mode:

\[ i^* = \arg \max_i U_i, \]

The extra resources will be allocated to user \( i^* \) starting with the resources of \( Q_{-\text{Net}} \). Once the resources of \( Q_{-\text{Net}} \) are depleted, the algorithm finds a different user \( j \) that can free the required resources for user \( i^* \) by reallocating part of its rate \( r \leq r_j \) on the other network \( BE_{-\text{Net}} \). Let \( G(j,r) \) be the operation by which rate \( r \leq r_j \) of user \( j \) is redirected through \( BE_{-\text{Net}} \), and let \( H_j \) be the loss in system utility caused by the switch. This operation is performed as long as the overall utility of the system is still improved \((U_i - H_j > 0)\), and as long as free network resources still exist in the overall system. The algorithm stops when there are no more free resources in the network system, or when no other possible user transition can bring any improvement in the overall system utility.

Algorithm 6 represents a sketch of the proposed algorithm. The Push procedure always attempts to increase the system's utility by allocating the free \( Q_{-\text{Net}} \) resources to the best user. If the free resources are not enough, the Switch procedure tries to find a new user that can free up enough resources by reallocating parts of its allocated rate through the \( BE_{-\text{Net}} \). As long as the network resources allow it, the procedures repeat until no higher modes are available at any client, or no extra utility improvement can be brought to the overall system.

The complexity involved in the search for \( i^* \) is \( O(N) \), the same being valid for the Switch procedure. In the worst case, the algorithm requires \( O(N \cdot |P_k|) \) iterations to pass through every application mode of every user. Hence the total complexity of the algorithm is \( O(N^2 \cdot |P_k|) \). For a reasonable number of wireless users, and a finite set of available application modes, the algorithm will converge rapidly to a global rate allocation vector \( \mathcal{M} \). Its performance is further studied in Section 8.6.

### 8.5 MOS Quality Metric

In this section we exemplify on a concrete quality metric \( \Gamma \) based on the MOS (Mean Opinion Score) value [203].

MOS reflects the average user satisfaction on a scale of 1 to 4.5. The minimum value reflects an unacceptable application quality, and the maximum value refers to an excellent QoS. The perceived quality of each of the three applications is converted into an equivalent MOS value, which is later used in the optimization problem.

**Figure 8.2:** Voice Application MOS: mapping between MOs and increasing loss probability for every considered voice codec.

**Figure 8.3:** Streaming Application MOS: mapping between MOS and PSNR for the foreman sequence.
The performance of different voice transcoders as a function of network losses is mapped to MOS values using the PESQ algorithm on a representative set of voice samples [157] in Figure 8.2. We observe that, while good network conditions lead to increased user experience, high packet error rates degrade the perceived quality of the voice communication.

The perceived media streaming quality is initially mapped into an MSE (mean square error) distortion measure, as presented in Section 8.2.1. Later on, a nonlinear mapping between MSE and MOS values is used, as illustrated in Figure 8.3.

Finally, the perceived quality of the FTP application is mapped to MOS values according to a logarithmic function of the achieved throughput: $MOS = a \cdot \log(b \cdot r(1 - p))$. The variables $a$ and $b$ are system dependent parameters, and can be set by the network operator (Figure 8.4).

8.6 Simulation Results

8.6.1 Simulation Setup

We test the performance of our proposed rate allocation and path selection method, and we compare its performance against a classic optimization solution that uses application throughput as a quality metric.

We use 4 voice transcoders, namely G.723.1B, iLBC, SPEEX and G.711 with average encoding rates of 6.4, 15.2, 24.6 and 64kbps respectively. To simulate the media streaming application, we encode the foreman_qcif sequence (300 frames) with the H.264/SVC codec. We encode one base layer and one enhancement layer, each of 70kbps. Additionally, we use one forward error correction mode FEC(20,17) which can correct up to 3 packet errors in a block of 20 packets. For FTP downloads, we set 4 available download rates of 50, 100, 150 and 200kbps respectively.

Due to the high complexity of the full search algorithm for finding the overall optimal rate allocation solution, we use small network scenarios (5 or 6 users) in order to validate the MOS quality metric, and the proposed heuristic algorithm. Later we compare our proposed heuristic algorithm with other heuristics in larger network setups. For comparison purposes we define as OptimMOS and OptimTh the full search algorithms which optimize the network resource allocation based on the MOS, and respectively Throughput QoS metrics. In the same time we define Algorithm 6 as Heuristic, while Switch represents the same heuristic algorithm, with the constraint that no user can be allocated resources from both networks in the same time (e.g., when the algorithm decides to switch one client from one network to another, its whole allocated rate is rerouted through the new network). SwitchTh is similar to Switch, but acts according to the Throughput QoS metric.
8.6. SIMULATION RESULTS

8.6.2 Small Network Scenarios

A total of 6 clients are placed in the coverage area of both networks (3 voice, 2 FTP, and one streaming user). Server $S$ performs the optimization of the rate allocation periodically, every $T = 1$s. The average throughput $R_S^D$ of $Q_{-Net}$ varies in the interval $[100,150] \text{kbps}$ and the prediction error $p_S^D$ is kept around 1%. The connection data rate $R_S^D$ of the users in the BE -$Net$ is set in the interval $[220,310] \text{kbps}$, and the individual average loss probabilities $p_S^D$ are randomly chosen in the interval $[1, 15]\%$. We average our results over 100 simulation runs of 10 seconds each.

We first compare the average performance of the overall system, when the optimization is performed according to the MOS and throughput quality metrics. We start by identifying the traffic distribution obtained by each optimization metric over the two networks. Table 8.1 presents the fraction of traffic that passes through both networks, for each application. We observe that the MOS optimization rightfully uses the $Q_{-Net}$ resources for the voice and streaming applications, while FTP traffic is forwarded through $BE_{-Net}$. On the other hand, the throughput optimization favors the FTP application, as it forwards part of its traffic over $Q_{-Net}$ (hence increasing the offered rate for the application), at the expense of lower available resources for the voice and streaming applications that share the same network. This explains the lower overall system performance obtained for the throughput metric, compared to MOS (Figure 8.5). For a total average system throughput varying from 320 to 460 kbps, the MOS optimization outperforms the

![Figure 8.5: Average system MOS values as a function of overall system rate: MOS vs. Throughput Optimization](image1)

![Figure 8.6: Average system MOS values: Heuristic algorithms.](image2)

![Figure 8.7: Client performance when users are added/removed to/from the system: OptimMOS algorithm.](image3)

![Figure 8.8: Client performance when users are added/removed to/from the system: Heuristic algorithm.](image4)
Table 8.1: Traffic distribution over the two networks (in %).

<table>
<thead>
<tr>
<th>Application</th>
<th>MOS Optimization</th>
<th>Throughput Optimization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Q_Net  BE_Net</td>
<td>Q_Net  BE_Net</td>
</tr>
<tr>
<td>Voice</td>
<td>100  0</td>
<td>100  0</td>
</tr>
<tr>
<td>Streaming</td>
<td>88.5 11.5</td>
<td>94  6</td>
</tr>
<tr>
<td>FTP</td>
<td>1  99</td>
<td>12  88</td>
</tr>
</tbody>
</table>

Figure 8.9: Client performance when users are added/removed to/from the system: OptimTh algorithm.

Figure 8.10: Average system MOS values: Heuristic vs. Switch, 20 users.

throughput optimization in most cases by as much as 0.15 MOS points. We also observe that the Heuristic algorithm closely matches the optimal behavior, and the experimental results obtained after performing experiments with real video sequences. In the same time, Figure 8.6 presents the quality performance among the proposed heuristic algorithms. While Switch and Heuristic are quite close to optimum, SwitchTh fails to allocate enough resources to some of the users, hence the important degradation in overall system performance.

Finally, we test the two optimization metrics in dynamic systems where users are allowed to join/leave the networks. We start with 5 clients (2 voice, 1 streaming and 2 FTP users). At time \( t = 3s \) we add a streaming user, and at time \( t = 8s \) we remove one voice user. Figure 8.7, Figure 8.8 and Figure 8.9 present the average application performance for each user. We observe that in the case of MOS optimization, the system is able to cope with the extra user at the expense of a small quality degradation for the existing users, for both OptimalMOS and Heuristic algorithms. On the other hand, the throughput optimization is unfair, as some of the clients are penalized more than the others, and the overall performance is worse.

8.6.3 Large Network Scenarios

In this case we are using a total of 20 clients placed in the coverage area of both networks (7 voice, 6 streaming and 7 FTP clients). The total rate of the system is varied in the interval \([1.3, 1.7]\)Mbps with \( R^2 \in [300, 600]\)kbps. The loss probabilities for the two networks and the simulation setup are similar as in the previous example.

We are looking at the overall average performance of the Heuristic and Switch algorithms when more active users are present in the system (Figure 8.10). Intentionally, we omit the performance of the SwitchTh algorithm, due to its very poor results. We observe that while Switch performs quite good, Heuristic still provides a significant improvement in total system quality. This is mainly due to the extra system granularity in allocating the resources of the two networks among the clients, if clients are allowed to connect in parallel to both networks.

Next, we present the average traffic distribution on the two networks, for each type of applica-
8.7. CONCLUSIONS

Figure 8.11: Average traffic distribution per application type, per network: Heuristic algorithm, 20 users.

Figure 8.12: Average traffic distribution per application type, per network: Switch algorithm, 20 users.

tion, when each of the two algorithms is used to compute the overall rate allocation. Figure 8.11 and Figure 8.12 present the distributions obtained by the Heuristic and respectively Switch algorithms. We observe that Heuristic manages to allocate the Q Net resources mostly to the voice application and as much as possible to the streaming application. The FTP clients are mostly scheduled on BE Net, which represents an intuitive result. On the other hand, Switch schedules almost half of the voice applications on the BE Net, at the advantage of streaming applications. While surprising, this result is explained by the fact that voice applications, usually requiring less network resources, are easier to switch on the best-effort network, when the QoS network becomes congested. Such a behavior can however be corrected by applying different weights to the clients, depending on the importance of the accessed application.

Finally, we test our algorithms in dynamic systems. We allow 4 new users to join the system at time $t = 3s$ (2 voice, 1 streaming and 1 FTP clients), while at time $t = 8s$, other 4 users are leaving. Figure 8.13 and Figure 8.14 present the results obtained by Heuristic and Switch respectively. In the first case, we observe that the algorithm manages to keep a rather constant application quality for all active clients, by redistributing parts of the network resources to the new users. This way, Heuristic achieves fairness among all users, even if they access different types of applications. On the other hand, Switch copes worse with the system dynamics; we observe that the voice and streaming users are penalized, compared to the FTP users. Again, this is due to the lack of granularity in reallocating network resources, when new users enter the system. This highlights the benefit of resource allocation flexibility given by the multipath network scenario assumed by the proposed algorithm.

8.7 Conclusions

We introduce a new optimization framework for the rate allocation and network selection for clients accessing multiple applications over parallel networks. In the optimization process we take into account the available network resources and the connection parameters of each client, along with the specific quality requirements of each application. We unify the performance of all applications under a single MOS quality metric, which is later used in the optimization process. Compared to traditional optimization metrics based on throughput, the MOS approach achieves a more fair resource allocation among active clients, and proves to be more scalable in dynamic systems. We finally provide a heuristic algorithm based on utility functions, which achieves a close to optimal resource allocation with low computational resources. Comparing to other heuristic approaches, our algorithm is more stable and adaptable in dynamic situations, emphasizing the flexibility given by the resource aggregation paradigm in multipath network scenarios. The obtained results
Figures 8.13 and 8.14: Average performance per application in case users join/leave the network: Heuristic algorithm and Switch algorithm.

eavour us to further investigate the possibility of multiple wireless networks interconnecting towards the final benefit of the end users.
Chapter 9

Conclusions

9.1 Thesis Achievements

This thesis addresses the problem of internet media streaming from the end-user perspective. We take a combined approach by looking at the same time at the characteristics of the transport medium, and of the particular application under consideration, in order to develop efficient streaming algorithms and protocols. We take advantage of the path diversity offered by the latest network architectures and present a complete framework for video streaming over multipath networks. Within this context, we separately discuss the most important issues concerning an efficient streaming process, and we present our analysis, results and conclusions. Finally, we integrate the proposed mechanisms and algorithms into a possible system for video streaming.

First we discuss the issue of path selection and rate allocation for multipath streaming systems. Our main objective is to jointly find (i) the optimal streaming rate for a given, pre-encoded video packet stream so that the quality at receiver is maximized, and (ii) which network paths should be used for relaying the video stream to the client. Our analysis leads to the theoretical foundations for an efficient algorithm that computes the optimal path selection and rate allocation solution for our scenario. We learn that the network paths should be used in a greedy manner, starting with the ones affected by the lowest loss probabilities, and that once used, a path should be utilized at its full resources. Interestingly enough, our simulation results emphasize the trade-off between allocating more network resources to the streaming process, and hence, allowing for an increased encoded media quality, and the increased risk of erroneous decoding due to extra transmission errors, induced by added transmission paths. This insight motivates the use of a limited number of streaming paths for the media transmission, and explains why a simple network flooding with media packets is not necessarily optimal. Furthermore, we propose distributed methods for implementing our findings in large network scenarios, where the available end-to-end network paths are not known a-priory. We show that fast heuristic rate allocation rules implemented at intermediate nodes lead to the construction of good transmission paths, later utilized by the streaming application.

Next, we offer an insight study of various forward error correction and scheduling techniques in multipath scenarios. We emphasize the streaming quality improvement offered by priority scheduling strategies, combined with unequal error protection, based on the different importance of media packets. Furthermore, we discuss practical systems, with limited flexibility in choosing the forward error correction parameters, and we show that efficient systems will generally insure the strong protection of the most important packets of the media application in a joint source channel coding setup. Finally we explore the possibility of in-network processing, and we identify network scenarios where intermediate node error correction is beneficial for the application. Our analysis offers valuable solutions for the design of practical streaming systems, and emphasizes the relevant trade-offs.
Our packet selection and scheduling analysis is presented next. Based on the knowledge of the media bitstream structure, and on a careful timing analysis of the packet transmission process, we identify optimal and heuristic scheduling algorithms for multipath streaming applications. Based on load balancing and prefetch window techniques we improve the streaming process in terms of application smoothness and number of late packet arrivals. Our methods is efficient in terms of network resources consumption and insures graceful quality degradation at the client when the network becomes unaccommodating. We also offer simple robustness mechanisms that protect the performance of the streaming process in the wake of undetected network variations or estimation errors. Our results show that the proposed algorithm along with the implemented robustness methods offer a fast scheduling solution that outperforms existing proposals.

Finally, we describe a possible practical system for multimedia services integrated in a general network scenario with clients accessing different types of applications. We discuss a possible multipath network scenario obtained by the inter-operability of parallel wireless services, where multiple clients can access various applications by connecting to one or more wireless networks. We address the path selection and rate allocation problem for each client, along with forward error correction decisions, in order to maximize the overall system performance under a unifying quality metric. Our analysis and algorithms take into account the connection parameters of each client in each of the accessed networks, and periodically compute an optimal system resource allocation, in order to cope with client dynamics and network variability. Our heuristic algorithm outperforms other methods, while the proposed unifying optimization metric achieves a trade-off of fair resource allocation than classical optimization metrics.

9.2 Future Directions

Recent developments in coding theory and applications open new research issues in the domain of real time applications over the internet. In particular, many-to-one streaming setups based on rateless codes appear promising, as this class of codes offers the decoding flexibility required by highly dynamic network systems. We identify peer-to-peer streaming systems as a suitable application that could benefit for the implementation of error correction strategies based on rateless codes. The simple implementation of such codes in distributed scenarios represents a great motivation for such systems. However, the real-time nature of such systems also poses several major problems in terms of content synchrony, application delays, and coding decisions. Future investigation of these aspects could provide solutions that bring the implementation of efficient peer-to-peer streaming systems closer to reality.

While part of the existing internet paradigm pushes the application processing and decision computation at the edge nodes, increased capabilities at intermediate nodes allow for in-network processing of traversing data flows. Network coding emerges as a powerful tool for throughput maximization in packet networks, based on simple linear operations performed on incoming packets at each router. Further extending the range of network coding applications for future streaming systems seems a natural step. Large scale streaming systems which require distributed implementations with no central authority could greatly benefit of such processing paradigms. However, efficient streaming systems based on network coding should address the inherent problems, e.g., real-time in-network shaping and adaptation of the incoming streams to variable network conditions, or minimizing in-network processing delays.

Finally, the streaming process could be analyzed from a cross layer design perspective. With a final goal of optimizing the application quality as perceived by the end user, decisions at the application layer should be based on the knowledge exchanged by different layers of the network stack. Highly variable network setups like wireless systems could greatly benefit from such strategies. The inter-operability among network layers could improve the overall system performance and ensure smoother transitions in the case of drastic network variations. In such a context we emphasize the importance of the trade-off between the increased application performance and the additional computation cost and execution time.
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