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Abstrat
With the latest developments in video oding tehnology and fast deployment of end-user broad-band internet onnetions, real-time media appliations beome inreasingly interesting for bothprivate users and businesses. However, the internet remains a best-e�ort servie network un-able to guarantee the stringent requirements of the media appliation, in terms of high, onstantbandwidth, low paket loss rate and transmission delay. Therefore, e�ient adaptation meha-nisms must be derived in order to bridge the appliation requirements with the transport mediumharateristis.Lately, di�erent network arhitetures, e.g., peer-to-peer networks, ontent distribution net-works, parallel wireless servies, emerge as potential solutions for reduing the ost of ommunia-tion or infrastruture, and possibly improve the appliation performane. In this thesis, we startfrom the path diversity harateristi of these arhitetures, in order to build a new framework,spei� for media streaming in multipath networks. Within this framework we address importantissues related to an e�ient streaming proess, namely path seletion and rate alloation, forwarderror orretion and paket sheduling over multiple transmission paths.First we onsider a network graph between the streaming server and the lient, o�ering multiplepossible transmission paths to the media appliation. We are interested in �nding the optimalsubset of paths employed for data transmission, and the optimal rate alloation on these paths,in order to optimize a video distortion metri. Our in-depth analysis of the proposed senarioeventually leads to the derivation of three important theorems, whih, in turn represent the basisfor an optimal, linear time algorithm that �nds the solution to our optimization problem. At thesame time, we provide distributed protools whih ompute the optimal solution in a distributedway, suitable for large sale network graphs, where a entralized solution is too expensive.Next, we address the problem of forward error orretion for salable media streaming overmultiple network paths. We propose various algorithms for error protetion in a multipath senario,and we assess the opportunity of in-network error orretion. Our analysis stresses the advantageof being �exible in the sheduling and error orretion proess on multiple network paths, andemphasizes the limitations of possible real systems implementations, where appliation hoies arelimited. Finally, we observe the improvements brought by in-network proessing of transmittedmedia �ows, in the ase of heterogeneous networks, when link parameters vary greatly.One the rate alloation and error orretion issues are addressed, we disuss the paketsheduling problem over multiple transmission paths. We rely on a salable bitstream paketmodel inspired from the media oding proess, where media pakets have di�erent priorities anddependenies. Based on the onept of data pre-feth, and on a strit time analysis of the trans-mission proess, we propose fast algorithms for e�ient paket sheduling over multiple paths.We ensure media graeful degradation at the lient in adverse network onditions by areful loadbalaning among transmission paths, and by onservative sheduling whih transparently absorbundeteted network variations, or network estimation errors.The �nal part of this thesis presents a possible system for media streaming where our proposedmehanisms and protools an be straightforwardly implemented. We desribe a wireless setupwhere lients an aess various appliations over possibly multiple wireless servies. In this setup,vii



viiiwe solve the rate alloation problem with the �nal goal of maximizing the overall system perfor-mane. To this end, we propose a unifying quality metri whih maps the individual performaneof eah appliation (inluding streaming) to a ommon value, later used in the optimization pro-ess. We propose a fast algorithm for omputing a lose to optimal solution to this problem andwe show that ompared to other traditional methods, we ahieve a more fair performane, betteradaptable to hanging network environments.Keywords: multipath networks, rate alloation, path seletion, load balaning, paket shedul-ing, forward error orretion, network variability, network inter-operability.



Résumé
Les derniers développements en odage vidéo et le déploiement rapide des onnetions internetlient à haut débit rendent les appliations vidéo en temps-réel de plus en plus attratives tantpour les usages privés que professionnels. Cependant, internet, qui est un reseau faillible, se révèletoujours inapable de garantir les onditions strites requises par les appliations vidéo, que esoit en terme de onstane pour les haut débits, de perte de paquets ou de délais de transmission.Par onséquene, des méanismes e�aes adaptatifs doivent être mis en plae a�n de mettre enadèquation les aratéristiques médium et les besoins propres de l'appliation.Depuis peu, di�érentes arhitetures de réseau, telles que les réseaux leint-à-lient, les réseauxde distributions de ontenus, ou enore les servies sans-�l parallèles apparaissent omme desmoyens potentiels de réduire les oûts de ommuniation ou d'infrastruture, ou enore d'améliorerles performane de l'appliation. Cette thèse exploite les aratéristiques de heminement diverspropre à es arhitetures a�n de développer un nouveau adre spéi�que pour la transmissionvidéo en réseaux à voies multiples. Dans e nouveau adre, nous abordons d'importantes questionsliées à l'e�aité du proessus de transmission vidéo, à savoir le hoix du heminement, l'alloationde taux, la orretion des erreurs, et la plani�ation de la transmission des paquets au travers devoies multiples.Nous onsidérons d'abord une reprsentation du réseau qui o�re la possibilités de voies multiplesentre le serveur vidéo et le lient. L'intérêt est de trouver le meilleur sous-ensemble de voies utiliséspour transmettre les données ainsi que le taux d'alloation optimal orrespondant, a�n d'optimiserune métrique de distortion vidéo. Nous nous sommes livrés à une analyse en profondeur du sénarioproposé qui a onduit à l'énoné de trois théorèmes importants. Ces derniers forment les basesd'un algorithme linéair optimal résolvant notre problème d'optimisation. Dans le même temps,nous proposons des protooles distribués alulant la solution optimale, adaptée au as de réseauxgrande éhelle pour lesquels une solution entralisée serait trop oûteuse.Nous abordons ensuite le problème de la orretion d'erreurs pour la transmission de videosredimensionnables à travers des réseaux à voies multiples. Di�érents algorithmes sont proposéspour la protetion ontre les erreurs dans un senario à voies multiples. L'opportunité d'uneorretion d'erreurs insérée au réseau est aussi établie. Notre analyse souligne l'avantage de la�exibilité dans la gestion du proessus de orretion d'erreurs et de la plani�ation de transmis-sion de paquets dans les réseaux à voies multiples. Notre analyse met en avant les limites liées àl'implémentation de systémes réels pour lesquels les hoix d'appliation sont ontraints. Finale-ment, nous observons les améliorations apportées par le traitement de paquets inséré aux reseauxhétérogenes haratérisés par des variations inportantes de leurs parametres.Une fois abordées les questions d'alloation de taux et de orretion d'erreurs, nous disutonsdu problème de la plani�ation de transmission de paquets au travers de réseaux à voies multiples.Notre approhe repose sur un modèle de paquets vidéo redimensionnable inspiré du proessus deodage vidéo, pour lequel les paquets vidéo ont di�érents priorités et dépendanes. Nous proposonsun algorithm rapide de plani�ation de transmission e�ae des paquets au travers des réseaux àvoies multiples, basé sur le onept de pré-apport des données, et sur une analyse temporelle stritedu proessus de transmission. Une dégradation vidée lente est assurée au lient dans des onditionsix



xde réseau défavorables, en veillant à harger les voies de transmission de manière équilibrée et enassurant une plani�ation de transmission onservatrie qui absorbe de manière transparente lesvariations indéelables du réseau.Dans la dernière partie, ette thèse propose un système destiné à la transmission vidéo où lesméanismes et protooles proposés peuvent être diretement implémentés. Nous dérivons uneon�guration sans-�l permettant aux lients d'aéder à de multiples appliations par divers ser-vies sans-�l. Dans ette on�guration, le problème du taux d'alloation est résolu en visant unemaximisation des performane globales du système. Pour e faire, nous proposons une métriquede qualité uni�ante qui reporte les performanes individuelles de haque appliation (inluant latransmission vidéo) en une valeur ommune utilisée ultérieurement dans le système d'optimisation.Une solution presque optimale est trouvée par un algorithme rapide. Nous démontrons que lesperformanes ainsi obtenues sont plus équitables que elles obtenues par diverses méthodes tradi-tionnelles, le système s'adaptant mieux aux environnements réseau hangeants.Mots-lefs: réseaux à voies multiples, alloation de taux, séletion de heminement, équili-brage de harge, plani�ation de transmission de paquets, orretion d'erreurs, variabilité réseau,inter-opérabilité du réseau.
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Chapter 1Introdution
1.1 Streaming over the InternetWith the advanes in audio-visual enoding standards and broadband aess networks, multimediaommuniations are beoming inreasingly popular. The ontinuing expansion of the Internet fur-ther stimulates the demand for multimedia servies and appliations. Standardization bodies (e.g.,ITU-T), ontinuously work towards ahieving better media enoding standards, whih failitate amore rapid penetration of media appliations in the internet ommunity. In the same time, newnetworking systems and solutions, like peer-to-peer networks or wireless servies inter-operability,o�er the end lients support for new, thrilling internet appliations.Media streaming appliations over the internet are beoming popular, as they represent a fastand real-time method for delivering the desired remote ontent to the end lient. In the generalone-way streaming senario, as represented in Figure 1.1, a streaming server must send storedor live media to the lient. The information an be pre-enoded, or enoded in real-time into abitstream, whih is transmitted over the internet to the end user/lient. The lient must be ableto onsume the reeived media after an initial playbak delay, without su�ering interruptions orsevere quality degradation.The real-time nature of the streaming appliations opens some questions whose answers lieat the intersetion of networking and signal proessing analysis. On one hand, the internet, as atransport medium only o�ers a best-e�ort forwarding of the data pakets traversing it, withoutguaranteeing any quality of servie. Only reently, mehanisms and protools have been derivedfor the implementation of tra� priority, and aommodation of real-time tra�. However, suhmehanisms are denied large sale deployment over the internet, due to high implementation ostsand infrastruture failures. On the other hand, the media appliation requires fast and timelydelivery of the media data, from the ontent server to the end lient. Its stringent quality ofservie requirements ( e.g., high bandwidth, low delays and loses, servie stability and ontinuityduring the lient play-out time) an hardly be mathed today by the available transport medium.In this thesis, we present our novel approahes and solutions to these issues. We leverage on an

Streaming Server Client

Internet

Best-effort Network

Intermediate routers

Figure 1.1: General Media Streaming Senario over the Internet.1



2 CHAPTER 1. INTRODUCTIONindepth analysis of the media enoding spei�s and network harateristis in order to proposea new framework for media streaming appliations over unreliable transport mediums. As pathdiversity is an inherent harateristi of the latest emerging network senarios, (e.g., peer-to-peernetworks, ontent distribution networks, wireless servie inter-operability), we onentrate in ourwork on e�ient streaming mehanisms for multipath networks.1.2 Multipath Media StreamingPeer-to-peer arhitetures, ontent distribution networks and inter-operable wireless networks aresome of the latest arhitetures designed to either redue the ost of the network infrastruture,enhane the appliation servie guarantees, or inrease user reahability. They rely on multipleavailable data transmission paths between soures and lients, in order to avoid some of the lassisingle path transmission senario limitations. The bene�ts of these network arhitetures inludeaggregated bandwidth for resoure-greedy appliations, redued lateny for real-time appliations,or extended network overage for wireless users. In this ontext, multipath media streamingemerges as a natural researh framework whih o�ers the hope to overome some of the lossyinternet path limitations [1�3℄. It allows for an inrease in streaming bandwidth, by balaning theload over multiple network paths between the media server and the lient. It also provides meansto limit paket loss e�ets, when ombined with error resilient streaming strategies and salableenoding apabilities of the latest enoding standards [4�7℄, or redue transmission delays.However, this streaming framework requires extra e�orts and resoures for its management.Parallel route disovery and maintenane, soures oordination and e�ient data sheduling, ro-bustness in dynami network onditions are just some of the issues that must be addresses in asuessful multipath setup. Solutions to these problems have been proposed by the networkingommunity. They usually adapt existing network algorithms and protools to the new frame-work, with the �nal goal of optimizing the network performane. However, these solutions ingeneral do not take into aount the harateristis of the spei� appliations using the networkinfrastruture, possibly induing a poor appliation performane [8℄.While the streaming researh ommunity has given onsiderable attention to the modelling ofthe streaming appliation behavior in a multipath setup, it has mainly foused on the streamingproess itself (media ahing and sheduling aspets), starting from a given, �xed network se-nario, failing to address the above-mentioned issues. Very little attention has been given to theidea of reating a joint appliation-network aware framework, optimal from the user perspetive.Hene, important problems onerning the optimal onstrution and hoie of transmission pathsfrom a media perspetive, paket error orretion and sheduling on multiple paths, or streamingrobustness in dynami networks have not been thoroughly addressed so far.In our thesis, we address the above mentioned issues from the perspetive of a media streamingappliation. Our proposed framework for multipath media streaming o�ers solutions that take intoaount the spei�ity of the onsidered media appliation, along the underlying network ontext,in order to deliver optimal streaming performane as seen by the end lient. We o�er our ideas andsolutions for media-aware path onstrution and seletion, paket error orretion and sheduling,and transmission robustness in multipath environments.1.3 Problem Statement and ContributionsE�ient streaming solutions over the internet need to satisfy the stringent requirements of themedia appliation, e.g., generally high transmission bandwidth, low paket delays, and networklosses, low network variability and dynamis during medium to long periods of time, stable routesavailability throughout the transmission proess. However, even with the steady pae of internetexpansion, and improved arhitetural design, the transport medium remains best-e�ort, inapableof o�ering any servie guarantees to the traversing appliations. Hene, adaptive tehniques andalgorithms must be derived in order to bridge the gap between the internet o�ered servies and the



1.3. PROBLEM STATEMENT AND CONTRIBUTIONS 3media appliation requirements, in order to improve the reeived media quality at the end lient.In this thesis, we rely on the path diversity harateristi of the latest network arhitetures,in order to propose a new multipath framework for the analysis of media streaming appliations.Within this framework, we o�er an in-depth disussion of the most important issues onerning theenvisioned streaming setup, whih, in turn, allows us to derive novel mehanisms and algorithmsfor a more e�ient streaming proess. In partiular, we address important issues like path seletionand rate alloation, forward error orretion and paket sheduling for video streaming in multipathtransmission environments. We o�er a theoretial analysis of the problems, we present and measurethe performane of our proposed mehanisms and algorithms, and we disuss the system aspetsrelated to possible implementations of our proposed tools in real systems.Within a general network graph senario, we �rst address the problem of optimal pathseletion and rate alloation for a media appliation. We de�ne an optimization problemthat relies on a media distortion metri in the optimization proess. Our �nal goal is to seletan optimal subset of transmission paths used by the appliation, along with the optimal ratealloation on these paths, in order to minimized the pereived media distortion at the lient.Our theoretial analysis of the proposed general distortion metri �nally leads to three importanttheorems whih failitate the hoie of optimal transmission paths, and allows for the derivationof a fast path seletion and rate alloation algorithm. We show that using the available networkpaths in inreasing order of their loss probabilities is always optimal. The trade-o� betweenadding extra bandwidth to the transmission/enoding proess, hene inreasing the streamingquality, and adding extra paket erasures by using network paths with higher loss probability,hene degrading the media reonstruted quality, o�er a natural onvergene point for our pathseletion algorithm. In the same time, we onlude, that, ontrary to the ommon belief, utilizingall available network paths for media streaming is not neessarily optimal. Furthermore, we providedistributed protools for path onstrution and seletion in large sale network senarios, basedonly on the loal network information available at the lient.Next, we address the problem of media forward error orretion in multipath networks.In a joint soure-hannel rate alloation framework, we investigate di�erent FEC strategies andsheduling paradigms. Our analysis eventually leads to interesting insights on the optimal distri-bution of data and redundant pakets over the multiple transmission paths, and our proposed algo-rithms ompute e�ient FEC rate alloation solutions in network environments with onstrainedresoures. We show that �exible sheduling and FEC strategies an enhane the streaming pro-ess by better proteting the most important media pakets, and by sending them over networkpaths a�eted by lower loss probabilities. We also asses the opportunity of in-network media �owproessing in the ase of ative networks, where intermediate nodes an perform basi operationson the passing data �ows, e.g., FEC deoding/re-enoding. We evidentiate the trade-o� betweentransmission delays inurred due to intermediate node �ow proessing, and improved performane,and we show that in network senarios with heterogeneous link parameters, suh operations provebene�ial.Media paket sheduling over multiple transmission paths is addressed next in our thesis.Based on the knowledge of media pakets weights and dependenies in the bitstream, as generatedby the media enoder, we propose a novel paket sheduling algorithm for e�ient paket trans-mission over multiple network paths. Considering the total reeived media quality as dependenton the number and importane of the orretly reeived media pakets, our algorithm proposesa load balaning tehnique over more network paths, whih prioritizes the data pakets that aremore important for media reonstrution at the lient. Furthermore, we inrease the robustnessof our algorithm to network variations, by a onservative timing analysis during the shedulingproess. Compared to existing solutions, our approah adapts better to network rate variations,insuring a smooth quality degradation of the media in the ase of adverse network onditions.Finally, we desribe a possible real system where our proposed mehanisms and onlusionsan be applied in a straightforward manner. We envision a setup where multiple lients an aessmultiple data appliations, inluding media streaming, over more available wireless servies. Withthe help of a unifying quality metri, we map the performane of eah type of appliations as afuntion of alloated network resoures. �nally, we propose and solve an optimization problem



4 CHAPTER 1. INTRODUCTIONwhose goal is to maximize the overall system performane. Our algorithm for network seletion andrate alloation is performed iteratively in order to aount for network variability and dynamis,and insures a more fair and adaptive behavior ompared to other traditional methods.Compared to previous work in streaming over multipath networks we bring the following im-portant ontributions:
• We de�ne a general theoretial framework for the analysis of streaming media over multipathnetworks, in whih we address several key issues of an e�ient streaming system, e.g., pathseletion and rate alloation, forward error orretion and paket sheduling;
• We provide optimization metris based on both network harateristis and streaming se-quene parameters. The metris are later used in the de�ned optimization problems in orderto ahieve optimal solutions that maximize the end user pereived media quality;
• We address the issue of seleting an optimal subset of network paths out of an availableset, and ompute the optimal rate alloation on these paths, in order to optimize the lientreeived media quality. Out theoretial analysis leads to the implementation of fast, op-timal algorithms for the eletion of suitable transmission paths, along with their alloatedtransmission rate. For large sale media appliations, we provide distributed algorithms forthe omputation of the optimal subset of end-to-end transmission paths, along with theirorresponding rate alloation, based only on loal views on the network, available at eahintermediate node.
• We study the e�et of forward error orretion on multipath media streaming. We iden-tify and ompare di�erent sheduling and FEC mehanisms for multipath error orretion,and we provide fast algorithms that for the omputation of suitable forward error orre-tion strategies. We also analyze the opportunity of in-network media �ow proessing, byexamining the advantages and disadvantages of intermediate nodes FEC operations. Weidentify the streaming senarios where intermediate nodes FEC operations on the passingmedia �ows inreases the performane of the end-to-end streaming appliation;
• We address the problem of media paket sheduling on multipath networks. We leverage onthe knowledge of the di�erent paket weights and dependenies inside the media bitstreamin order to provide fast sheduling algorithms whih balane the data load over multipletransmission paths. Our algorithm ahieves graeful media degradation at the lient, in thease of adverse network onditions. We also study the robustness of our sheduling algorithmin the ase of variable network senarios. We provide an e�ient sheduling method, based ona onservative timing analysis inside the sheduler, whih transparently absorbs short-time,unpreditable network variations;
• We design a potential pratial appliation senario, where our proposed methods and teh-niques for e�ient multipath streaming an straightforwardly be deployed. We envision asetup where multiple lients an aess various appliations over more available wireless ser-vies. In this setup, we formulate and solve an optimization problem whose �nal goal is tomaximize the overall system's performane by a smart network seletion and rate alloationfor eah individual lient.1.4 Road TrakWe start by presenting an overview of the existing literature in multipath video streaming inChapter 2. We disuss the relevant approahes and we position our ideas in front of these worksand we emphasize the novelty brought by our approahes.Next, we formulate our main path seletion and optimization problem for media streamingover multipath networks in Chapter 3. Starting from a general video distortion model and a �ownetwork arhiteture, we o�er an in-depth theoretial analysis that allows us to derive some low



1.4. ROAD TRACK 5omplexity rules guiding an e�ient network resoure alloation. We disuss pratial implemen-tation issues and distributed protools for the path seletion and rate alloation problem in largesale networks in Chapter 4.We re�ne our distortion and network model for spei� salable streaming appliations, and wedisuss optimal ways for video paket protetion in the fae of transmission erasures, in Chapter5. We identify a series of di�erent FEC shemes and sheduling mehanisms that allow us todevelop solutions for the optimal joint alloation of soure rate hannel protetion rate in resoureonstrained multipath networks. Our approah to paket sheduling over multiple network pathsis presented in Chapter 6. A areful timing analysis of the streaming proess allows us to derivefast sheduling algorithms that take into aount the network paths parameters along the hara-teristis of the enoded media stream. Furthermore, we present sheduling robustness mehanismsin front of unpreditable network variations in Chapter 7.Finally, Chapter 8 disusses a possible pratial system where our mehanisms ould be de-ployed in a bene�ial manner. We present a omplete wireless system where lients an aggregatethe resoures of multiple wireless systems, and where streaming appliations share the same trans-mission medium as other appliations like voie onversations or data downloading. Our onludingremarks are given in Chapter 9.
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Chapter 2State of the Art
2.1 IntrodutionWith the advanes in audio-visual enoding standards and broadband aess networks, multimediaommuniations (MMC) is beoming quite popular. The ontinuing expansion of the Internetfurther stimulates the demand for MMC servies. The existene of a multitude of lients for videostreaming, e.g., Windows Media Player, Quiktime Player, or Real Player, and the inreasingsuess of media internet servies like Youtube, show the interest of the internet ommunity fornew video servies and appliations. However, as the transport medium for the media paketsremains "best e�ort", these appliations annot guarantee any quality of servie to their endusers. Variable network rates and delays, paket loss and ongestion, network reon�guration andnode dynamis are just some of the problems that must be addressed in order to provide optimalstreaming servies in today's internet [9℄. The main onern of the streaming researh ommunityresides in providing e�ient tehniques and mehanisms for bridging the gap between the stringentand greedy QoS requirements of the multimedia appliation and the sare available networkresoures. To this end, both appliation level (in the domain of video oding and ompression),and transport and network level solutions are investigated.In this hapter we make an overview of the e�orts made by both the multimedia networkingand oding ommunities to address the aforementioned problems. We start by presenting thenetworking proposals and advanements towards insuring some levels of servie guarantee over theurrent best-e�ort internet. Then we present the main harateristis of the media appliations(video), as resulting from the information enoding proess. Finally, we address the reent worksdeveloped by the streaming ommunity, with a speial emphasis on the problems related to theissues addressed by our urrent work. We position our solutions in the ontext of previous works,and we disuss the novelty of our approahes throughout this hapter.2.2 Networking Approah2.2.1 Network Design and MonitoringThe networking ommunity is spending a lot of e�ort in understanding and modeling the internet,with the goal of providing some neessary tools for the analysis of its performane. Based onthese tools, further protools and mehanisms an be implemented in order to go one step forwardtowards providing some guaranteed quality of servie for the traversing appliations.A �rst framework for network modeling and analysis based on deterministi queuing theoryis presented in [10℄. The authors model the interation between the appliation requirementsand network servies into a omplete mathematial framework based on tra� �ows. Within thisframework, network elements are further analyzed and modeled in isolation for more auray [11℄.7



8 CHAPTER 2. STATE OF THE ARTSpei� network modeling for real-time multimedia appliations appears in [12℄. The authorsmodel the network paket loss and delay and their e�ets on multimedia transmission, while in [13℄,the authors disuss di�erent paket loss metris based on the behavior of the network in terms ofloss burst length. Finally, [14℄ introdues a new network framework based on utility funtions. Theauthor disusses the trade-o� between the additional bene�t of alloating extra network resouresto one appliation and the overall system performane based on a limited amount of resoures.The above-mentioned frameworks and modeling deisions an provide e�ient means for ap-pliation adaptation as long as they provide meaningful metris. Values to these metris anbe obtained in real-time by e�ient network monitoring, along with estimation and preditionmehanisms. An e�ient method for robust monitoring of link delays and faults in IP networks ispresented in [15℄, while the authors of [16℄ disuss a new and fast end-to-end bandwidth preditionprotool. Deteting shared ongestion of �ows via end-to-end measurements is addressed in [17℄,while [18℄ o�ers an example of a system for network tra� predition. Internet path performaneestimation from an appliation perspetive is presented in [19℄.2.2.2 Network Level RoutingBased on the monitoring of network metris, e�ient routing algorithms are derived in orderto �nd suitable network paths for appliation data transmission. Regular optimization metrisfor routing optimization refer to the number of hops to the destination, link delay, end-to-endbandwidth or loss probability. Depending on the appliation, one or more of these metris arerelevant in the routing proess.Numerous routing algorithms have been proposed to optimize a given network QoS metri [20℄.More generally, routing with multiple metris is the target of many works in QoS routing. But QoSrouting with multiple onstraints is, in general, an NP hard problem. An initial proof, for the aseof at least two additive metris is given in [21℄. The authors propose heuristi algorithms for bothsoure routing, and hop-by-hop routing, whih �nd one path satisfying the QoS requirements ofmultimedia appliations. Reent works in multi-onstrained routing optimize a meaningful linear[22℄, respetively non-linear [23℄ relations between onstraints, using low omplexity algorithms.Another way to improve the QoS of internet appliations is to utilize multiple available networkpaths for data transmissions. Earlier e�orts on using multiple transmission paths onentrate onaggregating the available bandwidths on di�erent parallel paket routes between a server and alient. An overview of network striping tehniques is presented in [24℄, while the authors of [25℄provide a literature survey on tra� dispersion. More reently, the authors of [26℄ present adistane-vetor algorithm for �nding multiple paths, while the authors of [27℄ present a multi-path extension of Diret Soure Routing for wireless ad-ho environments. The purpose of thealgorithms is to ahieve load balaning over multiple paths [28℄, and to simultaneously minimizedelays. Algorithms for survivable networks onstrution are presented in [29℄.Similarly, funtions built on multiple path metris are used in [30,31℄ to �nd multiple networkpaths for streaming. The authors of [32℄ disuss the problem of �nding disjoint paths in single anddual link ost networks, while stability onditions for joint routing and rate ontrol are derivedin [33℄. A theoretial study of loop-free onditions for multipath routing that should improvenetwork performane is presented in [34℄, while [35℄ disusses the seletion of paths for multipathnetwork setting.Data tra� distribution over multiple network transmission paths is optimized by solvingpaket sheduling and �ow assignment problems. [36℄ presents an opportunisti tra� shedul-ing mehanism that works over multiple network paths, while tra� engineering for onstrainedmultipath routing is addressed in [37, 38℄. Flow assignment problems have been addressed in [39℄and [40℄. The authors of the �rst paper are onerned with optimally splitting the data on multi-ple disjoint paths in order to avoid paket re-sequening at the lient. The seond paper presentsan algorithm that minimizes the end-to-end delay of data transmission while omplying with anaggregated bandwidth onstraint. The optimization of the network resoure alloation in overlaymultiast is disussed in [41, 42℄, and paket splitting shedules for internet broadast ommuni-ations are introdued in [43℄.



2.2. NETWORKING APPROACH 9Finally, network servies an be enhaned by the ative impliation of some network elements inthe transmission proess. Adaptive bu�er management, along with paket forward error tehniqueare presented in [44, 45℄. Nodes an atively partiipate to a more robust paket transmission inthe framework of network oding [46℄ while new ongestion ontrol mehanisms [47℄ and adaptivesliding window strategies [48℄ o�er better appliation quality and fairness in the network resouresdistribution. A survey of ative network researh is presented in [49℄. QoS and multipath routinge�orts have a diret appliability in wireless systems where the wireless medium o�ers the haneof nodes interonnetion, or in peer-to-peer systems, when lient peers onnet to multiple souresin order to obtain the desired information.2.2.3 Wireless Protools and AdvanementsAs wireless tehnologies an o�er the multipath network framework envisioned in our thesis, wedisuss latest protool advanements, espeially towards interonneting available wireless ser-vies. An overview of wireless ommuniation and transmission priniples is presented in [50℄, andspei� 3G system spei�ations are detailed in [51�53℄. [54�56℄ present mehanisms for apaityimprovements to urrent wireless standards. Important statistis of a fading/shadowing hannelfor network performane analysis are analyzed in [57, 58℄. The works explore the limitations ofurrent wireless tehnologies, and o�er possible diretions of improvement.The multipath advantage of ad-ho wireless networks is disussed in [59℄. The authors proposea ooperative paket ahing and shortest multipath routing algorithm, while the authors of [60℄present a slight modi�ation to the network protool stak in order to failitate the onnetionof one WiFi wireless ard to multiple home networks. Besides these servie spei� solutions,interworking several wireless servies for multipath aess is slowly emerging as a viable om-merial solution in order to ahieve a better end-user appliation quality, over unreliable wirelesstransmission mediums. While initial ommerial produts that manage multiple wireless servieonnetivity already exist [61℄, standardization e�orts are paving the way towards more advanedproduts and servies [62, 63℄. The authors of [64℄ present handover possibilities between WLANand ellular wireless systems and disuss the possible issues and problems. The possibility offuture wireless network inter-onnetion for the provision of lient multiple aess is disussedin [65℄. Also, future wireless network paradigms of trying to ombine heterogeneous networks,both ellular, wireless hot spots and sensor networks are disussed in [63℄, while [66℄ disussespossible internet protool properties for wireless servies integration.2.2.4 PositioningWhile all these e�orts are enouraging for the multimedia streaming ommunity, as they o�erthe basis of network analysis and servie guarantee provisioning, they do not expliitly addressthe appliation harateristis. Transport mehanisms are optimized mainly with the �nal goalof ahieving better network utilization; they rely on algorithms that �nd the best transmissionstrategies given some established network metris. While this may be optimal in terms of networkutilization, it is however suboptimal from the point of view of the quality of servie for the mediastreaming appliation. In 30-80% of the ases, the best paths found by lassi routing algorithmsare suboptimal from a media perspetive [8℄.In our work we derive mehanisms adapted to the spei� streaming appliations onsidered.Carefully looking at the media enoding spei�s, we derive quality metris that we later use asoptimization metris in our algorithms. Hene, we provide protools for multipath seletion andrate alloation, along with sheduling and error robustness mehanisms, starting from the needs ofthe streaming appliation, and we optimize the routing and paket sheduling aordingly. As welater show, the improvement brought by our methods for the streaming appliation is onsiderable,and justi�es their use in the suessful integration of media appliations in future network systems.



10 CHAPTER 2. STATE OF THE ART2.3 Video Coding and Error Protetion2.3.1 Video Enoding StandardsThe signal proessing ommunity is onstantly direting its e�orts towards reating new videoenoding standards whih ahieve better ompression of the media information, and o�er a higherdegree of salability and robustness, helpful for transmission over an unreliable medium. Thefeatures of the latest video enoding standards like MPEG-4 [7℄ and H.264 [6℄ an be used by thestreaming appliation in order to better ope with variable network onditions. Overviews of theoding priniples laying at the foundation of these standards an be found in [67, 68℄.Multiple works present an overview of video oding tehniques that help the media appliationbetter ope with errors. Error resilient video enoding [69℄ and error onealment strategies atthe lient side [70, 71℄ are detailed. Error ontrol mehanisms for video ommuniation over theinternet are presented in [72℄, while the spei� priniples behind the video redundany oding inthe H.263+ standard is presented in [73℄. Further tehniques for paket loss resiliene based onvideo oding with optimal inter/intra mode swithing appear in [74℄.At the same time, appliation �exibility to network rate variations an be insured by salableenoding of the video data. Spatial, temporal, SNR salability, or any ombination of the above,permits the appliation to adapt the streaming rate to the available network resoures. Coarseenoding salability an be obtained by enoding multiple video layers [75℄, or multiple desriptions(MDC) [76℄ of the same video sequene. In the ase of video layers, the enoded video data ishierarhially organized into one base layer and a multitude of enhanement layers, suh that eahadditional video layer brings a quality improvement to the previous, already deoded layers. Onthe other hand, MDC enoding reates multiple di�erent, independent desriptions of the videodata. Eah desription an be independently deoded, o�ering a basi reonstruted quality of thevideo sequene, while aggregating multiple desriptions results in improved quality. One possibletehnique for the reation of multiple desriptions via forward error orretion is presented in [77℄.Finer grained adaptation of the enoded stream to hanging network onditions has beeninvestigated as an extension of the existing, non-salable video oding standards. In this ase,the video data is enoded in one base layer, and one or more FGS layers that an be trunkatedat byte level during the transmission proess. The appliation an hoose the optimal enodingrate or sale down the rate of a preexisting enoded sequene, aording to network onditions,by maximizing a video quality metri [78℄. The nonlinear representation of the total appliationquality as a funtion of total enoding rate is de�ned as a rate-distortion urve. An example ofsuh a representation for salable video enoding an be found in [79℄.2.3.2 Error Corretion in Video StreamingWhile media enoding with redundany and error robustness/onealment features at the en-oder/deoder o�er some protetion for the appliation against transmission failures, further pro-tetion mehanisms an be employed for appliation robustness against network errors.Network-layer error robustness strategies an be reative or proative [80�82℄. In the ase ofreative strategies, the system reats to a disovered paket loss, usually by retransmission (ARQ).While being bandwidth e�ient, suh strategies inur large delays, as they require feedbak fromthe media lient to the transmission server. In the ase of real-time multimedia appliations,or streaming sessions where the lient imposed playbak delay is small, proative strategies forerror robustness are advisable, as they are muh faster. Forward error orretion (FEC) is themain tehnique to provide a more reliable paket transmission in erasure networks. FEC usuallyprovides additional redundant pakets, whih are sent along the data pakets to the lient. Aslong as the lient reeives enough data and redundant pakets, it is able to reonstrut all originaldata pakets.FEC strategies lower the error probability for the transmitted pakets, at the expense of ad-ditional network resoures. Depending on the model for network losses [83℄, the appliation anadapt the FEC strategy [84℄. Suh ation an be modeled as a joint soure hannel oding op-



2.4. ADAPTIVE VIDEO STREAMING OVER THE INTERNET 11timization problem, whose purpose is to optimally alloate the network resoures among mediaand redundant pakets, so that the reonstruted quality of the media at the lient is maximized.The authors of [85℄ deal with the optimal alloation of MPEG-2 enoding and media-independentforward error orretion rates under the total given bandwidth. They de�ne optimality in termsof minimum pereptual distortion given a set of video and network parameters. They omputethe network error parameters after FEC deoding, and they derive the global set of equations thatlead to the optimal dynami rate alloation. A similar analysis is performed in [86℄. An optimalpartitioning between byte-level FEC and paket level FEC in the ase of video multiast overwired and wireless networks is presented [87℄.All these works onsider the network onditions as known a priori (e.g., hannel rate, proba-bility loss rate and average burst length). They an be further extended to a more general JSCC(rate alloation) problem that takes into aount intermediate ative nodes or multiple existingpaths between the server and the lient. With this respet, intermediate peer nodes an be usedby a streaming appliation to perform spei� tasks on the passing �ow in order to improve thestreaming proess. The authors of [88℄ present a multiast streaming arhiteture in whih inter-mediate nodes perform FEC operations on the stream in order to better ope with paket losseson the network links. A sheme for overlay multihop FEC for video streaming over peer-to-peernetworks an be found in [89℄.Finally, making a distintion among the media pakets that need to be proteted, more ad-vaned FEC strategies will add more redundany for the most important pakets of the stream,and less for the rest. Unequal error protetion (UEP) has been proved to better utilize networkresoures, enhaning thus the pereived quality of the multimedia appliation. Network adaptiveerror ontrol shemes for video streaming using hierarhial FEC are present in [90, 91℄.2.3.3 PositioningWhile these mehanisms o�er the �exibility needed in order to ope with network hannel errorsand variations, their design is based on the knowledge of network parameters. Their funtionalitydepends to some extent on the auray of the hannel estimation, hene when these estimationsare inexat, they are suseptible to failure. Intelligent sheduling on a paket level and adaptiverate alloation / error orretion deisions an adapt the media streaming deisions in ase ofnetwork parameter variability, and add an extra layer of �exibility in the wake of adverse networkonditions (e.g., bandwidth shortage, or variable transmission delays and jitter).In our work we present a study of di�erent forward error orretion tehniques for multimediastreaming. We disuss the FEC tehnique in the ase of salable media streaming over multipathnetworks. We ompare various algorithms that bring optimal results in a joint soure hanneloding framework, by exploiting the salable media oding paradigm and error orretion andsheduling �exibility. At the same time, we explore the trade-o� between omputational om-plexity and optimality of results, and propose simple and e�ient algorithms for our optimizationproblem. We also explore the possible appliation of FEC odes in real systems where the hoieof FEC modes is limited to a given set. Finally, we onsider the ase of in-network FEC proess-ing, where intermediate nodes have deoding apabilities on the passing �ows. We ompare theend-to-end optimal FEC alloation problem, with the per-hop FEC alloation, and we identifythe network senarios where intermediate node proessing of the passing �ows brings a notieableimprovement for the overall streaming proess.2.4 Adaptive Video Streaming over the Internet2.4.1 Adaptation MehanismsThe �exibility o�ered by the appliation enoding and ompression is exploited in the derivationof e�ient transport and network mehanisms and protools for media delivery. An overview ofthe main tendenies in network adaptive video streaming is presented in [92℄. These tendenies



12 CHAPTER 2. STATE OF THE ARTinlude robust transmission of media pakets via error orretion tehniques, paket sheduling foroptimal lient reeived media quality and rate adaptation and path seletion for the transmissionproess based on available network resoures.A �rst tehnique for the rate adaptation of smoothed variable bitrate video transmission ispresented in [93℄. The authors develop e�ient tehniques for transmitting video between twonetwork nodes. They minimize the network bandwidth requirements by haraterizing how thepeak transmission rate varies as a funtion of the playbak delay and the bu�er alloation at thetwo nodes. A di�erent approah is presented in [94℄, where the authors apply network alulus toobtain optimal multimedia smoothing in a deterministi framework.Furthermore, adaptation between appliation requirements and network resoures an be per-formed with the help of network elements, e.g., server, lient or intermediate node bu�ers, or proxyuse. The problem of bu�er management and dimensioning in the ase of parallel video serversis takled in [95℄. Using a generi bu�er-pool model with worst ase analysis, the author derivesupper bounds on the server bu�er requirements for a parallel server design with multiple disks perserver. A system for proxy ahing for media streaming over the internet is present in [96℄, whilelarge-sale personalized video streaming systems with program insertion proxies appear in [97℄.Network elements an failitate video transmission between a server and a lient, or an be helpfulfor in-network adaptation of the video stream, in order to math di�erent lient harateristis.The speial ase of video delivery from a streaming server to one or multiple lients through aproxy is presented in [98℄. The authors address the problem of e�iently streaming a set of hetero-geneous video streams from a remote server through a proxy to multiple asynhronous lients sothat they an experiene playbak with low startup delays. Salable proxy ahing of video understorage onstraints is also studied in [99℄. The authors propose two di�erent seletive ahing al-gorithms, appropriate for two di�erent network senarios, in order to inrease the relevant overallperformane metris in eah of the two ases.2.4.2 Multipath Video StreamingWireless or peer-to-peer network systems inherently o�er the media lient multiple hoies interms of network streaming paths and streaming soures. The �exibility and advantages o�eredby multipath streaming ome however at the expense of more omplex mehanisms for pathseletion and rate alloation, paket sheduling and streaming robustness.The bene�ts of multipath routing in multipath media streaming are presented in [100℄ and [1℄.Among the main bene�ts of using multiple paths between a media server and a lient we enumerate:(i) the redution in orrelation between paket losses, (ii) inreased throughput, and (iii) abilityto adjust to variations of ongestion patterns on di�erent parts of the network.An overview of video streaming tehniques for path diversity is presented in [101℄, while [102℄disusses optimization and evaluation riterions for multimedia appliations over multiple trans-mission paths. The authors of [103℄ implement and ompare multipath streaming solutions atthe transport and appliation layer. Multiple shemes are ompared and the advantages anddisadvantages of eah one of them is presented.Ongoing researh is direted towards solving problems assoiated with multipath streamingsenarios, as presented in [5℄. E�ient streaming mehanisms usually rely on salable mediadelivery over multipath topologies. The authors of [3℄ address the problem of multiple desriptionstreaming over ontent delivery networks. They partially disuss the in�uene of joint and disjointnetwork paths between the server and the lient, and o�er general rules for e�ient streaming. Atthe same time, the authors of [104℄ analyze a multiple path streaming senario for the transmissionof a video sequenes enoded in multiple desriptions. They minimize an additive distortion metri,omputed as the sum of the individual distortions of eah of the independent desriptions. Foromplexity reasons, their analysis is redued to a senario omprising two enoded desriptionsand two transmission paths.Spei� multipath streaming solutions for wireless WiFi networks are provided in [105�107℄,while the authors of [108℄ solve an optimization sheduling problem spei� for wireless networks,using a partially observable MDP. Furthermore, multiple transmission paths an be used in ellular



2.4. ADAPTIVE VIDEO STREAMING OVER THE INTERNET 13wireless systems, in order to enhane media streaming appliations [109℄. The authors of [110℄present a resoure alloation framework based on servie di�erentiation and analyze the apaitybene�t ahieved through servie prioritization and dynami rate adaptation.2.4.3 Rate Alloation and Path SeletionThe rate alloation and adaptation problem has been studied in simple one path streaming se-narios. The authors of [4℄ propose a novel rate alloation sheme to be used with FEC in order tominimize the probability of paket loss ongested networks. They present a protool suite (Trans-port Protool, Loss and Bandwidth Estimation, Rate Alloation Algorithm and Paket PartitionAlgorithm) and ompute the optimal rate alloation for the proposed distributed streaming modelwith FEC. Their work is later ontinued in [111℄ and [112℄.Other server-driven strategies have been proposed to adapt to hannel rate �utuations. Framedisard strategies have been proposed in [113, 114℄. These works address a network senarioonsisting of a single path between the server and the lient. When the available bandwidth isnot su�ient, the streaming server �nds the frames that an be disarded, in order to limit thedegradation of the video quality. Branh and bound strategies for rate adaptation and paketseletion have been reently proposed in [115℄ and [116℄. The authors extend the work of [117℄ byproviding faster algorithms for the analyzed rate-distortion optimization problem. Other paketseletion algorithms for adaptive transmission of smoothed video an be found in [118℄ whileadvanes in e�ient resoure alloation for paket-based real-time video streaming are reviewedin [119℄.Furthermore, rate alloation problems in multipath network environments are addressed in theurrent literature. The advantage of user-level hannel diversity is studied in [120℄ in terms ofperformane, fairness, robustness and ost. The authors of [121℄ solve the problem of �nding theoptimal set of network paths between the server and the lient, whih ensures a minimum startupdelay. This work gives a detailed analysis of the multipath routing problem from the networkingpoint of view. However, the authors do not take into aount the spei� harateristis of theenvisioned appliation. The work presented in [122℄ addresses a similar problem of hoosing thebest path from a media perspetive. However, the authors only address the question of pathswithing e�ieny from the media appliation point of view, and do not investigate the bene�tsof multipath streaming.2.4.4 Paket Sheduling in Video StreamingSpei� paket sheduling algorithms for streaming appliations an serve as rate adaptationmehanisms inside the network, when nodes an deide to drop/forward the inoming pakets asa funtion of the network status. At the same time they represent an e�ient transmission tool,in the ase of multipath streaming, when the sheduler deides whih media paket is forwardedon eah of the available paths, or a robustness mehanism against transmission errors, when themost important pakets an be sheduled for transmission multiple times.Paket sheduling deisions for multimedia streaming take into aount the available networkresoures and the spei� enoding of the media stream. Due to the preditive and salablefeatures of the enoder, di�erent media pakets have di�erent weights in the reonstrution of thereeived bitstream. Hene, optimal sheduling strategies must take into aount this feature inthe transmission proess. A simulation study of paket path diversity for media transport overthe internet an be found in [123℄, while an optimal paket sheduling mehanism for multipledesription oded video over lossy networks is presented in [124℄.Informed sheduling deisions optimize the reeived media quality under network resoures on-straints. Spei� sheduling algorithms for multimedia tra� either model the available networkhannel in a stohasti way, or rely on network information provided by estimation mehanisms.In the Rate-Distortion framework (RaDiO) presented in [117℄, the sheduling algorithm takes anoptimal deision (transmission poliy) for eah media paket/set of pakets, based on the stohas-ti parameters of the hannel model. The optimal sheduling solution omes at the expense of



14 CHAPTER 2. STATE OF THE ARTomplex omputations and large delays [125℄, [126℄. More reent RaDiO works address the paketsheduling problem in distributed setups, where intermediate nodes an take independent dei-sions on paket droping/forwarding [127℄. The framework an be extended to streaming senarioswith multiple available transmission paths [128℄, an example of whih being ad-ho wireless se-narios [129, 130℄. Robustness to model inauraies an be obtained by repeated transmissionsof the most important pakets in the bitstream. More reently, work has been direted towards�nding e�ient video paket sheduling models in the RaDiO framework for multipath transmis-sions. Media paket sheduling with path diversity or server diversity is addressed in [131, 132℄.Their sender-driven sheme enables the lient to deide whih paket to request at whih instaneof time and on whih path/from whih server, on a rate-distortion optimized way. The model isapplied to other partiular streaming setups in [133,134℄.On the other hand, [135,136℄ base the paket sheduling deisions on prior information aboutthe network obtained from network estimation algorithms. The multipath EDPF algorithmfrom [135℄ solves the paket sheduling problem by omputing the earliest delivery time for eahpaket, on eah of the available network paths. By sending eah paket on the path that ensuresthe earliest delivery at the lient, the authors minimize the paket reordering ost. Later, the sameauthors improve their algorithm with a seletive frame disard strategy that drops less importantframes in ase the hannel bandwidth is smaller than the enoded video rate [137℄. While thesealgorithms are less omplex and perform faster, they are vulnerable to hannel predition errors.Previous works [138℄, [139℄ enhane the robustness to hannel predition errors, by designing a newsheduling model, in whih the pakets/frames in a bitstream are rearranged. The most importantparts of the bitstream are advaned ahead of the less important ones, so that they are sheduledfor transmission with higher priority. [140℄ presents a delay-optimized robust transmission shemefor images, over multiple hannels. Suh mehanisms inrease the probability of suessful trans-mission of information neessary for orret deoding, however, they ome at the expense of extradelays and oupied bu�er spae.2.4.5 Wireless Streaming and Cross-layer DesignWireless systems, beause of their parallel presene and inter-operability possibilities represent afuture platform for multipath streaming appliations. The overview work of [141℄ gives a ompletepresentation of potential streaming systems in wireless networks and disusses the standardizatione�orts. Reent advanes in wireless media delivery are presented in [142℄, while spei� streamingappliations for WiFi networks are disussed in [143℄. The authors desribe the general issuesinvolved in integrating multiple desription oding with layered video oding within a wirelessmultipath network environment and they ompare the performane of the two enoding tehniquesunder di�erent path onditions. At the same time, e�ient tehniques for streaming over wirelessnetworks that o�er some QoS guarantees (e.g., UMTS networks [144℄) are presented in [145℄.Here, hannel e�ieny is improved by using the ommon UMTS hannel for streaming, alongwith proative hybrid ARQ protools.The ross layer design (CLD) paradigm emerged lately as a more e�ient way to optimize theperformane of multimedia appliations over unreliable networks. It involves the ommuniationand ooperation between the standard network layers in order to take informed appliation trans-mission deisions. To this end, the optimizer relies on the knowledge of system parameters fromdi�erent layers of the network arhiteture when taking the optimal deision.The authors of [146, 147℄ address the issue of ross-layer networking, where the physial andMAC layer knowledge of the wireless medium is shared with higher layers, in order to providee�ient methods of alloating network resoures and appliations over the internet. They providean overview of the main hallenges in mathing the instantaneous radio hannel onditions andapaity needs with the tra� and ongestion onditions found over the paket-based world ofthe Internet. Relevant tehnial hallenges of ross-layer design with a fous on video streamingover wireless networks are also present in [148℄. They also address the impat the ross layeroptimization strategy deployed at one lient has on the multimedia performane of other stations.



2.4. ADAPTIVE VIDEO STREAMING OVER THE INTERNET 15A main interest of ross-layer design tehniques is to adapt the streaming appliation parame-ters based on information taken for the wireless medium. A dynami OFDMA-FDMA transmissionsystem delivering MPEG4 video streams is presented in [149℄. The authors of [147℄ propose a jointoptimization of the appliation layer together with the data-link and physial layer of the protoolstak, using an appliation oriented objetive funtion in order to maximize user satisfation inHyperlan systems. IEEE 802.11 based networks are disussed in [150℄. The authors evaluate dif-ferent error ontrol and adaptation mehanisms available for robust video transmission, in di�erentlayers of the network arhiteture. Finally, the authors of [151℄ propose a ross layer design for thereal time streaming of prereorded video with prefething to lients in wireless CDMA networks,while [152℄ address the same problem in UMTS systems.While some of the required parameters from the di�erent network layers do not have a diretmeaning or equivalent in other layers, it is ruial for an e�etive system to onstrut realistiabstrations of these parameters. [153, 154℄ present a possible arhiteture for video delivery in amulti-user wireless environment, based on parameter abstration at the physial, data link andappliation layer. Similar systems are presented in [155,156℄, while [157℄ uses the ross layer designparadigm in the ontext of multi-user, multi-appliation wireless networks. Finally more systemor prototyping issues are raised in [158,159℄.A autionary perspetive on ross-layer design is o�ered in [160℄. The authors ontend thata good arhitetural design leads to proliferation and longevity, and explain this by means ofexamples. They also evidentiate the risk of unintended ross-layer interations, with undesirableonsequenes on overall system performane, in the ase of ross layer optimization.2.4.6 Appliations and Systems of Multipath StreamingDepending on the envisioned appliation setup, more streaming senarios an be onsidered. One-to-one network senarios refer to the ase of a single stream transmission between a server anda lient. In one-to-many network senarios more lients want to have aess to the same on-tent, leading to multiast systems as presented in [161℄ or [162℄, or tree-based peer-to-peer net-works [163, 164℄. Many-to-one and many-to-many senarios refer to larger setups where one ormore lients have aess to di�erent soures. Prominent examples of suh senarios are ContentDistribution Networks (CDN) [165℄, large-sale peer-to-peer networks (multiple trees or mesh ar-hitetures), and large-sale multimedia streaming deployment arhitetures [166℄. Finally, thenetwork transport medium should be onsidered in all these senarios. Speial mehanisms arederived for the wireless networks, aording to the harateristis of this medium [2,167℄.Wireless streaming senarios and peer-to-peer streaming appliations are two of the mostprominent examples of appliation delivery setups with an inherent multipath topology. Peer-to-peer systems take advantage of the spei� network arhiteture in order to o�er heap and robusttransmission of appliation pakets. An overview of design hoies when reating a new peer-to-peer system (mesh, tree or multiple trees arhitetures) is presented in [168℄, while systems formulti-point to point ommuniations are disussed in [169℄. Latest advanes in peer-to-peer teh-nology and systems seem to spark the attention of the multimedia streaming ommunity towardsdeveloping rih media streaming solutions on suh distributed platforms. The latest suess of theSkype [170℄ and BitTorrent [171℄ protools demonstrate that suh systems an provide su�ientaverage bandwidth for video streaming appliations and are suitable for real time ommuniation.Probably the �rst notable example of distributed video streaming is presented in [172℄. The au-thors onsider the ooperation between lients aessing a resoure, in order to alleviate the loadon the server. The work is set in the ontext of a traditional lient-server framework, but relieson peer ooperation to distribute ontent, instead of dediated servers that are geographiallydeployed (e.g., Content Distribution Networks [3℄). Peer-to-peer systems like the ones proposedin [173�176℄ already propose basi multimedia streaming solutions.Tehniques for the optimization of multipath wireless ad-ho streaming appliations are dis-ussed in [177℄. Multi-stream oding, ombined with multipath transmission, has been presentedin [178℄ as a solution to �ght against network errors in an ad-ho network environment. Otherworks in distributed video streaming [179�181℄ deal with resoure alloation and sheduling on



16 CHAPTER 2. STATE OF THE ARTmultiple, a priori hosen streaming paths, with the �nal goal of minimizing the overall distortionpereived by the media lients. All these works rely on a given set of transmission paths, andtry to optimally exploit these network resoures. However, none of them spei�ally targets theoptimal hoie of the streaming paths and the orresponding rate alloation problem.2.4.7 PositioningWhile a lot of works onentrate on the media streaming domain as presented above, we onsiderthat numerous issues still remain unsolved or just partially addressed. We fous on a one-to-onestreaming senario de�ned by the transmission of a salable enoded media sequene over a beste�ort network omprising multiple available paths between the server and the lient. While thisframework is promising in terms of future media delivery appliations, onsidering the emergingnetwork arhitetures, it also poses spei� problems not thoroughly investigated yet. For examplethe joint optimization of appliation soure rate, transmission path hoie and path rate alloationremains unaddressed. In this thesis, we propose a mathematial model for analyzing this problem.Our analysis leads to the derivation of general rules and algorithms for e�ient streaming in bothentralized or distributed network senarios.At the same time, we shift the fous of our proposed solutions from the traditional optimizationof network metris towards appliation-oriented quality metris. Our joint onsideration of networkresoures and onstraints on one side, and appliation-spei� requirements on the other side, givesus new leverage during the transmission deision proess. From this point of view, in our workwe go one step beyond the state of the art solutions, in order to provide more e�ient mediasheduling solutions, with inreased robustness against network shortages. Our methods generallyguarantee smoother quality variations at the lient ompared to previous methods, while still beingsimple and requiring limited omputational resoures.Finally, we provide a possible appliation senario where media appliations are integrated in ageneral servie network. By fully exploiting the salability properties of the latest media enodingstandards, along with new appliation-oriented optimization metris, we ahieve better and morefair lient pereived results.



Chapter 3Media Flow Rate Alloation inMultipath Networks
3.1 IntrodutionIn this hapter, we address the problem of joint path seletion and soure rate alloation in order tooptimize the media spei� quality of servie when streaming stored video sequenes on multipathnetworks. An optimization problem is proposed in order to minimize the end-to-end distortion,whih depends on video sequene dependent parameters, and network properties. An in-depthanalysis of the media distortion harateristis allows us to de�ne a low omplexity algorithmfor an optimal �ow rate alloation in multipath network senarios. In partiular, we show that agreedy alloation of rate along paths with inreasing error probability leads to an optimal solution.We argue that a network path shall not be hosen for transmission, unless all other available pathswith lower error probability have been hosen. Moreover, the hosen paths should be used attheir maximum available end-to-end bandwidth. Simulation results show that the optimal �owrate alloation arefully adapts the total streaming rate and the number of hosen paths to theend-to-end transmission error probability. In many senarios, the optimal rate alloation providesmore than 20% improvement in reeived video quality, ompared to heuristi-based algorithms.This motivates its use in multipath networks, where it optimizes media spei� quality of servie,and simultaneously saves network resoures at the prie of a very low omputational omplexity.The main ontributions brought in this hapter an be brie�y summarized as follows:

• We propose a general framework for streaming of pre-enoded media data in multipathnetworks, whih enompasses network and media aware metris;
• We perform the �rst theoretial media �ow analysis on the optimality of number, and hoieof network paths, in terms of end-to-end Quality of Servie;
• We provide a linear time media aware routing algorithm that outputs the optimal set ofnetwork paths to be used in streaming pre-enoded video sequenes, along with the orre-sponding �ow rate distribution.The hapter is organized as follows: Setion 3.2 presents the streaming framework and formu-lates our optimization problem. The theoretial analysis of the streaming proess is developed inSetion 3.3 and Setion 3.4 presents the routing algorithm. We disuss pratial implementationsenarios and limitations in Setion 3.5 and present our main results in Setion 3.6. Finally weonlude in Setion 3.7. 17
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L7(ρ 7, θ 7)Figure 3.1: Multipath Network Senario.3.2 Distortion Optimized Multipath Media Streaming3.2.1 Multipath Network ModelWe onsider a framework where the media streaming appliation uses a multipath network, whihan be represented as follows. The available network between a media server S and a lient C ismodeled as a fully onneted direted ayli graph G(V, E), where V = {Ni} is the set of nodes inthe network, and E is the set of links or segments (see Figure 4.11). Eah link Lu = (Ni, Nj) ∈ Eonneting nodes Ni and Nj has two assoiated positive metris:
• the available bandwidth ρu > 0 expressed in some appropriate unit (e.g., kbps), and,
• the average loss probability θu ∈ [0, 1], assumed to be independent of the streaming rate.Let P = {P1, ..., Pn} denote the set of available loop-free paths between the server S andthe lient C in G, with n the total number of non-idential end-to-end paths. A path Pi =

(S, Ni, Nj, ..., C) is de�ned as an ordered list of nodes and their onneting links, suh that no nodeappears more than one, and that eah link Lu between two onseutive nodes in the path belongsto the set of segments E. Let further bi and pi denote respetively the end-to-end bandwidth andloss probability of path Pi. We de�ne the bandwidth of an individual path Pi as the minimum ofthe bandwidths among all links on the path (i.e., the �bottlenek bandwidth"). Hene, we have
bi = min

Lu∈Pi

(ρu) . (3.1)Under the ommonly aepted assumption that the loss proess is independent on two on-seutive network segments, and identially distributed on two or more �ows traversing the samesegment, the end-to-end loss probability on path Pi beomes a multipliative funtion of theindividual loss probabilities of all segments omposing the path. It an be written as:
pi = 1 −

∏

Lu∈Pi

(1 − θu) . (3.2)Finally, the media appliation sends data at rate ri on path Pi, with a ost ci. The ostrepresents the prie to be paid by the streaming appliation, for using path Pi. As, in general,the underlying transport medium should be transparent for the appliation, we de�ne the ostfuntion as dependent only on the total �ow rate ri sent by the appliation on path Pi. A linearost relation is simply expressed as follows :
ci =

{

k · ri if Pi is used, with ri ≤ bi

0 if Pi is not used , (3.3)where k is a onstant (i.e., the ost fator is idential for any path Pi ∈ P). In this networkmodel, e�ient streaming strategies have to arefully alloate the rate between the di�erent net-work paths. The goal of the next setions is to get the best out of the multipath network, both interms of ost, and from a media-driven quality of servie perspetive.
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L7Figure 3.2: Equivalent transformation between a network graph and a tree of paths between theserver and the lient.3.2.2 From Network Graph to Flow TreeIn order to study the �ow rate alloation problem in multipath networks, we use a �ow treerepresentation of the network graph G. The media server beomes the root of the tree, and eah�ow Fi represents the share of the overall media stream, whih is sent on a network path Pi. Themedia stream is the omposition of individual media �ows, and the lient is represented as a set ofleaf nodes, with one leaf per �ow. Note that several methods in graph theory have been proposedfor onstruting suh trees, and we rather onentrate in our work on the rate alloation problem,among the branhes of the tree. In this ase, the rate alloation beomes a �ow assignmentproblem.Considering that there is (at most) one �ow for eah network path Pi, we an transform theoriginal network graph G into a �ow tree by dupliating any network edge and vertex that isshared by more than one network path, as represented in Figure 3.2. Sine the transformationfrom paths to �ows is bijetive, eah �ow is haraterized by a maximal end-to-end streaming rate,and an end-to-end loss probability, as omputed in Setion 3.2.1. The �ow Fi on path Pi uses astreaming rate ri ≤ bi, with a loss probability pi, and a ost ci = k · ri.Due to the assumption of rate independent loss proess, any two �ows in the tree are inde-pendent in terms of loss probability. However, �ows may be dependent in terms of aggregatedbandwidth, sine they may share joint bottlenek links. The �ow tree representation allows usto expliit the onstraints imposed on a valid rate alloation. These onstraints are imposed bybandwidth limitation on the network links, and �ow onservation in the network nodes. The ne-essary and su�ient onditions for the �ow tree model to be a valid representation of the originalnetwork graph an �nally be grouped into single �ow, and multiple �ow onstraints and expressedas:1. Single Flow Constraints:
• path bandwidth limitations: ri ≤ bi, ∀Pi ∈ P ;
• �ow onservation at intermediate nodes: for every node Nj ∈ Pi, rin

i = rout
i = ri, where

rin
i and rout

i are the inoming and respetively outgoing rates of Fi passing throughnode Nj.2. Multiple Flow Constraints:
• link bandwidth limitations:

∑

Pi:Lu∈Pi

ri ≤ ρu, ∀Lu ∈ E;
• �ow onservation at intermediate nodes: for every node Nj ∈ V :
∑

Pi

rin
i =

∑

Pi

rout
i =

∑

Pi

ri, ∀Pi : Nj ∈ Pi.



20 CHAPTER 3. MEDIA FLOW RATE ALLOCATION IN MULTIPATH NETWORKSWhile the transformation between the network graph and the �ow tree an be made for anytype of graph, the hoie of transmission paths in the �ow tree may a�et the total availableresoures of the network. Let path Pi be oupied by �ow Fi haraterized by its rate ri, andlet G′ be the residual graph, after isolating �ow Fi. We de�ne f = maxflow(G(V, E)) as themaximum �ow rate sustained by the network graph G. For general network graphs the followingrelation is always true:
f ≥ ri + f ′, (3.4)where f ′ is the maximum �ow of the residual graph G′.We identify a speial ategory of network graphs for whih the previous relation always yieldsan equality, independent of our hoie of Fi. We all this graphs as �ow-equivalent graphs.Flow-equivalent graphs ontain every possible network graph that exhibits a single joint networksegment, or multiple joint network segments belonging to independent network subgraphs. Moregeneral network graphs may also belong to the ategory of �ow-equivalent graphs, dependingon the network segment parameters. As �ow-equivalent graphs map most ommon streamingsenarios and o�er a simpli�ed analysis of our optimization problem, they will be used in the restof this hapter.3.2.3 Media-Driven Quality of ServieThe end-to-end distortion, as pereived by the media lient, an generally be omputed as thesum of the soure distortion and the hannel distortion. In other words, the quality depends onboth the distortion due to a lossy enoding of the media information, and the distortion due tolosses experiened in the network. The soure distortion DS is mostly driven by the soure orstreaming rate R and the media sequene ontent, whose harateristis in�uene the performaneof the enoder (e.g., for the same bit rate, the more omplex the sequene, the lower the quality).The soure distortion deays with inreasing enoding rate; the deay is quite steep for low bitrate values, but it beomes very slow at high bit rate. The hannel distortion DL is dependent onthe average loss probability π, and the sequene harateristis. It is roughly proportional to thenumber of video entities (e.g., frames) that annot be deoded orretly, and an inrease in lossprobability augments the hannel distortion DL. Overall, the end-to-end distortion an thus bewritten as:

D = DS + DL = f(R, π, Γ) , (3.5)where Γ represents the set of parameters that desribe the media sequene. This generi distor-tion model is quite ommonly aepted, as it an aommodate a variety of streaming senarios.For example, when error orretion is available, the total streaming rate has to be split betweenthe video soure rate that drives the soure distortion DS and the hannel rate, whih diretlyin�uenes the video loss rate π [85℄.The total streaming rate R, and the end-to-end loss probability π diretly depend on thepath seletion and the �ow rate alloation. In the multipath senario desribed before, the mediaappliation uses rate alloation ~R = [r1, ...rn], where the �ow rate ri, with 0 ≤ ri ≤ bi, representsthe streaming rate on path Pi ∈ P . The total media streaming rate R is expressed as:
R =

n
∑

i=1

ri ≤
n
∑

i=1

bi . (3.6)The overall loss probability π experiened by the media appliation an be omputed as theaverage of the loss probabilities of the n paths:
π =

∑n
i=1 pi · ri
∑n

i=1 ri

. (3.7)



3.2. DISTORTION OPTIMIZED MULTIPATH MEDIA STREAMING 21The average end-to-end distortion model is a simple and general approximation, suitable formost ommon streaming strategies where the number of pakets per frame is independent of theenoding rate. Note that the atual video loss proess is likely to present a low orrelation, dueto the usage of multiple paths. Under the given network assumptions, the video distortion metribeomes quite insensitive to the atual link error model, and is mostly in�uened by the averageloss probability on the given network segment.It is important to note that inreasing R with the addition of a path redues the soure distor-tion. However, the addition of a path generally impats the loss probability π, and may augmentthe hannel distortion. The optimal �ow rate alloation therefore results from a trade-o� betweeninreasing the streaming rate, and ontrolling the end-to-end loss probability. Finally, sine pathsmay not be ompletely disjoint, ~R is a valid rate alloation on the network graph G, if and onlyif G an simultaneously aommodate the �ow rates on all paths in P . A neessary ondition forthe equality in the right-hand side of Eq. (3.6) to be veri�ed requires that all bottlenek links ofthe n streaming paths are disjoint. Su�ient onditions for valid rate alloation are analyzed inthe next setion.3.2.4 Multipath Rate Alloation: Problem FormulationWe onsider the problem of the optimal routing and rate alloation strategy, for a given videostream that an be split into �ows sent on di�erent network paths between the streaming server,and the media lient. The rate onstraints are diretly given by the network status, as shownbefore, and the overall streaming rate an be adapted by simple operations at the server (e.g.,paket �ltering). We an formulate the optimal multipath rate alloation problem as follows.Given a network graph G, the optimization problem onsists in jointly �nding the optimalsending rate for a video paket stream, along with the optimal subset of network paths to beused for transmission, suh that the end-to-end distortion is minimized. Equivalently, using the�ow tree representation of the network graph proposed in Setion 3.2.2, the optimization problemtranslates into �nding the optimal rate alloation for eah of the �ows in the tree, suh that thevideo distortion is minimized. It an be formulated as follows:Multimedia Rate Alloation Problem (MMR): Given the network graph G, the numberof di�erent paths or �ows n, the video sequene harateristis (Γ), and the total streaming budget
Q, �nd the optimal rate alloation ~R∗ = [r1, ...rn]∗ that minimizes the distortion metri D:

~R∗ = arg min
~R

D(r1, ...rn)

= arg min
~R

f(R, π, Γ) (3.8)where R =

n
∑

i=1

ri and π =

∑n
i=1 pi · ri
∑n

i=1 ri

, under the following onstraints:1. Budget Constraints: ∑n
i=1 ci ≤ Q;2. Single Flow Constraints;3. Multiple Flow Constraints.In the next setion, we present a detailed analysis of a typial distortion model for videosequenes. While the non-onvexity of the optimization metri does not permit an easy solutionby integration of the onstraints into a Lagrangian formulation, our analysis eventually allows usto de�ne a simple algorithm, able to �nd the optimal rate alloation for �ow-equivalent graphs,with linear time omplexity.
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Figure 3.3: Overall distortion measurefor two network paths in funtion of avail-able rates, α = 1.76 · 105, ξ = −0.658,
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Figure 3.4: Overall distortion behavioras a funtion of r2, for various �xed valuesof r1.3.3 Flow Rate Alloation Analysis3.3.1 End-to-end Distortion ModelWe introdue in this setion a quite generi distortion model, whih is able to apture the in�ueneof the average enoding rate on the soure distortion, as well as the impat of losses on the hanneldistortion. Reall that our objetive is to �nd the best �ow rate alloation on a multipath networkwith known average statistis. Hene, we are looking for an average distortion model that is ableto estimate the video quality of servie in a stationary regime.In low to medium bit rate video streaming, it is ommonly aepted that the soure distortion isa deaying exponential funtion on the enoding rate, while the hannel distortion is proportionalto the number of lost pakets (i.e., the paket loss probability, when the number of paket perframe is independent of the bit rate) [182℄. Hene, we an expliitly formulate the Mean-SquareError distortion metri as:
D = α · Rξ + β · π (3.9)where α, β ∈ ℜ+ and −1 ≤ ξ ≤ 0 are parameters that depend on the video sequene. Thisdistortion model is a simple and general approximation that follows losely the behavior of moresophistiated distortion measures, suh as those proposed in [183�185℄. Sine it is suitable formost ommon streaming strategies where the number of pakets per frame is independent of theenoding rate, we use the model of Eq. (3.9) in the remainder of this hapter. It an be noted thatour simple model does not take into aount the exat harateristis of the loss proess, and thatit mostly aptures the e�et of independent losses. We assume that bursts of losses on the videopaket stream are quite unlikely due to the partitioning in multiple �ows. Simple interleaving analso be applied to redue the e�ets of bursts, if delay permits it. Finally, we should stress outthat bursts of video pakets losses are in general less penalizing for the hannel distortion [83℄, sothat our model has the advantage to provide a worst ase estimate of the end-to-end distortion.Before going deeper in the analysis of �ow rate alloation, we propose a simple example toillustrate the behavior of the end-to-end video distortion in a multipath senario. We onsidera basi network senario onsisting of two disjoint network paths, P1 and P2, with bandwidth

b1 = b2 = 1000kbps, and loss probabilities p1 = 2% and p2 = 4%, respetively. Consider twoindependent �ows F1 and F2 omposing the same video stream, and traversing the two networkpaths with streaming rates r1 ≤ b1, and r2 ≤ b2. The evolution of the distortion funtion given inEq. (3.9) is presented in Figure 3.3, for a test video sequene (i.e., Foreman CIF).As expeted, we observe that the derease in distortion is larger if we inrease the rate of �ow
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F1, than if we equivalently inrease the rate of �ow F2. This behavior is due to the lower lossprobability that a�ets the path followed by the �ow F1. At the same time, we observe that thedistortion metri is always dereasing with the inrease of r1, hene it is optimal to fully utilize thebandwidth of the path with the smallest loss probability. In this ase, for a given paket loss rate,it is better to inrease the quality of eah video frame by augmenting the rate r1, as expeted.More interestingly, Figure 3.4 shows that the behavior of the distortion as a funtion of the rate
r2, depends on the value of the rate r1. For high values of r1, the distortion an even inrease withgrowing rate r2. Beyond a given value of the streaming rate on the most reliable network path,adding an extra �ow an degrade the end-to-end quality of the media appliation sine the paketloss rate inreases. In this ase, the negative in�uene of the error proess on the seond networkpath is greater than the improvement brought by additional streaming rate. Suh a behavior isthe key to explain why using all the paths to their full bandwidth does not neessarily result in ane�ient strategy when streaming video data. Finally, the same type of behavior an be observedfor stored video paket streams that are built on video pakets and error ontrol pakets (e.g.,Forward Error Corretion). In this ase, the sensitivity of the hannel distortion is obviously lowerfor low error rates, but rapidly inreases when the hannel protetion beomes insu�ient.3.3.2 Maximum or Null FlowsWe now generalize the previous observations, and derive theorems that guide the design of anoptimal rate alloation strategy for a given video paket stream in a �ow equivalent network. Thissetion shows that, in the optimal rate alloation, a �ow is either used at its full bandwidth, or notused at all. Furthermore, the optimal rate alloation always hooses the lowest loss probabilitypaths, i.e., a path shall not be seleted, unless all other paths with a lower loss probability havebeen piked before. We start from an ideal streaming senario with unlimited budget and disjointnetwork paths, and eventually add budget and �ow onstraints, whih are however shown not toa�et the initial �ndings.Assume that the n disjoint network paths are represented into a tree of �ows as explained inSetion 3.2.2. Without loss of generality, we further assume that �ows Fi with 1 ≤ i ≤ n, arearranged in inreasing order of the loss probability, i.e., p1 < p2 < ... < pn. We note that, fromthe distortion metri point of view, any two �ows Fi and Fj, with rates ri and rj and traversingpaths Pi and Pj with the same loss probability pi = pj , an be observed as a single �ow a�eted bythe same loss probability pi, and having an aggregated rate ri + rj . Under these generi settings,we �rst laim that the optimal rate alloation either uses a network path to its full bandwidth, ordoes not use it at all.Theorem 3.3.1 (On-O� Flows). Given a �ow tree with independent �ows Fi having rates ri ∈
[0, bi] and a distortion metri as de�ned in Eq. (3.9), the optimal solution of the MMR problemwhen all the paths are disjoint, lies at the margins of the value intervals for all ri. In other words,the optimal value of ri is either 0 or bi, ∀i : 1 ≤ i ≤ n.Proof. Deriving the distortion D given in Eq. (3.9) with respet to the rate ri, ∀i : 1 ≤ i ≤ n, weobtain:
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∂ri

= 0 for any ri, implies:
α · ξ · (ri + λ)ξ+1 + β · µ = 0where λ and µ stay onstant in our proeeding. Sine 0 ≤ ξ + 1 ≤ 1, the equation has a single�nite solution:
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r∗i = ξ+1

√

β · µ

−α · ξ
− λAt the same time, the derivative in any point ri < r∗i is positive, while to the right of theoptimal value, it is negative (sine ξ < 0, and all other terms are positive). Hene r∗i is a point ofloal maximum for the distortion funtion D, whih means that only values at the margins of thevalue interval for ri an minimize the objetive funtion1.It an be further observed that, in the ase of r1, it holds that ∂D

∂r1
< 0, for any positive valueof r1 (sine ξ < 0, α, β > 0 and p1 − pj < 0, ∀j : 2 ≤ j ≤ n). Hene the value r1 = b1 alwaysminimizes the objetive funtion, and is part of the optimal solution.Corollary 3.3.1. Given a �ow tree with independent �ows Fi having rates ri ∈ [0, bi] and adistortion metri as de�ned in Eq. (3.9), the optimal solution of the MMR problem when all pathsare disjoint, alloates r1 = b1, where the path P1 is the path with the lowest loss probability.Theorem 3.3.1 greatly redues the searh spae for an optimal solution to the MMR optimiza-tion problem. Hene we an rewrite the optimal streaming solution as a vetor Φ of boolean values

φi for eah �ow Fi, where φi = 1 means that path Pi is used with full rate ri = bi, and φi = 0denotes the fat that the path Pi is not used by the streaming appliation. The previous orollaryfurther says that Φ = [φ1 = 1, φ2, ..., φn] is part of the optimal solution.For bounded intervals for all rates ri, 2n−1 omputations are su�ient for �nding the optimalsolution vetor. For pratial senarios, with a limited number of available network paths betweena server and a lient, this number of omputations is in general quite low. We an however furtheronstrain the searh spae by onsidering that the optimal rate alloation always uses �rst thenetwork paths with the smallest loss probabilities.Theorem 3.3.2 (Parameter Deoupling). Given a �ow tree with independent, disjoint �ows Fihaving rates ri ∈ [0, bi] and a distortion metri as de�ned in Eq. (3.9), the struture of the optimalrate alloation is Φ∗ = [1, 1, ..., 1, 0, 0, ...0].Proof. We prove the result by indution. Reall that the network paths/�ows are arranged ininreasing order of their loss probabilities pi. We have already seen that Φ = [φ1 = 1, φ2, ..., φn] ispart of the optimal solution. Next we show that, for n ≥ 3, Φ = [φ1 = 1, φ2 = 0, φ3 = 1, φ4, ..., φn]annot be part of the optimal solution.For the sake of larity, let us remove φi's with i > 3 from the notation, sine they stayonstant in our proof. By ontradition, assume that Φ is part of the optimal solution. It meansthat D(b1, 0, b3) < D(b1, 0, 0). Sine the paths are ordered with inreasing values of the lossprobabilities and onsidered to be disjoint, we an always transfer part of the rate from F3 to F2,and improve the distortion. Let r2 = min(b2, b3), and r3 = [b3 − b2]
+. We have:

D(b1, r2, r3) < D(b1, 0, b3) < D(b1, 0, 0)The �rst inequality omes from the de�nition of the distortion metri, the seond one from theassumption that Φ is part of the optimal solution. We an further distinguish two ases:
• b2 ≤ b3. Then, r2 = b2, and r3 ≥ 0. Aording to Theorem 3.3.1, there exists a solution

D(b1, b2, b3 · φ∗
3) < D(b1, b2, r3) < D(b1, 0, b3), with φ∗

3 ∈ {0, 1}. Φ annot be part of theoptimal solution sine φ∗
2 = 1, whih ontradits our assumption.

• b2 > b3. Then, r2 = b3 and r3 = 0, and we have D(b1, b3, 0) < D(b1, 0, b3) < D(b1, 0, 0).From Theorem 3.3.1, there exists an even better solution where r2 = b2, leading to Φ∗ =
[110], whih again ontradits our assumption.1Sine r∗i is the only �nite solution, this statement is valid even if r∗i is not ontained in [0, bi].



3.3. FLOW RATE ALLOCATION ANALYSIS 25Next, we prove that Φ = [1...1, 0...0, 1...1, φm, ..., φn] annot be part of the optimal solution. Inother words, we prove that the optimal rate alloation Φ∗ an only be a series of onseutive 1's,followed by a series of onseutive 0's. Let φj = 0 and φk = 0, with j < m, k < m, be the startand end of the series of onseutive 0's in Φ. Following the same reasoning as before, transferringrate from �ows Fi, with k + 1 < i < m − 1, to Fj an only improve the overall distortion. If
bj ≤

∑m−1
i=k+1 bi, it diretly leads to a solution with φj = 1 that is better than Φ. Otherwise,it leads to a solution where rj =

∑m−1
i=k+1 bi and φi = 0 for j < i < m, whih an further beimproved by hoosing either rj = bj or rj = 0 (from Theorem 3.3.1). Both ases exlude φj = 0and φi = 1 for j < i < m to be simultaneously part of the optimal solution. The proof an furtherbe extended to the omplete series of onseutive 0's in Φ.The previous theorems show that we an �nd the optimal solution for our optimization problemby iteratively searhing all available network paths Pi, taken in asending order of their lossprobability pi. One we �nd a network path that an improve the overall distortion result, beforeusing it, we have to make sure that all other network paths with better loss parameters are alreadyused to their maximum available bandwidth. Hene, the searh spae is redued to a maximumof n omputations.3.3.3 Non-Disjoint Network PathsWe now show that, relaxing the assumption on disjoint network paths in the original networkgraph does not hange the general form of the optimal solution, in the ase of �ow-equivalentgraphs. We assume that in the original �ow-equivalent network graph G, there is at least onebottlenek link Lu, shared by at least two distint network paths. Let Bu = {Pk}, ∀k : Lu ∈ Pk,be the set of paths sharing the bottlenek link Lu. In this partiular ase, while using any of thepaths Pk alone yields an available bandwidth bk ≤ ρu, using all of them in the same time results inan aggregated bandwidth ∑k bk ≥ ρu. Note that Lu may or may not be a bottlenek link for anyof the paths Pk treated independently. The paths Pk in Bu are alled �joint paths". The followingtheorem regulates the sharing of bandwidth ρu among paths Pk:Theorem 3.3.3 (Bottlenek Bandwidth Sharing). Let Lu be a bottlenek link for the set of paths

Bu = {Pk} in the �ow-equivalent graph G, the bottlenek link bandwidth ρu shall be shared amongpaths Pk in a greedy way, starting with the path a�eted by the lowest loss probability.Proof. As previously, let the paths Pk ∈ Bu be arranged in inreasing order of their loss probabil-ities pk. Let further ~Ru = {rk}Pk∈Bu
denote a valid rate alloation among the non-disjoint paths.Reall that a valid rate alloation has to satisfy the single �ow onstraints (i.e., rk ≤ bk, ∀k), andthe multiple �ow onstraints,∑

k

rk ≤ ρu. Let Pi be the path with the lowest loss probability in
Bu. If ri < bi in ~Ru, and∑k,k 6=i ri > 0, one an always �nd a better rate alloation by transferringrate from other �ows sharing the same bottlenek link, to the �ow Fi. Sine the total rate staysonstant, the rate transfer does not a�et the soure distortion, and does not violate the multiple�ow onstraints. It however redues the hannel distortion, resulting in improved overall perfor-mane. By indution, the proof an be extended to all non-disjoint paths in the �ow-equivalentnetwork. This shows that for any valid, but non-greedy rate alloation ~Ru = {rk}Pk∈Bu

, thereexists a better solution that uses in priority the lowest loss probability paths.Note that the previous theorem an easily be extended to any number of bottlenek links in
G(V, E) and to paths that belong to di�erent sets Bu in the same time. The joint bottleneklink rate alloation proedure stays optimal as long as G belongs to the lass of �ow-equivalentnetwork graphs. Theorem 3.3.3 permits to extend Theorem 3.3.2 to generi network graphs, withpotentially non-disjoint paths, as long as G is a �ow-equivalent graph. It results in the generalrule that paths should be taken in the inreasing order of their loss probability, and that all the�ows should be used to their maximum apaity, whih an be limited by joint bottlenek links,before onsidering an additional �ow. Interestingly, any �ow-equivalent network senario an thus
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Figure 3.5: Inlusion of budget or enoding rate onstraints as a virtual network link in theoriginal network graph.be transformed into a disjoint �ow tree, by a greedy alloation of joint bottlenek bandwidths to�ows a�eted by lower loss probabilities �rst. After this transformation, applying Theorem 3.3.1and Theorem 3.3.2 will yield the optimal rate alloation for the given streaming senario.Finally, we an relax the assumption of independent �ows in Theorem 3.3.1 by proper adap-tation of the maximal bandwidth of all non-disjoint paths.Corollary 3.3.2. Given a �ow-equivalent network with �ows Fi ordered in inreasing order oftheir loss probability, and a distortion metri as de�ned in Eq. (3.9), the optimal solution of theMMR problem lies at the margins of the value intervals for all ri. In other words, the optimal valueof ri, ∀i : 1 ≤ i ≤ n, is either 0 or b′i = min(bi, wi), where wi = min
u:Lu∈Pi

{ρu −
∑

k:Lu∈Pk and pk<pi

b′k}.Finally, multipath streaming appliations may also have to respet a budget onstraint Q =
∑

i kri, or a maximal enoding rate Rc in the ase of pre-enoded media sequene. These on-straints an be modelled as an additional virtual bottlenek link going out of the server. Figure 3.5shows suh a transformation, where link L0 and node N0 are added to the topology in order toinorporate the previous overall onstraints. Link L0 should not in�uene the loss proess ofthe intermediate network, hene θ0 = 0. The bandwidth ρ0 is established at ρ0 = min(Q
k
, Rc),where Q and Rc are simply set to ∞ in the ase where there are no limitative fators on the totalbandwidth. Applying Theorem 3.3.1, Theorem 3.3.2 and Theorem 3.3.3 on the new network graph

G
′

= (E, V, L0, N0) (whih remains a �ow-equivalent graph,a s long as G(V, E) is a �ow-equivalentgraph), yields an optimal rate alloation for a stored paket stream, whih fully takes into aountthe budget and enoding rate onstraints.3.4 Rate Alloation Algorithm3.4.1 Linear Complexity Searh AlgorithmThe analysis proposed in Setion 3.3 shows that a simple algorithm an �nd the optimal rate allo-ation by parsing all available network paths in asending order of their loss probability. Denote
Φi = [φ1, ..., φn] a solution vetor with φj = 1, ∀j ≤ i and φj = 0 otherwise. R(Φi) =

i
∑

j=1

rjbeomes the umulative rate of the �rst i �ows, whose individual rates have been hosen aord-ing to Corollary 3.3.2. The overall loss probability of the �rst i �ows, π(Φi), is then given by
π(Φi) =

∑i
j=1 pj · rj
∑i

j=1 rj

. The Searh Algorithm iteratively omputes D(R(Φi), π(Φi)), for 1 ≤ i ≤ n,and the optimal rate alloation is the poliy Φ∗ that minimizes the distortion metri:
Φ∗ = arg min

Φi,1≤i≤n

D(R(Φi), π(Φi)) (3.10)The algorithm will be able to �nd the global optimal rate alloation only after parsing allavailable network paths. From the previous theorems, the optimal rate alloation solution Φ∗



3.4. RATE ALLOCATION ALGORITHM 27takes the form of a onseutive series of 1's, followed by a onseutive series of 0's, hene requiringa maximum of n omputations. We propose below a few onditions for early termination, whihmay avoid to test all possible solutions, while still ensuring a global optimal solution. Theseonditions represent an extra omplexity redution of the optimum searh2.3.4.2 Conditions for Early TerminationThe searh algorithm has to iteratively ompute D(Φi), for inreasing values of i. A full searhthrough n possible solutions may however be avoided, if any one of the following terminationonditions is veri�ed:1. Distortion Limitation: If D(Φi−1) ≤ β · pi, then the optimal rate alloation ontains φj = 0,
∀j ≥ i.It an be shown from the distortion funtion given in Eq. (4.1) that lim

bi→∞
D(Φi) = β · pi,when other rates bj stay unhanged, ∀j 6= i. Hene, for a value of D(Φi−1) ≤ β · pi, addinganother �ow on path Pi will asymptotially inrease the overall distortion metri to β · pi.Therefore, for any positive value of bj , with j ≥ i, and pj ≥ pi, adding extra rate on path

Pj will only inrease the distortion measure in this ase.2. Path Bandwidth Limitation: Solving the equation D(Φi−1) = D(Φi) for the variable rimay provide, exept the trivial solution ri = 0, another positive, �nite value for ri, notedas r
′

i. This seond solution happens in the ase where D(Φi−1) ≥ β · pi and R(Φi−1) ≥

e
ln(−

β
α·ξ

(pi−π(Φi−1))

ξ . The later value is obtained by solving ∂D(Φi)

∂ri

|ri=0= 0. It representsthe minimum rate ri−1, after whih, adding an extra rate ri ould lead to an inrease indistortion. In the ase where bj ≤ r
′

i, ∀Pj with j ≥ i, adding another �ow, will not dereasethe overall distortion, sine unused bandwidth is not su�ient anymore to ompensate forthe inrease in loss probability in ase an extra �ow is added. In that ase, aording toTheorem 3.3.2 and to the de�nition of the distortion metri, D(Φj) ≥ D(Φi−1, r
′

i), hene
D(Φj) ≥ D(Φi−1), ∀j ≥ i.Any of the above riteria represents a su�ient ondition for searh termination from thetheoretial point of view, and an be applied at any stage of the optimal solution omputation.3.4.3 Rate Alloation AlgorithmThis setion presents a simple algorithm that omputes the optimal rate alloation for the opti-mization problem. The previous theorems and onditions for termination represent the keys for afast searh through the �ow tree. Assume that the server knows, or an predit the parametersof the intermediate network links, and the sequene-dependent distortion parameters. Initially,the network graph is transformed into a tree of �ows Fi, sorted along inreasing values of the lossprobabilities pi, with greedy assignment of joint bottlenek link bandwidths. In ase where twonetwork paths have the same end-to-end loss probability, they are onsidered as a single path withaggregated bandwidth. The searh for an optimal solution of the shape given by Theorem 3.3.2is performed iteratively. At eah step, the early termination onditions are veri�ed. One any ofthem is satis�ed, or when the algorithm �nishes the searh of all �ows, the algorithm stops andoutputs the optimal multipath rate alloation strategy. Algorithm 1 proposes a sketh of the ratealloation algorithm.During the initialization proess, Algorithm 1 must ompute all available paths between thestreaming server S and the lient C. This is a well-known problem in graph theory, and a solution2Please note that the problem in general an be solved in less than linear time (e.g., O(log(n)) omputations).However, due to the limited number of paths hosen for transmission, as re�eted by our simulation results, thelinear time algorithm that parses the available network paths in asending order of their loss probability, along withthe onditions for early termination, ahieve the optimal solution even faster.



28 CHAPTER 3. MEDIA FLOW RATE ALLOCATION IN MULTIPATH NETWORKSAlgorithm 1 Optimal Streaming Rate AlloationInput:2: Server S, Client C, Available Flow-Equivalent Network Topology G(V, E), Budget Q, Maxi-mum Enoding Rate Rc;Output:4: Optimal Rate Alloation Poliy Φ∗;Initialization:6: Initial Rate Alloation Φ = [φ1, φ2, ...φn] = [1, 0, ..., 0], aording to Theorem 3.3.1;Compute the set of available paths Pi ∈ P , with their individual bi and pi;8: Proedure RateAlloationAddress onstraints Q and Rc as in Setion 3.3.3;10: Deouple joint paths aording to Theorem 3.3.3;Arrange the network paths is asending order of their loss probabilities pi and onstrut theFlow Tree;12: for i = 1 to n doCompute D(Φi), where Φi represents a rate alloation with the �rst i �ows used at theirmaximum bandwidth, and the other �ows are omitted;14: if any of the termination onditions 'Distortion Limitation' or 'Path Bandwidth Limitation'is satis�ed thenbreak;16: end ifend for18: Output Φ∗ = arg min
Φi,1≤i≤n

D(R(Φi), π(Φi));an be easily found by implementing a depth-�rst searh (DFS) [186℄, for example. The algorithmthen arranges the disovered network paths as a �ow tree in asending order of their end-to-endloss probabilities. Any sorting algorithm of omplexity O(n log(n)) an be used. After the �owtree is onstruted, the ore of the algorithm �nds the optimal rate alloation with a omplexity
O(n), at maximum.3.5 DisussionIn this setion we disuss the pratial deployment of the mehanisms proposed above, and someof their limitations. The problem formulation and the methodology for the optimal �ow ratealloation of a given video paket stream over multipath networks, are valid for numerous enodingsenarios, inluding o�-line joint soure and hannel oding of media streams. We assume thatthe server is not able to perform omplex oding operations in real-time, mostly for omputationalomplexity and salability issues. In suh a senario, adaptive streaming strategy mostly onsistin �nding the best routing strategy, and overall rate alloation, for the transmission of a givenpaket stream on a given multipath network. Additional bene�ts are o�ered when several versionsof the same stream are available at the server. Due to the low omplexity of our algorithm, theserver ould identify both the best transmission strategy, and the best stream to be sent, with anadditional omplexity that is only linear with the number of stored versions. Suh a design hoieis also bene�ial in broadast appliations, where several lients are aessing the same stream.In suh situations, �ne adaptation of the paket stream to eah individual lient is impossible.Coupled with e�ient paket partitioning strategy, our �ow rate alloation solution however o�ersinteresting perspetives in these senarios.In typial network infrastrutures, bandwidth and loss rate are quite dynami. However, theyusually exhibit stable statistis on medium range timesales (i.e., in the order of few hundredsof milliseonds, to seonds). We assume that the server an estimate the average end-to-endbandwidth ri and loss probability pi of the available paths to the lient, for suh timeframes.



3.5. DISCUSSION 29Additionally, we assume that eah path is haraterized by a total end-to-end delay δi, imposedon all pakets traversing that path. Finally, the lient imposes a maximum tolerable paybak delay
∆, after whih it starts playing the media �le. Given the estimated parameters ri, pi and δi, theserver hooses the optimal transmission strategy in order to maximize the reeived media quality.While the fastest estimation mehanisms on end-to-end senarios provide aurate results on timeframes of a few seonds [16℄, our rate alloation mehanism onverges to the optimal solution ina very small number of omputations. Sine our algorithm has a low omplexity, it an be runperiodially, with updated network parameter estimates. It ensures the best transmission strategyfor a stored video stream, given the auray of the periodi network parameter estimation.We identify a few typial senarios where optimal rate alloation between multiple streampaths an bring interesting bene�ts in terms of media quality. In eah of these examples, theappliation of the algorithm proposed above is straightforward.1. Wired Overlay Network Senarios (e.g., Peer-to-Peer or Content Distribution Networks).The media information from a server/peer is forwarded towards the lient by multipleservers/peers belonging to the same overlay network. The lient onsumes the aggregatedmedia from multiple network paths, and the algorithm proposed above an be applied di-retly to �nd the optimal rate alloation.2. Wireless Network Senarios (e.g., WiFi Networks). A wireless lient an aggregate the mediainformation transmitted on multiple wireless hannels. Interferene among transmissionhannels an be minimized by hoosing non-overlapping wireless hannels (e.g., there are 8non-overlapping hannels aording to the IEEE 802.11a standard spei�ations), and byoptimizing the transmission shedule in the wireless network [187℄. The authors of [60℄ testa protool stak that allows one wireless network ard to be simultaneously onneted to,and swith between, multiple networks in a transparent way for the appliation. In the sametime, the authors of [188℄ present a video system over WLANs that uses multiple antennasin order to aggregate the rate of multiple wireless hannels.3. Hybrid Network Senarios (e.g., UMTS/GPRS/WiFi Networks). A mobile lient an simul-taneously bene�t from multiple wireless servies in order to retrieve the media informationfrom a server onneted to the internet bakbone. Existing ommerial produts [61℄ analready maintain onnetivity to multiple wireless servies (e.g., UMTS, EDGE/GPRS andWiFi hotspots), and transparently swith at any time to the servie that o�ers the besthannel performane, for a �xed subsription prie. It is only a question of time beforesuh ommerial produts will be able to aggregate the resoures of multiple suh serviesin order to enhane the user streaming experiene, and teleommuniations operators areatively working on suh systems.All these appliations an be modelled aording to Setion 3.2.1, and the implementation ofthe proposed algorithm is generi and independent of any partiular bandwidth and loss model,as long as the media �ows an be onsidered independent in terms of losses. This assumption isvalid in any disjoint path network senario, sine the media �ows are independent in terms of bothrate and losses. In generi network senarios, our analysis still holds (namely the transformationbetween the network graph and the tree of �ows in Setion 3.2.2), as long as the predominantlosses a�eting the transmission proess are independent among media �ows (e.g., senarios 2 and3). An analysis of the rate alloation problem in general networks haraterized by a Gilbert lossmodel (where the transformation in Setion 3.2.2 an only be onsidered as an approximation)an be found towards the end of this hapter.It an be noted that the appliations mentioned above present in general a limited number ofavailable network paths between the streaming server and the lient. It is fairly easy for a serverto ontinuously monitor these paths and to estimate their parameters. Based on these parameters,the exeution of the proposed algorithm will output the optimal hoie of paths and rates in termsof average media quality at the lient. For very large network senarios, it an be noted that the
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R= 512 kbps, Th.(b) Loss Distortion ValidationFigure 3.6: Distortion Model Validation with Video Streaming Experiments using the H264enoder.assumption of full knowledge about the network an be relaxed in setting up a distributed versionof the proposed algorithm as presented in the next hapter.Finally, the network path seletion and �ow rate alloation problem does not onsider mediapaketization and network sheduling issues. These issues are typially addressed at a lower and�ner level. The paketized media stream an be split into paket �ows orresponding to the hosennetwork paths, assuming a very simple sheduling algorithm. Given the estimated rates and delayson all the network paths, the server adapts the streaming rate to the available network bandwidthby simple operations on stored video paket stream. Then, it shedules the pakets on the di�erentpaths aording to the estimated arrival times at the lient [189℄. Network estimation errors andjitter an further be ompensated at the lient with the use of appliation dediated bu�ers andonservative playbak delay. Interleaving may also be implemented to �ght against bursty lossproesses when delays permits it.3.6 Simulation Results3.6.1 Simulation SetupWe test our optimal rate alloation algorithm in di�erent network senarios, and we ompareits performane to heuristi rate alloation algorithms. We use an H.264 enoder, and the de-oder implements a simple frame repetition error onealment strategy in ase of paket loss. Weonatenate the foreman_cif sequene to produe a 3000 frame-long video stream, enoded at30 frames per seond. The enoded bitstream is paketized into a sequene of network pakets,eah paket ontaining information related to one video frame. The pakets are sent through thenetwork on the hosen paths, in a FIFO order, following a simple earliest-deadline-�rst shedul-ing algorithm. We further onsider a typial video-on-demand (V oD) streaming senario, wherethe admissible playbak delay is large enough (i.e., larger than the time required to transmit thebiggest paket on the lowest bandwidth path). Hene, a video paket is orretly deoded at thelient, unless it is lost during transmission due to the errors on the network links. Finally, sineany budget/ost onstraints an be easily integrates in the network setup as proven earlier, we donot onsider them as a limiting fator in the following simulations.Our simulations �rst validate the distortion metri proposed in Eq. (3.9). Then, the perfor-mane of our optimal rate alloation algorithm is ompared to heuristi rate alloation algorithms,on a set of random network topologies. Finally, we arefully analyze the behavior of optimal ratealloation for a partiular network senario, and disuss optimal solutions.
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(c) Hybrid NetworkFigure 3.7: Three Network Senarios.3.6.2 Distortion Model ValidationThe video sequene is enoded at rates between 200kbps and 1Mbps, and the mean-square-error(MSE) between the original sequene and the deoded one is omputed, in error-free senarios.Simulation results are ompared in Figure 3.6(a) to the distortion model values, whose parametershave been set to α = 1.7674 · 105, ξ = −0.65848, and β = 1750, respetively. We observe that themodel distortion urve losely follows the experimental data, whih validates the soure distortionmodel.In order to validate the loss distortion omponent DL, random errors are introdued during thenetwork transmission proess, where eah paket is lost with an independent loss probability PLR.Simulations are performed with di�erent values of loss probabilities, and di�erent enoding rates.We observe in Figure 3.6(b) that the theoretial model losely approximates the experimental data,where eah experimental point is averaged over 10 simulation runs. Even if it stays quite simple,the distortion model used in our work losely �ts the average behavior of lossy video streamingsenarios. Note that the sequene-dependent parameters may obviously have di�erent values forother enoders or other video sequenes. The evolution of the distortion funtion however staysthe same, independently of the exat values of these parameters.3.6.3 Rate Alloation PerformaneWe now present the performane of the proposed optimal rate alloation algorithm, in variousrandom network senarios. We simulate three di�erent ategories of network topologies:1. Wired network graphs, in whih the edges between nodes are haraterized by high bandwidthand low error probability;2. Wireless network graphs, with low bandwidth and high error probability for the intermediatelinks;3. Hybrid network senarios, where the server is onneted to the wired infrastruture, and thelient an aess the internet via multiple wireless links.The network senarios are presented in Figure 3.7. In eah of the three ases, we generate 500random graphs, where any two nodes are diretly onneted with a probability γ. The parametersfor eah edge are randomly hosen aording to a normal distribution, in the interval [ρmin, ρmax],for the bandwidth, and respetively [θmin, θmax] for the loss probability. The parameters for thewired and wireless senarios are presented in Table 3.1. The hybrid senario uses the parametersof both senarios.For eah of the three types of senarios, we ompute the average end-to-end distortion whenrates are optimally alloated, and we ompare it to the results obtained by other simple ratealloation algorithms, namely, (i) a single path transmission senario, whih selets the best pathin terms of loss probability (DPLR), (ii) a single path transmission senario (DR), whih uses the



32 CHAPTER 3. MEDIA FLOW RATE ALLOCATION IN MULTIPATH NETWORKSTable 3.1: Parameters for Random Graph GenerationParameter Wired Senario Wireless SenarioNr. of Nodes 10 10Connetivity Probability γ 0.4 0.6
ρmin 106bps 105bps
ρmax 3 · 106bps 7 · 105bps
θmin 10−4 10−3

θmax 5 · 10−3 4 · 10−2Table 3.2: Average Distortion Results (MSE)Senario Dopt DPLR DR D2R DMFWireless 91.2 99.74 122.861 143.79 108.52Wired 16.7 20.47 23.4 23.27 17.62Hybrid 63.4 73.809 83.97 92.533 72.57best path in terms of e�etive bandwidth or �goodput" omputed as bi (1 − pi), (iii) a multipathtransmission senario (D2R) that piks the best two paths in terms of goodput, and (iv) a multipathtransmission senario that uses the maximum available number of �ows, denoted as DMF . Theresults, averaged over 500 random graphs are presented in Table 3.2.As expeted, our algorithm provides the best average performane in the three onsideredsenarios. It has to be noted that, in eah individual run of simulation, our algorithm neverperforms worse than any of the heuristi shemes. Also, we observe that, in the wireless senario,the rate alloation that is the losest to the optimal strategy is the one o�ered by the use of thebest single path in terms of loss rate. This an be explained by the high loss probabilities of theintermediate links, whih annot be ompensated by extra rate added by subsequent �ows. On theother hand, in the wired senario, haraterized by very small loss probabilities, the sheme thatis the losest to the optimal solution is given by the greedy use of all available �ows. In this ase,the improvement brought by adding extra transmission rate outruns the losses su�ered throughoutthe transmission proess. The results for the hybrid senario are situated, as expeted, betweenthe two extreme ases. The total streaming rates in the three senarios are in average, R = 4Mbpsfor the wired senario, R = 450kbps for the wireless senario, and respetively R = 800kbps forthe hybrid one.
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Figure 3.11: Distribution of OptimalNumber of Paths for the 3 Network Senar-ios.Table 3.3: Average Number of PathsSenario Optimal Nr. Available Nr.Wireless 2.04 5.04Wired 3.049 4.856Hybrid 2.17 4.419Next, we study the bene�t o�ered by optimal rate alloation, as ompared to the simpleheuristi shemes. The relevane of the optimal solution is measured by ounting the number ofsimulation runs in whih the optimal rate alloation brings an improvement of [0−5%], [5−10%],
[10−20%] and above 20%, in terms of end-to-end video distortion, ompared to the other streamingstrategies. The results are presented in Figure 3.8, Figure 3.9, Figure 3.10.We observe that, in more than half of the ases, network �ooding represents a good approx-imation of the optimal solution in the wired senario where losses are rare. However, we arguethat it is still worth applying the proposed rate alloation algorithm, beause it is of very lowomplexity, and an still save network resoures. In the wireless senario, the best approximationis presented in most of the ases by the lowest loss probability path streaming. Still, in almost 40%of the simulation runs, the optimal rate alloation improves the distortion result by more than10%. Finally, in the hybrid senario, the rate alloation algorithm provides signi�ant qualityimprovements ompared to all other heuristi approahes. It is also interesting to observe that therate alloations based on the best goodput path, and best two goodput paths algorithms alwaysprovide the worst results.We also ompute the optimal average number of �ows used in eah simulation senario, om-pared to the average number of available paths. The results are presented in Table 3.3. Weobserve that the wireless senario uses the smallest number of �ows, while the wired one has anaverage of no more than three �ows, for a number of available paths that is far larger. Fromthe multipath streaming point of view, it interestingly shows that, using a very large number ofstreaming paths does not ontribute to an improvement of the video quality at the reeiver. Thisis ertainly interesting for the design of pratial multipath streaming systems, where the numberof paths that have to be synhronized, stays limited. The distribution of the number of �ows usedper simulation run, is presented in more details in Figure 3.11.In summary, we observe that a small number of transmission �ows is su�ient for an optimalvideo quality at the reeiver, in all simulation senarios. Paths with lower error probability shouldbe preferred to higher bandwidth paths in wireless senarios, while in all-wired senarios with lowerror probability, adding high-rate �ows an improve the overall video quality. In hybrid senarios,a ompromise between the two tendenies is expeted to provide the best end-to-end distortion.



34 CHAPTER 3. MEDIA FLOW RATE ALLOCATION IN MULTIPATH NETWORKSTable 3.4: Parameter Values for the Links in G(V, E)Parameter L1 L2 L3 L4 L5 L6 L7

θi 0.02 0.01 0.035 0.01 0.015 0.035 0.01
ρu (kbps) 256 384 256 128 256 256 128

(a) Available Network Graph

(d) Optimal Flow Allocation(c) Best Goodput Path

(e) Best Goodput Two Paths (f) Maximum Flow Graph

(b) Best PLR Path

N1

N2

N3

N4

Server ClientL1

L2

L3

L4

L5

L6

L7

N2

N3

N4

ClientL1

L2

L3

L4

L5

L6

L7

Server

N1

N1

N2

N3

N4

Server ClientL1

L2

L3

L4

L5

L6

L7

N1

N2

N3

N4

Server ClientL1

L2

L3

L4

L5

L6

L7

N1

N2

N3

N4

Server ClientL1

L2

L3

L4

L5

L6

L7

N1

N2

N3

N4

Server ClientL1

L2

L3

L4

L5

L6

L7Figure 3.12: One Network Topology Ex-ample - Optimal Flow Alloation and OtherHeuristi Algorithms.
[128, 2.7] [256, 3.47] [384, 3.3] [512, 5.63] [640, 5.1]

0

50

100

150

Best−PLR   Best−Goodput   Optimal       Best−2−Goodput   MaxFlow
                                                                

Rate Allocation Algorithm ([R (kbps), π (%)])               

D
is

to
rt

io
n 

(T
h.

 v
s.

 e
xp

.)

Encoding Rate Distortion
Channel Distortion

exp

exp
exp

exp expth
th

th

th th

Figure 3.13: Network Senarios Compu-tation: Theoretial Distortion Model vs. Ex-perimentally Computed Distortion.3.6.4 A Case StudyThis setion proposes to analyze the performane of the optimal rate alloation algorithm in a givennetwork senario, illustrated in Figure 3.12. The network parameters are presented in Table 3.4.For eah of the �ve rate alloation algorithms, we ompute the distortion measure aording tothe theoretial distortion metri, and we validate it against experimental values, obtained fromsimulations with video sequenes. Eah experimental point is averaged over 10 simulation runs.Eah video paket is sheduled on the network paths hosen by the given rate alloation algorithm,aording to a simple �rst-available path �rst. In the same time, eah video paket is a�eted bythe individual loss proess of eah traversed network segment.TheR and π parameters, along with the model and experimental distortion values are presentedin Figure 3.13, for eah of the algorithms. It an be observed that the optimal rate alloationalgorithm outperforms all other heuristi-based strategies. The optimal rate alloation reahes abalane between total used bandwidth, number of network paths, and error probability that a�etsthe streaming proess. The example learly shows that it is not optimal to use only the best pathsin terms of rate. In the same time, the greedy use of all available network resoures does notprovide better results. This learly motivates the implementation of the proposed rate alloationalgorithm, whih optimizes the reeived video quality without wasting network resoures. Finally,it an be noted again that the theoretial distortion model represents a very good approximationof the experimental setup.3.7 ConlusionsIn this hapter, we propose to use a �ow model to analyze the opportunity of multipath mediastreaming over the internet. Based on an equivalent transformation between the available networkgraph and a tree of �ows, we jointly determine the network paths and the optimal rate alloation forgeneri streaming senarios represented by �ow-equivalent graphs. A media spei� performanemetri is used, whih takes into aount the end-to-end network path parameters along with mediaaware parameters.An in-depth analysis of the end-to-end distortion behavior, in the given network senario,



3.7. CONCLUSIONS 35drives the design of a linear time algorithm for optimal rate alloation. The form of the optimalrate alloation solution follows a simple greedy rule that always uses the paths with the lowestloss probability �rst. In partiular, we show that extra network paths are either used at theirmaximum available bandwidth, if their value is large enough, or simply ignored. The overall ratealloation solution o�ers a areful trade-o� between extra transmission rate and inrease in theend-to-end error proess. Even for large network senarios, only a small number of paths shouldbe used for transmission, and moreover, they should be hosen among the lowest loss probabilityhannels.The optimal rate alloation algorithm has been tested in various random network senarios,and it signi�antly outperforms simpler shemes based on heuristi rate alloation strategies. Inmany ases, our algorithm even provides an end-to-end distortion improvement of more than20%. Due to its low omplexity, and important bene�ts in most streaming senarios, the optimalrate alloation algorithm provides a very interesting solution to e�ient media streaming overresoure-onstrained networks.
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Chapter 4Distributed Media Rate Alloationin Multipath Networks
4.1 IntrodutionThis hapter extends our work on media-spei� rate alloation and path seletion in multipathnetworks by onsidering pratial implementations based on distributed algorithms. In ommonpratial senarios, it is di�ult for the server to have the full knowledge about the networkstatus. Therefore we propose here a distributed path seletion and rate alloation algorithm,where the network nodes partiipate to the optimized path seletion and rate alloation, basedon their loal view of the network. This eliminates the need for end-to-end network monitoring,and allows for the deployment of large sale rate alloation solutions. We design a distributedalgorithm for optimized rate alloation, where the media lient iteratively determines the bestset of streaming paths, based on information gathered by network nodes. Aording to this ratealloation, eah intermediate node forwards inoming media �ows on the outgoing paths, in adistributed manner. The proposed algorithm is shown to quikly onverge to the optimal ratealloation, and hene to lead to a stable solution. We also propose a distributed greedy algorithmthat ahieves lose-to-optimal end-to-end distortion performane in a single pass. Both algorithmsare shown to outperform simple heuristi-based rate alloation approahes for numerous randomnetwork topologies, and therefore o�er an interesting solution for media-spei� rate alloationover large sale multi-path networks.We build on the work presented in the previous hapter, whih provides a server-driven frame-work for the analysis of joint path and rate alloation in multipath streaming, based on media-spei� quality metris. We onsider a network model omposed of multiple �ows between thelient and the streaming server, whih an moreover adapt the media soure rate (by trunatingof salable streams, or paket �ltering for example). The joint path seletion and rate alloationperforms iteratively, until all intermediate nodes onverge to a (unique) optimal solution. Initially,the intermediate network nodes together report the resoures available for the streaming session.Based on this information, the lient determines the best path seletion and rate alloation, andgenerates �ow reservation requests to the intermediate network nodes and the streaming server.The lient-based �ow reservation is then aommodated within the network on a node-by-nodebasis.The rest of this hapter is organized as follows. Setion 4.2 desribes in detail the streamingsenario onsidered, and presents the rate alloation optimization problem. We present our dis-tributed solutions in Setion 4.3 and we analyze the harateristis of the proposed algorithms inSetion 4.4. Extensive simulation results are �nally presented in Setion 4.5, for numerous networktopologies, and for a pratial senario that is analyzed in details.37
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Client CFigure 4.1: Multipath Network Senario and Network View at Node Ni.4.2 The Multipath Rate Alloation Problem4.2.1 Network and Video ModelWe onsider that the media streaming appliation is deployed on a large sale network, modeledlike in the previous hapter, as a �ow-equivalent network graph G(V, E), between the streamingserver S and the lient C (Figure 4.1). V is the set of nodes in the network, and E is the set oflinks. Eah node Ni ∈ V has a loal view Ni = {Ii, Oi} of the network topology, where Ii ⊆ Eand Oi ⊆ E represent the sets of inoming, and respetively outgoing network links to, and fromnode Ni. Eah link Lu ∈ E has two assoiated positive metris: the available bandwidth ρu > 0,and the average paket loss probability θu ∈ [0, 1).We de�ne P i
C , 1 ≤ i ≤ n, as an end-to-end path between S and C in G, with parameters bi

Cand pi
C being the end-to-end bandwidth and loss probability respetively, and n the total numberof distint paths. A �ow1 transmitted on path P i

C has a streaming rate ri
C ≤ bi

C = min
Lu∈P i

C

(ρu), andis a�eted by the loss probability pi
C = 1 −

∏

Lu∈P i
C

(1 − θu).We de�ne a similar video distortion model for the streaming appliation as in the previoushapter, onsisting of the sum of the soure distortion DS and hannel distortion DL. The averageend-to-end distortion an thus be written as:
D = DS + DL = α · Rξ + β · π, (4.1)where α, β ∈ ℜ+ and ξ ∈ [−1, 0) are parameters that depend on the video sequene. In the abovemultipath streaming senario, the streaming rate an simply be written as the sum of the rates ofthe di�erent �ows :

R =
n
∑

i=1

ri
C .We assume that the streaming server an tune the media soure rate to the transmissiononditions (by salable oding, or transoding, for example). In the same time, when the lossproesses on di�erent paths are independent, the overall loss probability beomes :

π =

∑n
i=1 pi

C · ri
C

∑n
i=1 ri

C

.1Throughout this hapter, the terms �ow and end-to-end network path are used interhangeably.



4.3. DISTRIBUTED RATE ALLOCATION 39The remainder of this setion presents the distributed optimization problem, whose aim isto �nd the optimal �ow rate alloation in order to maximize the reeived media quality at thelient. We then present our solution to the optimization problem in the rest of the hapter. Theassumption on full network status knowledge at a given node an therefore be released, and theneed of end-to-end monitoring mehanisms eliminated.4.2.2 Distributed Optimization ProblemWe now formalize the distributed path seletion and rate alloation problem addressed in thishapter. When no single node Ni ∈ V (inluding S), is aware of the entire network topology G,we want to �nd the optimal path seletion and �ow rate alloation that minimizes the overalldistortion D at the lient. Under the assumptions that the streaming rate an be ontrolled (e.g.,by salable enoding, or paket �ltering), and that paket loss rate is independent of the streamingrate, the server S adapts the video enoding rate to the aggregated rate of the available networkpaths used for streaming, and to the loss proess experiened on these paths. The optimizationproblem an be formulated as follows:Distributed Multimedia Rate Alloation Problem (DMMR): Given the �ow-equivalent networkgraph G(V, E) whose links Lu have a maximal bandwidth ρu and an average loss ratio θu, given thenode loal views Ni, ∀Ni ∈ V and given the video sequene harateristis (Γ = (α, β, ξ)), �nd theomplete set of end-to-end paths P i
C , 1 ≤ i ≤ n and the optimal rate alloation ~R∗ = [r1

C , ...rn
C ]∗that minimizes the distortion metri D:

~R∗ = arg min
~R

D = arg min
~R

(α · Rξ + β · π) , (4.2)under onstraints:
ri
C ≤ bi

C , ∀P i
C , 1 ≤ i ≤ n

∑

P i
C

:Lu∈P i
C

ri
C ≤ ρu, ∀u s.t. Lu ∈ Ewhere ~R represents the set of possible rate alloation on G(V, E), R =

n
∑

i=1

ri
C and π =

∑n
i=1 pi

C · ri
C

∑n
i=1 ri

C

.4.3 Distributed Rate Alloation4.3.1 Distributed Path ComputationWe present in this setion two algorithms for distributed path seletion and rate alloation. Thealgorithms di�er in the omputation of the paths between the server S and the lient C. Beforedesribing in detail the distributed path omputation and rate alloation strategies, we brie�yintrodue the notation and assumptions neessary to their presentation. Reall that every node
Ni ∈ V has only a loal view of the network topology, denoted by Ni = {Ii, Oi}. Ii and Oi arethe sets of inoming and respetively outgoing links to/from Ni. We assume that Ni possesses anestimate of the bandwidth ρu and loss probability θu on the outgoing links (i.e., ∀Lu ∈ Oi).Let P k

i denote a path onneting the node Ni to the server. In addition to maximal bandwidth
bk
i and loss probability pk

i , a path is haraterized by two deision �ags that are used by thedistributed rate alloation algorithms. The �ag fk is a path reservation �ag that an only be setor reset by the lient C, respetively the server S, and the �ag dk is a deision �ag that an beupdated by any intermediate node on the path P k
i . While fk is used to advertise the network �ows



40CHAPTER 4. DISTRIBUTED MEDIA RATE ALLOCATION IN MULTIPATH NETWORKSrequested by the lient C, dk is used to signal the feasibility of a requested �ow at an intermediatenode.We denote by Πi = {P k
i } the set of all distint paths between the server S and the node Ni.Note that two distint paths P k

i and P l
i may not neessarily be fully disjoint, as they may shareone or more network links. Without loss of generality, we assume that the paths in Πi are orderedaording to the inreasing value of the path loss probabilities pk

i . Let �nally Πu
i ⊆ Πi be the setof distint paths between the server S and the node Ni, whih share the inoming link Lu ∈ Ii.End-to-end paths between the server and the lient are then built in a distributed manner,sine no node has the full knowledge of the network status. These paths are omputed by pathextension, whih is performed independently at eah network node. We de�ne → as the pathextension operator that adds a link Lu ∈ Oi leaving node Ni, to an inoming path P k

i ∈ Πi. Inother words, if link Lu onnets nodes Ni and Nj , we an write P l
j = P k

i → Lu, with P l
j ∈ Πu

jand P k
i ∈ Πi. We an ompute the bandwidth and loss probability parameters for the extendedpath P l
j = P k

i → Lu respetively as bl
j = min(bk

i , ρu), and pl
j = 1 − (1 − pk

i )(1 − θu).We propose two di�erent methods for distributed path omputation (employed by the twoproposed algorithms), whih respetively onstruts all the possible paths, or builds them in agreedy manner with respet to their loss proess. Formally, the two path extension rules an bestated as follows.Rule 4.3.1. Eah inoming path P k
i ∈ Πi at node Ni is extended towards all the outgoing links

Lu ∈ Oi.If the set of outgoing links diretly onnet Ni to several nodes Nj, the set of extended paths atnode Ni an be written as Ωi = {P l
j = P k

i → Lu | P k
i ∈ Πi, Lu ∈ Oi}. The subset of the extendedpaths that borrow the partiular outgoing link Lu is written as Ωu

i = {P l
j = P k

i → Lu | P k
i ∈ Πi}.All paths with null bandwidth are obviously omitted. It is easy to see in this ase that |Ωu

i | =
|Πi|, and that |Ωi| = |Πi||Oi|, where |X | represents the ardinality of X . The size of the set ismultipliative in the number of inoming �ows and in the number of outgoing links [190℄. It has tobe noted that resoure alloation for �ows in Ω is onstrained by the available bandwidth on jointbottlenek links, and that all the paths may not be used simultaneously at their full transmissionbandwidth.Rule 4.3.2. The inoming paths P k

i ∈ Πi at node Ni, taken in order of inreasing loss probability
pk

i are extended towards the outgoing links Lu ∈ Oi, taken in dereasing order of reliability. Sim-ilarly to a water-�lling algorithm, the total outgoing bandwidth is greedily alloated to the set ofinoming paths, until all the inoming paths are extended, or until no more bandwidth is available.When the sets of outgoing links, and the inoming paths are both ordered along inreasingvalues of loss probability, the set of extended paths at node Ni an be written as:
Γi = {P l

j = P k
i → Lu |

u
∑

µ=1

ρµ >

k−1
∑

ν=1

bν
i and u−1

∑

µ=1

ρµ <

k
∑

ν=1

bν
i }.The subset of the paths in Γi that borrow the outgoing link Lu is denoted Γu

i . Note that inthis ase, simultaneous resoure alloation for all �ows in Γi is feasible on G.Based on the distributed path omputation that follows either Rule 1, or Rule 2, we nowdesribe the rate alloation strategy and present the optimal and greedy algorithms for multipathmedia streaming.4.3.2 Distributed Path Seletion and Rate AlloationThe distributed path omputation and rate alloation algorithms proeed �rst by determining thepaths available between the server and lient, and then by reserving paths aording to the optimalalloation omputed by the lient. They proeed in two phases, the path disovery and the path
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Server

Client

A. Initiate Path
messages .

B. 1. Aggregate incoming 
Path messages ;
2. Compute the rate allocation 
according to Rule 1 or Rule 2;
3. Update and forward Path
messages .

C. 1. Compute flow 
reservation;
2. Initiate Resv messages .

D. 1. Aggregate Resv 
messages ;
2. Make flow reservation ;
3. Update and forward 
Resv messages .

E. 1. Aggregate Resv messages ;
2. Compute flows;
3. Start streaming/Next iteration.

Path Message
Resv MessageFigure 4.2: Distributed path seletion and reservation.reservation phases, respetively. To this aim, ontrol messages are exhanged between the server

S and the lient C, and forwarded by the intermediate nodes, as illustrated in Fig. 4.2. We assumethe existene of a bidiretional ontrol hannel between any two nodes in G that are onnetedby a network segment Lu. In order to derive exat bounds on the performane of our algorithms,we assume that the ontrol hannel is reliable, and that nodes are synhronized, i.e., any nodereeives all dediated ontrol pakets in a bounded time interval. Note that these assumptions arenot ruial to the design of the proposed algorithms, whih an work with looser synhronization.Loose node synhronization an be ahieved by employing separate synhronization protools [191℄.Most works addressing deentralized systems [168℄ generally assume loose node synhronizationin order to derive bounds on protool performane.The server sends on all outgoing links path disovery messages, Pathu, whih are forwarded bythe intermediate nodes on the ontrol hannel assoiated with link Lu. At eah intermediate node,the Path messages ontain the information bk
i and pk

i related to every possible �ow between theserver and node Ni, along with potential information related to previously suessfully reserved�ows. The node then extends the path aording to Rule 1 or Rule 2 (in the ase of Algorithm 1 orAlgorithm 2 respetively), and forwards path disovery message Pathu that ontains informationabout the paths that borrow links Lu. Depending on the path extension strategy, the lient willeventually reeive information about all possible paths, or only a subset of them that are omputedin a greedy manner, based on dereasing reliability.Upon reeption of path disovery messages, the lient C omputes the optimal path seletion
Π∗

C using the Theorems 3.3.1 to 3.3.3, and the information it gets from the nodes about end-to-end paths. It should be noted that these theorems greatly simplify the rate alloation, sine theystate that paths should be either used at their full bandwidth, or simply dropped. The lientthen initiates path reservation messages, Resvu, whih are forwarded by the network nodes tothe server, on the bakward ontrol hannel assoiated with link2 Lu. A path reservation message
Resvu ontains information about the path(s) that should be reserved on link Lu for the streamingsession (e.g., requested rate bk

C , end-to-end loss probability pk
C and �ags fk and dk, whih areboth set to 1 by C). However, there is no guarantee that all paths in Π∗

C an be aommodatedsimultaneously. One all Resv messages are reeived at node Ni (one for eah outgoing link), thenode Ni attempts to greedily alloate the bandwidth for the requested �ows (dk = fk = 1) on theoutgoing links, following the order of inreasing loss probability pk
C . It eventually marks the �owsthat annot be reserved at the requested rate bi

C , by setting the �ag dk = 0. One a valid subsetof paths Π∗ ⊆ Π∗
C is suessfully reserved by S (i.e., all dk �ags are set to 1), the nodes updatetheir loal view of the network, N ′

i = Ni \ Π∗, and new path disovery messages are issued. The2Due to pratial implementation onsiderations, an empty Resv message should be sent even on links that donot ontain any reserved �ow. Alternatively, timeouts should be implemented at eah intermediate node.



42CHAPTER 4. DISTRIBUTED MEDIA RATE ALLOCATION IN MULTIPATH NETWORKSAlgorithm 2 Distributed Path Seletion and Rate Alloation Algorithmsserver S: node Ni:upon reeive Resvu, ∀Lu ∈ OS : upon reeive Resvu, ∀Lu ∈ Oi:1. ompute Π∗
C based on �ags fk; 1. ∀ paths P k

i ∈ {P k
i }|P

k
i → Lu ∈ Resvu \ Π∗:2. update Π∗ based on �ags dk; set dk = 0 if bk

C > ρ′u,3. if Π∗ = ∅ or Π∗ = Π∗
C , return Π∗. where the available output bandwidth ρ′u4. else update network view N ′

S is updated aording to a greedy alloation;send Pathu, ∀Lu ∈ OS . 2. send Resvv, ∀Lv ∈ Ii.node Ni: lient C:upon reeive Pathu, ∀Lu ∈ Ii: upon reeive Pathu, ∀Lu ∈ IC :1. update network graph N ′
i 1. ompute the set of available paths ΠC ;2. ompute available paths Πi aording to N ′

i ; 2. ompute the optimal alloation Π∗
C from ΠC ;3. ompute extended paths Ωi, resp. Γi, ∀Lv ∈ Oi, 3. ∀P k

C ∈ Π∗
C , set fk = dk = 1;a. to Rule 1 (Alg. 1) or Rule 2 (Alg. 2)4. send disovery messages Pathv, ∀Lv ∈ Oi. 4. send reservation messages Resvv, ∀Lv ∈ IC .lient aggregates information about the residual network resoures, and updates the path seletion

Π∗
C aordingly. The proess is iterated until onvergene to the optimal rate alloation, whih isreahed when all �ows reserved by C an be aommodated by the network at the requested rate

bk
C .The distributed path seletion and rate alloation algorithms illustrated in Fig. 4.2 are �nallysummarized in Algorithm 2, where the left-hand side, and right-hand side olumns respetivelyorrespond to the path disovery, and path extensions phases. Initially, both algorithms start atthe server side, with Step 4. The algorithms di�er in the path extension rule (step 3 in the bottomleft blok). For the sake of larity, we all Algorithm 1, resp. Algorithm 2, the distributed pathalloation and rate alloation solutions that rely on Rule 1, resp. Rule 2 for path extension.The path extension rule diretly ontrols the onvergene to the stable rate alloation, butalso the quality of the rate alloation. Comprehensive information about end-to-end paths asreated by Rule 1 allows to reah an optimal rate alloation, but at the expense of possibly severaliterations of the path reservation shemes. The algorithm however onverges in a small numberof rounds to a feasible solution, given the network graph G. The Rule 2 onstruts only a limitedsubset of end-to-end network paths, given a greedy forwarding solution at eah intermediate node

Ni. It allows for a quiker omputation of the solution, whih may however be suboptimal. Bothalgorithms are analyzed in Setion 4.4 and their performane is ompared in Setion 4.5.4.4 Analysis and Disussion4.4.1 PropertiesThis setion proposes an analysis of the path seletion and rate alloation algorithms introdued inthe previous setion. Under the assumption that the network is stable during the exeution of ouralgorithms, we derive hard bounds on the onvergene of the rate alloation towards the optimizedsolution. Observe that one iteration of the algorithms requires one omplete message exhangebetween S and C, on the available paths. Hene, the time required by one round is in the order ofthe round trip time (RTT) of the slowest paths in the network. The omputations at intermediatenodes and at S and C are trivial and their duration an be negleted. The assumption about thestability of the network in terms of average bandwidth and loss probability of the network links istherefore generally valid sine the rate alloation algorithms onverge in a very small number ofsteps, as shown in the next setion. Sine the total number of paths is quite small in general [192℄,the algorithms reah a stable solution after a onvergene time that orresponds to only a fewRTTs, during whih the average link harateristis are likely to stay unhanged.We onsider �rst the Algorithm 1, whih uses Rule 1 for path extension, so that the lient has



4.4. ANALYSIS AND DISCUSSION 43a omplete view of end-to-end paths to ompute the path seletion. We show that the Algorithm 1onverges in one round if paths are disjoint. Then, we show that in the worst ase, one round of thealgorithm reserves at least the path with the lowest loss probability. Consequently, the Algorithm 1terminates in a �nite number of rounds. We now formally prove these three properties.Property 1. If the paths requested by C do not share any bottlenek joint link Lu, Algorithm 1onverges in one round.Proof. Let ΠC be the set of available paths between S and C disovered by Algorithm 1, andlet Π∗
C = {P 1

C . . . , Pm
C } be the optimal set of paths hosen by C for transmission, aordingto Theorems 1 to 3. If bk

C represents the available rate of on requested path P k
C ∈ Π∗

C , we have
bk
C ≤ ρu, ∀Lu ∈ P k

C . Sine, by hypothesis, the hosen paths P k
C do not ontain any joint bottleneklink Lu, we have ρu ≥

∑

k:Lu∈P k
C

bk
C , ∀Lu ∈ P k

C and ∀P k
C ∈ Π∗

C . This means that any node Ni, uponthe reeption of reservation pakets, Resv, an alloate the requested bandwidth on the outgoinglinks for all requested �ows. Therefore, no �ow is marked with dk = 0, and the server S anompute the optimal alloation Π∗ = Π∗
C , after one round of the protool.Property 2. Let the network graph that orresponds to the available resoures at one stage ofthe algorithm be denoted G

′

=
⋃

i:Ni∈V

N ′
i . During eah round, Algorithm 1 reserves in G′ at leastthe end-to-end �ow P i

C between S and C that is a�eted by the smallest loss probability pi
C .Proof. Let P i

C ∈ Π∗
C \Π∗ be the lowest loss probability path requested by C but not yet reservedby our algorithm. Observe that P i

C is the lowest loss probability path in the residual graph G′,and also in the loal view N ′
i observed by eah node Ni. Hene, at every node Ni traversed by

P i
C , the �ow P i

C will have priority during the greedy reservation phase of Algorithm 1.Indeed, from the path extension operation we have bi
C ≤ ρu, ∀Lu ∈ P i

C . Hene, P i
C is suess-fully reserved at eah intermediate node Ni on the path. Finally, the �ow P i

C reahes S with the
Resv pakets with both �ags di = f i = 1, hene the server S integrates the �ow into the set ofsuessfully reserved paths: Π∗ = Π∗ ∪ P i

C .Property 3. Algorithm 1 onverges and terminates in at most m rounds, where m is the numberof alloated �ows, whih is moreover not larger than the total number of available distint pathsin G.Proof. This result is a diret onsequene of Property 2. At eah round, the algorithm reservesat least one �ow, and the available rate of the links in the residual network dereases. Hene, onsubsequent rounds of the algorithm, the lient C will not be able to request an in�nite number of�ows.The previous properties show that Algorithm 1 onverges to the optimal path seletion in alimited number of rounds, no more than the total number of available end-to-end paths between
S and C. Moreover, in the ase of disjoint network paths, our protool manages to reserve theoptimal set of �ows needed for transmission in a single round. And in general networks, thealgorithm seures at least one transmission �ow from the optimal alloation.We now onentrate on the seond algorithm, and demonstrate that it onverges in a singleiteration. Moreover, we show that the solution o�ered by Algorithm 2 is atually idential to theoptimal solution provided by Algorithm 1 if eah network node has only one outgoing link.Property 4. Algorithm 2 onverges after one round of path disovery and seletion phases.Proof. Let ΠC be the set of available paths between S and C, as disovered in the path disoveryphase of Algorithm 2, based on path extension Rule 2. Let further Π∗

C = {P 1
C . . . , Pm

C } be theoptimal set of paths hosen by C for transmission aording to Theorems 3.3.1 to 3.3.3, basedon the information reeived from the network nodes. Let �nally bk
C be the rate of the requestedpath P k

C ∈ Π∗
C , with bk

C ≤ ρu, ∀Lu ∈ P k
C . The greedy rate alloation in the path extension given



44CHAPTER 4. DISTRIBUTED MEDIA RATE ALLOCATION IN MULTIPATH NETWORKSby Rule 2 ensures that, at any node Ni, and ∀Lu ∈ Oi, we have ∑

k:Lu∈P k
C

bk
C ≤ ρu. This meansthat any node Ni, upon the reeption of reservation pakets, an alloate the bandwidth on theoutgoing links for all requested �ows. Therefore, no �ow is marked with dk = 0, and the server San ompute the optimal alloation Π∗ = Π∗

C after one round of the protool.Property 5. Algorithm 2 provides the same solution as Algorithm 1 if the outdegree of everyintermediate node Ni is equal to 1.Proof. In this partiular type of networks, we observe that the rate alloation operations duringpath extension in the path disovery phase beomes idential for both Algorithms 1 and 2. Sinethe rest of the algorithms is totally idential, they will provide the exat same solution, whih ismoreover optimal.4.4.2 Pratial ImplementationWe disuss here the pratial implementation of the proposed algorithms, and propose a fewexamples for deployment in real network senarios. In large sale networks, monitoring end-to-end paths between any two given nodes beomes highly omplex and ostly. Nor ative neitherpassive monitoring solutions sale well in terms of exeution time, auray and omplexity witha growing number of intermediate nodes and network segments [193℄. Sine full knowledge aboutnetwork status annot be ahieved in large sale networks, distributed path omputation solutionsare ertainly advisable. They additionally allow to release the omputational burden of a singlenode/server, and distribute it among several intermediate nodes [190℄. Networking protools havebeen proposed to organize large sale random network graphs into DAGs [38℄, or sets of multipleend-to-end paths [26℄ and even to ensure speial network properties like path disjointness andsurvivability [29℄.In this hapter, we address the deentralized path omputation and rate alloation problem,from the perspetive of a media streaming appliation. The forwarding deisions are taken inorder to maximize the quality of servie of suh spei� appliations, in partiular to minimizethe loss probability and aggregate enough transmission bandwidth. Our algorithms present a lowomplexity in terms of message passing and exeution time. In variable network senarios, wherethe link parameters hange slowly over time, our algorithms an be run periodially in order toadapt the streaming proess to a dynami network topology. Observe that the fastest networkparameter estimation algorithms o�er good results on timesales of a few seonds [16℄, whilethe exeution of our path-omputation algorithms takes one, or a few round-trip times. Hene,running our algorithm periodially, on timesales equal to the network estimation intervals ensuresthe optimal transmission deision, with the latest estimation about the network state. Finally,the ontrol overhead an be limited to two pakets on eah link of the network, for eah iterationof the distributed algorithms. For most typial senarios, the overhead stays very low omparedto the streaming rate. It typially depends on the periodiity hosen for the omputation of thedistributed rate alloation.Our framework for path seletion and rate alloation an be applied in a straightforwardmanner to a multitude of large sale network senarios, e.g., overlay network senarios (ContentDistribution Networks or Peer-to-peer networks), wireless network senarios, or hybrid interworkedwireless setups.For the ase of shared network resoures in many-to-many setups, simple modi�ations toour algorithms an yield good resoure alloations among lients, given an optimization metri.Consider Φ as the resoure sharing poliy implemented at an intermediate node i. Φ is designedaording to the �nal optimization metri of the overall system, e.g., maximizing system quality[79℄. Fairness and ongestion ontrol mehanisms on the end-to-end disovered paths an alsobe suessfully applied [47℄. Finally, simple distributed resoure sharing and paket prioritizationshemes an be implemented based on the di�erent importane of the simultaneous sessions [127℄.Based on Φ, eah node i an take an appropriate deision on how to alloate its resoures, (namely



4.5. SIMULATIONS 45the bandwidth of the outgoing links) among the onurrent appliations, based on pre-de�nedutility funtions for example. While the design of truly fair distribution of resoures betweenonurrent sessions is outside the sope of our work, our generi framework allows to limit thebandwidth o�ered to a single session, and therefore permits the implementation of independentongestion ontrol solutions.4.5 Simulations4.5.1 Simulation SetupWe analyze the performane of our path omputation algorithms in di�erent network senarios,and we ompare them to simple heuristi-based rate alloation algorithms. Results are presentedin terms of onvergene time, and video quality performane. We �rst study the average behaviorof the algorithms in random network graphs, and we eventually disuss in details a spei�, realistisenario, implemented in ns2 [194℄ in the presene of ross tra�.In all simulations, the test image sequene is built by onatenation of the foreman sequene,in CIF format, in order to produe a 1500-frame video stream, enoded in H.264 format at 30frames per seond (equivalent to 50 seonds of video). The enoded bitstream is paketized intoa sequene of network pakets, where eah paket ontains information related to at most onevideo frame. The size of the pakets is limited by the size of the maximum transmission unit(MTU) on the underlying network. The pakets are sent through the network on the hosenpaths, in a FIFO order, following a simple sheduling algorithm [189℄. The video deoder �nallyimplements a simple frame repetition error onealment strategy in ase of paket loss. A videopaket is orretly deoded at the lient, unless it is lost during transmission due to the errorson the network links, or unless it arrives at the lient past its deoding deadline. We onsidertypial video-on-demand (V oD) streaming senarios, where the admissible playbak delay is largeenough, i.e., larger than the time needed to transmit the biggest paket on the lowest bandwidthpath.4.5.2 Random Network GraphsWe generate two types of network topologies: (i) typial Wireless network graphs, with low band-width and high error probability for the network links; and (ii) Hybrid network senarios, wherethe server is onneted to the wired infrastruture (high rate, low loss probability), and the lientan aess the internet via multiple wireless links, whih have a redued bandwidth, and a higherloss probability. For both senarios, we generate 500 random graphs, with 10 nodes eah. Anytwo nodes are diretly onneted with a probability γ. The parameters for eah link are randomlyhosen aording to a normal distribution, in the interval [Rmin, Rmax] for the bandwidth, andrespetively [pmin, pmax] for the loss probability. The parameters for the wired and wireless linksare presented in Table 4.1.Table 4.1: Parameters for Random Graph GenerationParameter Wired Links Wireless LinksConnetivity Probability γ 0.4 0.6
Rmin 106bps 105bps
Rmax 3 · 106bps 7 · 105bps
pmin 10−4 10−3

pmax 5 · 10−3 4 · 10−2First we analyze the number of rounds in whih Algorithm 1 onverges to the optimal ratealloation given by a entralized algorithm, as proposed in [192℄. The results for both networksenarios are presented in Figure 4.3. We observe that the great majority of the ases require lessthan three iterations in order to reah the optimal rate alloation. This shows that our algorithm
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Figure 4.3: Number of rounds of the it-erative rate alloation, neessary to onvergeto optimal solution of Algorithm 1. 1 2 3 4
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Figure 4.4: Convergene of Algorithm 1,measured in terms of video distortion (MSE)as ompared to the optimal solution.
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Hybrid CaseFigure 4.6: Cumulative density funtionfor the improvement in quality o�ered by Al-gorithm 2 vs. a Heuristi Rate AlloationAlgorithm.performs very fast and needs only a very small number of ontrol messages to onverge to theoptimal rate alloation.Next, we propose to examine in Figure 4.4 the onvergene of Algorithm 1, omputed in termsof video distortion, as ompared to the quality of the stream ahieved with the optimal ratealloation. We observe that the distortion due to Algorithm 1 rapidly dereases, and that thepartial solutions are very lose to the optimal one, even after the �rst round of the iterative ratealloation strategy. It learly illustrates that the proposed distributed algorithm onverges veryfast to the optimal solution, and that the most ritial paths in terms of video quality are alreadyalloated by the very initial rounds of the distributed solution.In both Figure 4.3 and Figure 4.4, we an observe that Algorithm 1 performs better in the

Hybrid network senario than in the Wireless ase. This is due to the fat that this networksenario has in average less bottlenek links. Please observe that in this simulated senario, thebottlenek links are usually the wireless links, sine the rates of the wired links are muh higher.Therefore, Algorithm 1 is expeted to onverge faster to the optimal solution in the Hybridsenario, where paths are less likely to share bottlenek links. This is in aordane with theproperties of this algorithm presented in the previous setion.Then we analyze the performane of the proposed algorithm, in terms of video quality ob-tained with the rate alloation solution. We ompare the results obtained with Algorithm 1, to
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Hybrid CaseFigure 4.8: Cumulative density funtionof the relative di�erene in quality, for Al-gorithm 1 limited to one iteration only, vsAlgorithm 2.the ones obtained by a simpler distributed heuristi whih forwards the inoming network �ow ateah intermediate node on the best outgoing link in terms of loss probability (e.g., single best-path streaming). We ompute the distribution of the penalty in quality su�ered by the heuristisenario, for 500 di�erent network graphs. The umulative density funtion is represented in Fig-ure 4.5, whih illustrates the probability for the improvement in quality to be within a prede�nedrange [0, x]. We observe that, for both network senarios, our algorithm obtains signi�antly bet-ter results in more that 70% of the ases. This motivates the extra ontrol overhead introduedby Algorithm 1, whih is needed to reah the optimal rate alloation. A similar behavior is shownin Figure 4.6, where we observe that Algorithm 2 also performs muh better than the single bestpath strategy in a large fration of the ases onsidered, and for both network senarios.Algorithms 1 and 2 are ompared in Figure 4.7 and Figure 4.8. Figure 4.7 represents theumulative density funtion of the di�erene inurred by Algorithm 2, with respet to the optimalalloation o�ered by Algorithm 1. A similar representation is proposed in Figure 4.8, exeptthat the quality provided by Algorithm 1 is omputed based on the rate alloation obtainedafter the �rst round of the iterative algorithm, as opposed to the optimal alloation that is usedin Figure 4.7. From both �gures, we see that, for the Wireless senario, the performane ofthe greedy sheme is equal to the optimal solution in almost 65% of the ases. Algorithm 2 iseven better, when ompared to the exeution of the optimal algorithm after the �rst round (70%of the ases providing equal or better results). This is due to the very small number of pathshosen for transmission, and to the fat that link parameters in the Wireless senario are quitehomogeneous. In the pathologial ase where all network links would have the same parameters,the performane of the two algorithms would be idential. Good results are also observed for the

Hybrid network senario. However, in this ase we observe that the greedy algorithm o�ers badresults in a signi�ant number of ases, sine quality attains only 50% of the optimal solution inalmost 20% of the ases. This is mainly due to the heterogeneity of the network links parametersin hybrid senarios.Finally, we ompare Algorithms 1 and 2 in terms of number of �ows hosen for the streamingappliation. The results for the Wireless and Hybrid network senarios are presented in Figure 4.9and Figure 4.10, respetively. We observe that in general Algorithm 2 uses a smaller number of�ows for transmission. This an be explained by the greedy alloation of paths, when Rule 2 is usedfor path extension. Similar results an be observed when the average streaming rate is omputedfor the solutions provided by both algorithms, for eah type of networks. Table 4.2 shows thatAlgorithm 2 generally results in a smaller transmission rate. However, the performane in termsof reeived video quality is very lose to the optimal one, sine the paths with the lowest lossprobability are prioritized in both algorithms. In addition, the partiular network setup used in
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Figure 4.9: Average Number of Flowsused by Algorithms 1 and 2 in the WirelessNetwork Case. 1 2 3 4 or more
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Figure 4.10: Average Number of Flowsused by Algorithms 1 and 2 in the HybridNetwork Case.Table 4.2: Average transmission rates hosen by Algorithms 1 and 2
Wireless HybridAlgorithm 1 531kbps 797kpbsAlgorithm 2 473kbps 591kpbsthe simulation allows for average streaming rates that already o�er a good enoding quality, wherethe rate-distortion gradient is not very large.Overall, the previous results show that Algorithm 1 represents a fast path omputation solutionin most types of networks that present a low number of bottlenek links. On the other side,Algorithm 2 o�ers a viable, lower omplexity alternative for very large network senarios withhomogeneous link parameters, where onvergene time is an issue (e.g., in networks haraterizedby quikly varying parameters).4.5.3 Sample Network SenarioWe now ompare the performane of the two path omputation algorithms presented, in a spei�network senario that represents a pratial ase study. We send the foreman sequene, enodedat 375kbps and 550kbps over a network as presented in Figure 4.11 (a). The network senariois reprodued in the ns2 simulator, and the path omputation mehanisms are implemented asextensions to the simulator. On eah of the network paths from the server to the lient, wesimulate 10 bakground �ows. These �ows are generated aording to an On/O� soure modelwith exponential distribution of staying time, and average rates between 100 and 300kbps. Theinstantaneous rate available to the streaming appliation is onsidered to be the di�erene betweenthe total link bandwidth, and the instantaneous rate of the aggregated bakground tra�. Wegenerate two network ases, one with low average link rates and high transmission error probability
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4.5. SIMULATIONS 49Table 4.3: Parameter values for the network links in Figure 4.11
L1 L2 L3 L4 L5 L6 L7Case 1: Loss (%) 2.0 1.0 2.0 1.5 1.5 0.5 2.5Case 1: Rate (kbps) 325 225 225 225 325 225 225Case 2: Loss (%) 1.5 1.0 1.0 0.75 1.0 0.5 1.5Case 2: Rate (kbps) 450 300 300 300 450 300 300
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Figure 4.12: Performane evaluation ofAlgorithms 1 and 2 as a funtion of playbakdelay (Network Case 1, no FEC). 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2
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Figure 4.13: Performane evaluation ofAlgorithms 1 and 2 as a funtion of playbakdelay (Network Case 1, with FEC).(i.e., end-to-end loss probability higher than 6%), and a seond ase with higher average linkrates and average transmission error probability (i.e., end-to-end loss probability of about 3%).The average bandwidth, and loss probabilities are presented in Table 4.3, for the two ases underonsideration. The network MTU is set to 1000 bytes worth of video data. Finally, we also onsiderases where the video stream is sent along with forward error protetion. Overhead pakets aresent in addition to the video pakets for paket loss reovery. FEC bloks of 20 pakets are formedby adding two redundant pakets for eah set of 18 video pakets in the �rst network ase. Inthe seond ase, one FEC paket is added to eah group of 19 video pakets. Therefore, all videopakets an be reovered if at least 18, respetively 19 pakets are orretly reeived in a blokof 20 pakets. Note that in this spei� senario, both strategies result in an overall streamingrate that is smaller than the average aggregated bandwidth available on the network. Distortionis mostly aused by paket losses, or late arrival due to bandwidth �utuations.Figure 4.11 b) and ) �rst show the path seletion provided by Algorithm 1 and 2, respetively.Both network ases result in the same alloation, and the appliation pakets and the ontrolmessages of our algorithms share the same network links. Simulations are then run aording tothese path alloations, and eah simulation point is averaged over 10 simulation runs. Figure 4.12and Figure 4.13 present the performane of Algorithms 1 and 2 as a funtion of the playbak delayimposed by the lient, respetively in absene or presene of FEC protetion. Reall that theserver performs a simple round-robin paket sheduling strategy, for a given set of streaming path.Hene, the playbak delay in�uenes the sheduling performane, and larger playbak delays allowsto pay smaller penalty due to the sheduler hoies. The video distortion values inorporate thesoure distortion due to the low enoding rate of the sequene, along with the loss distortion dueto paket transmission losses, and late arrivals at the lient. We observe that, even if the hoieof transmission paths di�ers between the two algorithms, the performane is similar, sine theend-to-end paths are disjoint, and quite homogeneous in the network ase under study. It an benoted that the in�uene of the playbak delay is similar for both shemes. In the same time, it anbe observed that using even a minimum error protetion strategy unsurprisingly improves the �nalresults, while using no transmission protetion at all greatly emphasizes the quality degradationdue to network losses in omparison to other streaming parameters, e.g., playbak delay. Very
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Figure 4.14: Temporal evolution of thevideo quality (Network Case 2, no FEC). 0  10 20 30 40 50
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Algorithm 2Figure 4.15: Temporal evolution of thevideo quality (Network Case 2, with FEC).similar results an be observed for the seond network ase with the 500 kbps video bitstream,but they are omitted here due to spae onstraints.Finally, we pik one of the simulation runs for eah algorithm, and analyze the temporalevolution of the quality. The reonstruted video quality is measured at the reeiver averaged foreah group of 30 pitures, in the absene or presene of FEC, respetively. Results are presentedin Figure 4.14 and Figure 4.15 for the seond network ase, where the playbak delay imposedby the lient is set to one seond. It an be seen that both algorithms again perform similarlyin the presene of network losses and ross tra�. The quality �utuations are mostly due topaket losses, and basi FEC protetion already helps to improve the deoded quality. It on�rmsthe results presented above, and positions both algorithms as e�ient solutions for distributedmedia-spei� rate alloation in multipath networks.4.6 ConlusionsThis hapter has addressed the problem of deentralized path omputation for multimedia stream-ing appliations in large sale networks. When end-to-end monitoring at the media server beomesintratable and expensive, distributed mehanisms need to be derived in order to optimize thestreaming proess in terms of media quality. We present two suh mehanisms for path om-putation that di�er in the onstrution of available paths between the streaming server and thelient on a node-by-node basis. The �rst algorithm provides a omprehensive view of the set ofend-to-end paths, whih leads to optimal rate alloation, at the prie of a small onvergene time.The seond algorithm only o�ers partial information about the available paths, whih results ina lower omplexity solution. However, thanks to a greedy alloation that favors the most reliablepaths, the performane of the seond algorithm stays lose to the optimal performane in most ofthe ases.In both algorithms, eah node is responsible for a rate alloation deision for all inoming �ows,on the outgoing links. Hene, the available set of transmission paths to the lient is reated onlyfrom the original loal network views at eah individual intermediate node. It allows to release theassumption of full network knowledge at any single node in the network and eliminates the need forexpensive path monitoring mehanisms. Both solutions therefore represent interesting alternativesfor media spei� path seletion in large sale networks. In partiular, extensive simulationsdemonstrate that the optimal algorithm onverges very fast, in partiular in networks that presenta small number of bottlenek links. In the same time, the greedy algorithm represents a viableand low omplexity solution in very large network senarios with homogeneous link parameters,and stringent limitations on the onvergene time of the algorithm.



Chapter 5Forward Error Corretion forMultipath Media Streaming
5.1 IntrodutionIn this hapter we address the problem of joint optimal rate alloation between media soure rateand error protetion rate in lossy multipath networks. In lossy network senarios, where mediapakets are prone to transmission erasures it is important to hose the right amount of redundany,and the proper distribution between the soure and hannel rate, in order to guarantee suessfuldeoding at the end lient. Based on a general distortion model for layered enoding video streams,whih takes into aount possible paket transmission losses, we formulate a general optimizationproblem that ahieves an optimal balane between video soure rate and forward error orretionrate, given a onstraint on total network resoures. The optimal solution for our general problemdi�ers with the hoie of FEC and sheduling shemes. Hene, based on the most ommon FECand sheduling tehniques, we propose several onrete instanes of this problem and we omputethe optimal ahieved solutions. In partiular, we address the equal and unequal forward errororretion shemes, along prioritized or un-prioritized sheduling tehniques for layered videooding. At the same time, we o�er fast heuristi algorithms that provide good results for ourproblem with a minimum omputational e�ort. We ompare the di�erent instanes based on theobtained results. Our results on�rm the onlusions drawn in the previous hapters, namely thatit is always best to stream on the best network paths �rst, and that fully utilizing the networkresoures is not always optimal in terms of average media quality. In the same time, we show thebene�ts of unequal error protetion and we identify the tradeo� between rate alloation optimalityand servie granularity in real systems.Furthermore, we address the same problem of optimal hannel rate alloation for media stream-ing in ative networks, where intermediate nodes are able to perform basi FEC deoding/enodingoperations. FEC performane is analyzed in the ase of hop-by-hop FEC protetion, and om-pared with an end-to-end FEC senario, in order to demonstrate the bene�ts of FEC operationsin the intermediate nodes. FEC operations in intermediate nodes are shown to beome espeiallyuseful when the network segments on the streaming path have quite heterogeneous harateristis.The rest of this hapter is organized as follows: Setion 5.2 introdues the network, video andFEC models. We disuss possible FEC and sheduling shemes for our proposed setup in Se-tion 5.3 and Setion 5.4, and we formulate the optimization problem in Setion 5.5. The proposedalgorithms are presented in Setion 5.6, and evaluated in Setion 5.7. Finally, we disuss the aseof ative networks when intermediate nodes an perform basi FEC operations in Setion 5.8, andwe onlude the hapter in Setion 5.9. 51



52CHAPTER 5. FORWARD ERROR CORRECTION FORMULTIPATHMEDIA STREAMING5.2 Multipath Streaming System5.2.1 Network ModelAs in the previous hapter, we onsider a framework where the multimedia streaming appliationuses a multipath network. The available network between the server S and the lient C is modeledas a �ow-equivalent graph G(V, E), where V = {Ni} is the set of nodes in the network, and E isthe set of links or segments. Eah link Lu = (Ni, Nj) ∈ E onneting nodes Ni and Nj has threeassoiated positive metris: the available bandwidth ρu and loss probability θu as in the earlierhapters, and the propagation delay tu ≥ 0, onsidered as stati.Finally, let P = {P1, ..., PN} denote the set of available loop-free paths between the server
S and the lient C in G, with N the total number of non-idential end-to-end paths. P anbe omputed aording to the network �ow transformation and theorems presented earlier in thisthesis. A distint path Pi ∈ P is haraterized by the end-to-end bandwidth bi and loss probability
pi, omputed as in the previous hapters.In addition, we onsider the end-to-end propagation delay of path Pi, τi, omputed as the sumof the intermediate links delays:

τi =
∑

Lu∈Pi

ti . (5.1)Server S uses the available network paths for media paket transmission to the lient. Afterinitiating the media request, the lient waits for a limited playbak delay ∆ before starting theplayout.5.2.2 Video ModelWe represent the end-to-end distortion, as pereived by the media lient, as the sum of the souredistortion, and the hannel distortion. In other words, the quality depends on both the distortiondue to a lossy enoding of the media information (DS), and the distortion due to losses experienedin the network (DL). Overall, the end-to-end distortion an thus be written as in the previoushapters:
D = DS + DL = f(R, π, Γ) , (5.2)where Γ represents the set of parameters that desribe the media sequene. This generidistortion model is quite ommonly aepted, as it an aommodate a variety of streaming se-narios [85℄. For example, when error orretion is available, the total streaming rate has to be splitbetween the video soure rate that drives the soure distortion DS and the hannel rate, whihdiretly in�uene the video loss rate π.We assume the video sequene to be layered enoded into L separate layers, eah layer l ≤ Lbeing haraterized by its enoding rate rl. Video layers are transmitted starting with the baselayer, and then adding subsequent enhanement layers, if the network onditions permit it. Weassume that a video layer an either be fully transmitted or dropped from an enoder/sender pointof view. Hene the total enoding rate of the video stream an be expressed as the sum of therates of all layers that are transmitted from S to C:

R =

l
∑

j=1

rj , (5.3)where l is the number of transmitted video layers, as deided by the streaming appliation.A ommonly aepted model for the soure rate distortion is a deaying exponential funtionon the enoding rate, while the hannel distortion is proportional in average to the number oflost pixels/video elements. Under the ommon assumption that network pakets ontains datareferring to the same amount of video information (e.g. one frame, one slie, one enoded videolayer of a frame), the hannel distortion is proportional to the number of lost pakets, and is
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β = 147.di�erentiated by the importane of the video layer ontaining the lost pakets. For video enodinginstanes where higher video layer annot be deoded unless all lower video layers are presentat the deoder, we build on the general distortion model presented in the previous hapter, andexpliitly formulate the distortion metri as:

D = α · (
l
∑

j=1

rj)
ξ + β · π1 +

l
∑

j=2

(πj · (Dj−1 − Dl) ·

j−1
∏

s=1

(1 − πs)) (5.4)where α, ξ and β are sequene dependent parameters. Dj represents the soure distortion ofthe �rst j layers of the video stream, and π = {πj |∀j : 1 ≤ j ≤ l} is the set of average loss ratesexperiened during the transmission proess by the video pakets of eah layer j. πj depends onthe loss probabilities pi of the subset of network paths used for the transmission of the paketsof video layer j, and on the eventual error protetion sheme employed for proteting the videopakets. Notie that our model for the loss distortion DL separates the paket losses in the baselayer (seen as more severe, beause of frame loss and the ativation of error onealment strategiesat the deoder) and the losses in the enhanement layers (seen as a�eting only the total qualityof the given frame). In our framework, we onsider the paketized bitstream, with one networkpaket per frame and per video layer. Depending on network available resoures, the server deidesthe number of video layers that an be transmitted to the lient. A video layer an either be fullytransmitted or dropped.We validate the distortion model with streaming experiments. We enode the foreman_qcifsequene (300 frames, 30 frames per seond) in one base layer (BL) and one enhanement layer(EL), with the help of the H.264/SVC enoder. The total rate of the enoded sequene is varied,by enoding at di�erent quantization parameters (QP) for the BL. The hosen enoder imple-mentation always uses a QP for the EL, 6 points below the QP of the BL. On the sequene ofpakets we are in�iting transmission paket losses aording to an independent loss probability
p ∈ [0, 0.05], and we ompare the deoded video quality with the original one, by averaging over100 simulation runs. Results for the validation of the soure distortion are presented in Figure 5.1,while Figure 5.2 presents the validation of the loss distortion model. We observe that the modellosely follows the experimental results1.1For a omplete validation of the video distortion model, please see [195℄.



54CHAPTER 5. FORWARD ERROR CORRECTION FORMULTIPATHMEDIA STREAMING5.2.3 Forward Error CorretionAmong all error orretion tehniques, paket-level FEC is generally preferred in the ase ofmultiast-like or delay sensitive streaming senarios, espeially when paket losses are expeted toa�et the transmission proess. Generially, a FEC blok of n pakets ontains k media paketsand n−k FEC pakets. In the ase of Reed-Solomon odes (RS), the reeiver an fully reonstrutthe original k data pakets as long as it orretly reeives at least k pakets of the FEC blok.We assume that the server S an protet eah media layer against transmission errors, with onesystemati forward error orretion shemes FEC(n, k). The loss probability for eah video layer,proteted by FEC(n, k) an be omputed starting form the total error probability p, a�eting thetransmission proess of that layer. Let πj be the error probability a�eting video layer j, afterFEC deoding. It an be omputed as the average probability of loosing exatly i video paketsfrom the FEC blok (1 ≤ i ≤ k), and at least ⌊n − k − i + 1⌋ redundant pakets.
πj =

1

k
·

k
∑

i=1

i · pi(n, k), (5.5)where pi(n, k) is the probability of losing at least n− k +1 pakets from the FEC blok, out ofwhih, exatly i pakets are video pakets. For an iid loss proess, pi(n, k) an be easily omputed:
pi(n, k) =

(

k

i

)

pi(1 − p)k−i

s
∑

l=⌊s+1−i⌋

(

s

l

)

pl(1 − p)s−l, (5.6)where s = n − k.Given the network and video models presented above, an upper bound on n an be easilyomputed as:
n ≤ f · min

Pi∈P
(∆ − τi) (5.7)where f is the enoded video sequene frame rate, and ∆ is the maximum playbak delayimposed by the lient. Knowing that the FEC performane in general inreases with the inrease inblok size, we onsider the maximum blok size allowed by the network, e.g., n = f ·minPi∈P(∆−τi)as the FEC blok size2.5.3 FEC Shemes5.3.1 Equal Error Protetion ShemeWe investigate two separate forward error orretion shemes. First we address the simple EqualError Protetion sheme (EEP), in whih all video layers are proteted by the same FEC sheme

FEC(n, k).Assume that, aording to the sheduling mehanism utilized, eah video layer j ≤ l is a�etedby the loss proess pj before FEC deoding at the lient. The �nal loss probability πj a�etingeah video layer after FEC reonstrution is omputed based on n, k and pj , aording to Eq. (5.5)and Eq. (5.6). At the same time, the total rate of the video stream beomes:
R =

l
∑

j=1

rj ·
n

k
(5.8)and is onstrained by the total network available rate∑N

i=1 bi.2While the omplexity of the RS oding proess grows as a quadrati funtion of n, in delay sensitive streamingsenarios, we expet n to be generally small, hene limiting the required oding exeution time.
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Figure 5.4: Unequal Error Protetion perNetwork Path: eah network path o�ers dif-ferent FEC parameters for the protetion ofthe passing data, no matter to whih videolayer it belongs.5.3.2 Unequal Error Protetion ShemeNext, we onsider the ase on unequal error protetion (UEP) when di�erent video layers traversingdi�erent paths in the network an be proteted by individual FEC shemes. Di�erent UEP shemesan refer to individual transmitted video layers, ase in whih eah layer j ≤ l is proteted bya separate FEC sheme FEC(n, kj) (Figure 5.3), or to individual network paths, ase in whihall video data traversing a partiular network path Pi is proteted by a separate FEC sheme
FEC(n, ki) (Figure 5.4).In the �rst ase, the total rate of video layer j beomes rj ·

n
kj
, and depending on the shedul-ing mehanism utilized, will be a�eted by the end-to-end loss proess after FEC deoding πj ,omputed starting from pj, n and kj .In the seond ase, we an reompute the relevant end-to-end parameters of eah path Pi inthe network model (bandwidth b

′

i and loss proess p
′

i), as seen after applying the FEC sheme
FEC(n, ki) and deoding the data aordingly. The available bandwidth for video paket trans-mission on path Pi beomes:

b
′

i = bi ·
ki

n
, (5.9)and the new loss proess p

′

i a�eting video pakets on path Pi an be omputed starting fromthe FEC parameters n and ki, and atual paket loss proess pi. Performing this transformationfor every individual path Pi ∈ P , we obtain a new set of available network paths P
′ for videostreaming (e.g., same set of paths, but with di�erent parameters). The new path parameters b

′

iand p
′

i will a�et the video �ows aording to the sheduling mehanism employed.5.4 Sheduling Mehanisms5.4.1 Equivalent Network ModelWe address two di�erent sheduling mehanisms that help us transmit the video information overthe network paths. Initially, we present a simple earliest deadline �rst sheduling mehanism thatis unaware of the harateristis of the network paths or of the spei�s of the video enodingstruture. The sheduling algorithm forwards the inoming media and FEC pakets in a FIFOorder, on the �rst available network path, aording to the respetive rates and propagation



56CHAPTER 5. FORWARD ERROR CORRECTION FORMULTIPATHMEDIA STREAMINGdelays. Using this sheduling mehanism in the long run, the multimedia appliation will pereivethe available network between S and C as one equivalent end-to-end network path with averageequivalent parameters.We an easily ompute the parameters of the equivalent network end-to-end path, starting fromthe initial parameters of eah individual network path Pi. Let b be the total bandwidth of theequivalent network model. As we have seen in the previous hapters, the network graph G(V, E)an be modelled as a network of disjoint �ows/path, as pereived by the media appliation. Inthis ase we an ompute:
b =

N
∑

i=1

bi. (5.10)The average loss probability p of the end-to-end equivalent network link an be omputed asthe average of the loss probabilities a�eting eah individual network path in G(V, E):
p =

∑N
i=1 bi · pi
∑N

i=1 bi

. (5.11)Finally, an upper bound on the propagation delay an be omputed for the end-to-end equiv-alent network link as:
τ = max

i:1≤i≤N
τi. (5.12)Considering this sheduling mehanism, the transmitted video layers will experiene the net-work as a single equivalent network path with the equivalent parameters as omputed above. Themaximum possible FEC blok size n an be omputed starting from the end-to-end propagationdelay τ and ∆, while the error probability πj a�eting eah video layer j, proteted by a spei�FEC ode, an be omputed starting from the loss probability p of the network link. Finally, thetotal soure oding rate and FEC rate are upper bounded by the total available bandwidth of theequivalent network link b.5.4.2 Priority ShedulingNext we address a sheduling algorithm that takes into aount the di�erent parameters of thenetwork paths, and the relative importane of the video layers. As seen in the previous hapters,it is always best to fully utilize the network paths in asending order of their loss probability pi.Hene we adopt a sheduling strategy that maps the video layers, inluding the aompanyingFEC rate, in inreasing order of their importane, on the best available network paths in terms ofloss probability.Let P = {P1, . . . , PN} be the ordered set of available network paths, aording to their lossprobabilities (e.g., p1 < . . . < pN ). In the previous hapter, we have seen that network paths

Pi and Pj with equivalent error proesses pi = pj an be onsidered by the media appliationas a single network path with aggregated bandwidth bi + bj and equivalent propagation delay
max(τi, τj).At the same time, let the l transmitted video layers be ordered aording to their importane(e.g., layer 1 orresponds to the base layer, layer 2 orresponds to the �rst enhanement layer, ...),and let FEC(n, kj) be the forward error orretion sheme employed for proteting video layer
j ≤ l. For simpliity reasons we assume that the maximum FEC blok size is omputed in thesame way as before. The total network rate required for the transmission of video layer j will be
rj · n

kj
. We assume that layer j is mapped aording to the gradual �lling algorithm desribedabove on network paths Ps, . . . , Pt with reserved rates cs, . . . , ct, where cs ≤ bs, ct ≤ bt, and

ci = bi, ∀i : s < i < t. We observe the following rate equality:
rj ·

n

kj

=

t
∑

i=s

ci. (5.13)



5.5. OPTIMIZATION PROBLEM 57EEP UEP Layer UEP PathFIFO Sh. EqEEP EqLayer EqPathPriority Sh. ShEEP ShLayer ShPathTable 5.1: Di�erent Optimization Algorithms for the Problem Instanes, based on the possibleombinations of sheduling and FEC strategies.while the total error probability pj a�eting layer j before FEC deoding an be omputed as:
pj =

∑t
i=s ci · pi
∑t

i=s ci

. (5.14)Based on pj we an now ompute the �nal error proess a�eting layer j after FEC deoding,
πj , aording to Eq. (5.5) and Eq. (5.6). Please observe that, ompared to the previous shedulingase, where all transmitted video layers are a�eted by the same loss probability p, we shedulenow the most important video layers on the best paths, hene we have p1 <, . . . , < pl.5.5 Optimization ProblemWe onsider the problem of optimal rate alloation strategy, for a given video stream that anbe split into �ows sent on di�erent paths from the streaming server S and the lient. Given thenetwork rate onstraints and path status in terms of propagation delays and loss probability, weare interested in �nding the optimal rate split between soure enoding rate and forward errorprotetion rate, in order to maximize the reeived video quality. Hene, we an formulate theoptimization problem as follows:Joint Multimedia - FEC Rate Alloation Problem (JMFR): Given the �ow-equivalentnetwork graph G, the number of di�erent paths or �ows n, the video sequene harateristis (Γ)and the total number of enoded video layers L, �nd the optimal number of transmitted videolayers l∗, and the optimal forward error protetion sheme FEC(n, k∗

j ) for eah layer j ≤ l∗, suhthat the pereived video distortion D at the lient is minimized:
{l∗, k∗

j } = arg min
l≤L;kj≤n;1≤j≤l

D(R, π, Γ), (5.15)under the network rate onstraint:
l∗
∑

j=1

rj ·
n

k∗
j

≤
N
∑

i=1

bi. (5.16)Given the di�erent sheduling strategies for the multipath data transmission, and the variousFEC shemes for the protetion of the layered video data, the optimization problem will presentmultiple instanes, eah one having an optimal solution. The following setions present our pro-posed algorithms for solving the instanes of the optimization problem and disuss in details theirperformane and opportunity.5.6 Optimization Algorithms5.6.1 Optimal Full Searh AlgorithmsIn the previous setion we have presented di�erent sheduling and FEC mehanisms and we haveomputed in eah ase the parameters neessary for solving the proposed optimization problem.Now we present the algorithms we use in order to searh for the optimal solution, and disusstheir performane and omplexity.



58CHAPTER 5. FORWARD ERROR CORRECTION FORMULTIPATHMEDIA STREAMINGDepending on the sheduling mehanism and the FEC sheme employed we an identify sixdi�erent types of algorithms as de�ned in Table 5.1. Eah of the algorithms employs one FECand one sheduling strategy, from the ones presented above.We are utilizing the full searh algorithms as a benhmark for performane. For the sake oflarity we present in Algorithm 3 the pseudo-ode for one of these algorithms. Slight variations inthe ode will lead to the implementation of full searh algorithms for all other streaming strategies.Algorithm 3 EqLayer Full Searh Algorithm.Input:2: Flow-equivalent network graph G(V, E), network paths P = {Pi(bi, pi, τi)/∀i : 1 ≤ i ≤ N},enoded video bitstream parameters Γ, video layers rates rl, ∀l : 1 ≤ l ≤ L, frame rate f ,playbak delay ∆.Output:4: Optimal joint rate alloation {l∗, k∗
j }.Initialization:6: Compute equivalent network link bandwidth: b =

∑N
i=1 bi;Compute equivalent network link loss proess: p =
∑

N
i=1 bi·pi
∑

N
i=1 bi

;8: Compute equivalent network link propagation delay: τ = maxi τi;Compute maximum FEC blok size: n = f · (∆ − τ);10: Proedure Compute optimal JMFR solution:for Every number of video layers l ≤ L and every kj ≤ n, 1 ≤ j ≤ l do12: Chek rate onstraint:if ∑j
j=1 rj ·

n
kj

≤ b then14: Compute πj , ∀j : 1 ≤ j ≤ l, starting from p and kj ;Compute D = D(R, π, Γ) aording to the Equivalent Network Sheduling and UEP perVideo Layer shemes;16: end ifend for18: Output {l∗, k∗
j } = arg min

l≤L;kj≤n;1≤j≤l

D(R, π, Γ).The algorithm �nds the optimal solution for the optimization problem, by parsing every feasiblerate alloation between soure video rate and error orretion rate. It outputs the optimal numberof video layers to be transmitted, along the optimal FEC strategy for eah transmitted layer, suhthat the media distortion as pereived by the lient is minimized.While the algorithm outputs the optimal result for every network senario, the omputationalresoures needed are rather high. During the full searh for the optimal parameters, the algorithmneeds to ompute one distortion value for every feasible value of kj ≤ n, for every video layer
j ≤ L. Hene, the total omplexity of the algorithm is O(nL). Similarly, the FEC strategy thatalloates one FEC ode per eah individual network path requires a total of O(nN ) omputations,with N being the number of distint available network paths. The exponential omplexity ofthese algorithms will prohibit their use in large sale senarios with a large number of availablenetwork paths and �ner granularity in the video enoding. Therefore, we introdue now heuristialgorithms that ahieve similar results with a muh lower omputational omplexity.5.6.2 Utility-based Heuristi AlgorithmsIn this setion we introdue our heuristi approah towards solving the optimization problem. Webuild on the utility framework introdued in [33℄, and present algorithms that iteratively take astepwise loally optimal deision.Let eah algorithm start from an initial feasible solution where only the video base layer,without any FEC protetion, is sheduled for transmission, aording to the employed sheduling



5.6. OPTIMIZATION ALGORITHMS 59mehanism. Let also Fs = {l, {kj}; 1 ≤ j ≤ l} be a feasible solution obtained by our algorithmsat iteration s.We assoiate to this solution, the total video rate Rs =
∑l

j=1 rj , satisfying the total networkrate onstraint ∑l
j=1 rj · n

kj
≤
∑N

i=1 bi. We an also ompute the values πs = {πj ; 1 ≤ j ≤ l}representing the loss proess observed by every transmitted video layer on the network. Based onthese values we an ompute the pereived lient distortion Ds = D(Rs, πs, Γ). Let Bs be theresidual available network rate after transmitting all data pakets related to solution Fs.At the next algorithm iteration, s+1, we an either attempt the transmission of an extra videolayer l+1, in ase l+1 ≤ L, or hange the FEC parameter k′
j of any of the already sheduled videolayers j ≤ l. Let the new distortion measures assoiated to eah of these ations be Da

s+1, where
a identi�es the spei� ation taken. We de�ne the utility of an ation a as the ratio betweenthe pereived video quality improvement by performing this ation, and the amount of networkresoures δra, neessary for implementing the ation:

Ua =
Ds − Da

s+1

δra
. (5.17)

δra an be easily omputed as rl+1 in ase a new video layer is sheduled for transmission, oras the extra neessary network rate in order to hange the FEC parameters of video layer j from
kj to k′

j , e.g., δra = rjn
kj−k′

j

kjk′

j
. Any of the ations a is feasible as long as δra ≤ Bs. In the sametime, ation a brings an improvement in quality if Ua > 0.Algorithm 4 ShPath Utility Algorithm.Input:2: Flow-equivalent network graph G(V, E), network paths P = {Pi(bi, pi, τi)/∀i : 1 ≤ i ≤ N},enoded video bitstream parameters Γ, video layers rates rl, ∀l : 1 ≤ l ≤ L, frame rate f ,playbak delay ∆.Output:4: Optimal joint rate alloation {l∗, k∗

j }.Initialization:6: Compute maximum FEC blok size: n = f · mini(∆ − τi);
F1 = {1, k1 = n};8: Compute B1 =

∑N
i=1 bi − r1;Compute the ordered set P = {Pi : 1 ≤ i ≤ N}, s.t. p1 <, . . . , pN .10: Proedure Compute heuristi JMFR solution:Iteration s=1;12: while 1 dofor every feasible ation a do14: Compute updated distortion value Da

s+1 aording to the Priority Sheduling mehanismand UEP sheme;Compute utility funtion Ua;16: end forif no feasible ation a exists, or Ua ≤ 0, ∀a then18: Break;end if20: Compute new solution: Fs+1 = arg maxa Ua;Update available network bandwidth Bs+1;22: Update iteration: s = s + 1.end while24: Output Fs.The algorithm, at eah iteration s will hose the next solution Fs+1 by performing the ationthat maximizes the utility value among all feasible ations. The algorithm stops either when there



60CHAPTER 5. FORWARD ERROR CORRECTION FORMULTIPATHMEDIA STREAMINGAverage Enoding Bitrate per video layer [kb/s℄ QP=30 QP=34 QP=38Base Layer 328.8335 233.1850 159.1450Enhanement Layer 1 482.6697 244.9661 145.1805Enhanement Layer 2 546.5654 342.1015 201.5870Table 5.2: Average enoding rate per video layer for enodings with di�erent quantization pa-rameters using H.264/SVC.are no more feasible ations, e.g., the network rate has already been totally utilized, or there are nomore ations that bring a positive improvement to the urrent solution. Depending on the FEC andsheduling mehanisms employed, six di�erent algorithms an be derived. Algorithm 4 presentsthe pseudo ode of one of them, the modi�ations towards all the others being straightforward.For a omplete searh over the FEC parameter spae, during eah ation a, the parameter
k′

j beomes k′
j = kj − 1. In real system implementations, where only a limited amount of FECshemes are available, k′

j should be hosen as the next smaller parameter from the feasible set ofshemes after kj .During eah iteration, the algorithm needs at most L omputations, while the maximum num-ber of iterations is n · L. Hene the total omplexity of the proposed algorithm is O(n · L2). Inthe following setions we asses the performane of our heuristi method ompared to the optimalfull searh.5.7 Experimental Results5.7.1 SetupWe test the proposed mehanisms in various network setups with various enoded bitstreams. Weuse a onatenated version of the foreman_cif sequene (3000 frames), enoded at 30 frames perseond using the salable enoder H.264/SVC. We enode the sequene in three video layers, onebase layer and two enhanement layers, at di�erent enoding rates given by the hosen quantizationparameters (QP). Our spei� enoder generates the desired number of enhanement layers startingfrom the given QP value for the base layer, and dereasing it by 6 for eah additional layer. Theobtained data rates for the video layers enoded at di�erent QPs are presented in Table 5.2. Weassume that the video layers annot be deoded unless all lower layers are available at the deoder.We use a multipath network senario that o�ers a variable number of end-to-end transmis-sion paths to the media appliation. Our results are obtained for network senarios with two,three or four network paths. Eah network path is haraterized by a random iid loss proessuniformly drawn in the interval [1−25]%, and a propagation delay randomly drawn in the interval
[50 − 100]ms. The end-to-end bandwidth of eah path is randomly assigned in intervals that aremeaningful for eah experiment. Finally we assume that the lient imposes a �xed playbak delay
∆ = 700ms, after whih it starts playing the reeived video data. Any pakets arriving at thelient after their deoding deadline are onsidered as lost for the appliation and disarded.Within the presented framework we ompare the performane obtained by the proposed algo-rithms for optimal joint soure-FEC rate alloation, representing the di�erent FEC shemes andsheduling mehanisms presented above. Our results are averaged over 100 simulation runs foreah network senario and eah transmitted bitstream. In partiular, we emphasize the betterperformane brought by the UEP error orretion sheme and the priority sheduling mehanism.Finally, we disuss real system implementations with onstraints on the available set of FECparameters.5.7.2 EEP vs. UEPFirst we ompare the EEP and UEP forward error orretion shemes in the ase of full searhalgorithms. We identify �ve network senarios, ranging from very low end-to-end loss probability
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Figure 5.6: FEC shemes omparison forvarious sheduling mehanisms, video baselayer enoding: QP=34.Average Loss Probability [%℄ ShLayer EqLayer ShPathBase Layer 0.059 0.056 0.06Enhanement Layer 1 4 3.46 2.1Enhanement Layer 2 11.52 - 9.3Table 5.3: Average Loss Probability after FEC deoding for eah video Layer, for the algorithmsbased on UEP.to very high one, and we set the end-to-end available bandwidth to be lower than the totalenoded rate of the transmitted video bitstream. Eah algorithm runs on the network senarioand optimizes the enoding FEC rate alloation in order to maximize the video distortion measure.They deide how many video layers to transmit and how muh error protetion should be addedto eah layer, given the total network resoure onstraints.Results for the three enoded bitstreams are presented in Figure 5.5, Figure 5.6 and Figure 5.7.We observe that for every bitstream and every range of network losses, the UEP sheme performsbetter than the EEP sheme. While the improvement is minimal for very low error networksenarios, it beomes inreasingly visible as the network onditions get worse. These results learlyevidentiate the importane of �exible error protetion in the ase of salable video transmissionover lossy networks. The UEP sheme protets di�erently the video layers, aording to theiroverall importane to the �nal distortion measure, being able to better utilize network resoures.On the other hand the EEP sheme overprotets the higher layers of the video stream, henewasting the available bandwidth.Table 5.3 provides a di�erent representation of the same results. Here we show the total errorproess assoiated with eah transmitted video layer after FEC deoding at the lient in the ase ofthe UEP sheme. We observe that, while the base layer is very well proteted, ensuring pratiallyzero losses, the higher layers are gradually less proteted, as the appliation an tolerate a higheramount of losses with lower impat on the reonstruted media quality. On the other hand theEEP sheme does not o�er this �exibility, hene leading to a suboptimal performane.5.7.3 Equivalent Network Model vs. Priority ShedulingNext, we ompare the two proposed sheduling mehanisms. Due to the oarse granularity pro-vided by the used video enoder, in this subsetion we hand-pik the network total bandwidth,suh that we emphasize the oneptual di�erenes between the two sheduling mehanisms3. Wehoose network senarios with total end-to-end bandwidth that an easily aommodate the �rsttwo video layers of eah bitstream without error protetion (but not three layers), while we ran-domly hoose the error rates of eah path as presented before.3Please note that with fully salable enoding systems, e.g., FGS enoders, the di�erene between the shedulingmehanisms would always be visible.
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Figure 5.8: Sheduling mehanisms om-parison for various FEC strategies, videobase layer enoding: QP=30.
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Figure 5.9: Sheduling mehanisms om-parison for various FEC strategies, videobase layer enoding: QP=34. SchLayer SchEEP EqLayer EqEEP SchPath EqPath
25

26

27

28

29

30

31

32

33

34

35

Algorithm

M
SE

QP=38

 

 

Figure 5.10: Sheduling mehanismsomparison for various FEC strategies,video base layer enoding: QP=38.Figure 5.8, Figure 5.9 and Figure 5.10 present the obtained MSE results for the proposedalgorithms. We observe that in general the Priority Sheduling with UEP performs better that theEquivalent Network sheduling, for all tested bitstreams. It an also be noted that all algorithmsbased on UEP outperform the EEP sheme, whih orresponds to the results presented in theprevious setion. The di�erene in performane between the two sheduling mehanisms an beexplained by the better resoures utilization of the priority sheme. As the Priority Shedulingsheme sends the most important video layers on the better network paths in terms of errorprobability, it requires less rate for the error protetion, hene being able to send more videolayers. On the other hand, the Equivalent Network sheduling sheme onsiders the network as asingle equivalent link with equivalent error parameters, hene it requires more rate for the errorprotetion of the most important layers. In turn, this leaves less resoures for transmitting extravideo layers. Table 5.4 presents the average number of video layers transmitted by eah of thealgorithms utilizing UEP. We observe that, in general, the Priority Sheduling mehanisms manageto transmit more video information than the Equivalent Network mehanism on similar networksetups.



5.7. EXPERIMENTAL RESULTS 63Average Number of Transmitted Layers ShLayer EqLayer ShPathFour Paths Senarios 1.6 1.15 1.62Three Paths Senarios 1.55 1.23 1.53Two Path Senarios 1.6 1.18 1.55Table 5.4: Average number of transmitted video layers for UEP-based algorithms in variousnetwork senarios.
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SchLayerFigure 5.12: Utility algorithms perfor-mane for di�erent video enoding rates.5.7.4 Full Searh vs. Utility algorithmsFinally, we ompare the performane of the proposed heuristi algorithms based on utility, to thefull searh ones. On the same network setups, we run both the full searh and utility algorithmsfor bitstreams enoded at various bitrates. Figure 5.11 and Figure 5.12 present the averagedPSNR results for the Priority Sheduling mehanisms. We observe that the heuristi utility basedalgorithms have a performane that is similar to the one of the full searh, while they require amuh smaller omputation e�ort.The good performane of the heuristi algorithms is naturally motivated by the assumptions wemade on the enoding format (e.g., video layers are deoded in a sequential manner, and higherlayers annot be deoded unless previous layers have already been deoded), and the previousresults showing the optimal unequal error protetion based on the importane of eah video layer.Finally, we onsider the performane of real systems where the hoie of FEC odes is limitedto a �nite available set. Let the sender be able to aess any of the following FEC odes: RS(20,16), RS(20,12) and RS(20,8) in order to protet the transmitted media pakets. We test the utilitybased algorithms onstrained by the available set of FEC odes, and we ompare the obtainedresults to the optimal ones found by the full searh. Table 5.5 summarizes the results averagedover 100 simulation runs for one video bitstream.Compared to previous results we observe a slight degradation in algorithm performane om-pared to the optimal full searh results. This is explained by the lak in �exibility in the FECmode hoie. An the same time, we observe that full utilization of network resoures is no longeroptimal. Depending on the algorithm, only a fration of the network bandwidth is utilized in orderto ahieve the optimal result. Hene, �ooding the network with data and redundant pakets in notShLayer EqLayer ShPathFull Searh Distortion (MSE) 9.34 11.046 9.35Constrained Utility Distortion (MSE) 10.898 11.987 14.118Constrained Utility Resoure Utilization (%) 76% 74% 89%Table 5.5: Algorithm performane in systems senarios with limited hoie of FEC parameters,and perentage of total network resoures utilized.
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)Figure 5.14: Per-hop FEC senariooptimal, unless the designed system has full �exibility in the hoie of FEC and sheduling strate-gies. This observation is in line with our previous results on path seletion and rate alloation,presented in the previous hapters.5.8 Ative NetworksIn this setion we address the same joint soure-hannel rate alloation problem in ative networkswhere intermediate nodes are able to perform basi FEC deoding/enoding operations. FECperformane is analyzed in the ase of hop-by-hop FEC protetion, and ompared with an end-to-end FEC senario, in order to demonstrate the bene�ts of FEC operations in the intermediatenodes.We onsider a simpli�ed network model onsisting of one path between the server and thelient made of multiple links Lu that onnet intermediate nodes i − 1 and i. The intermediatenodes are able to perform FEC enoding/deoding operations. The intermediate nodes i and thelient have bu�ers assumed to be large enough to prevent over�ow, and the server S is aware of theparameters of all the links Lu along the path to the lient C. Within this ontext, two senariosare studied, where the intermediate nodes either transparently forward pakets, or provide simpleFEC operations. These senarios are represented in Figure 5.13 and Figure 5.14, respetively.Given the single path network model, we onsider a simpli�ed version of the end-to-end distor-tion model in Eq. (5.4), whih takes into aount the total media enoding rate and the networkpaketization e�ets over a single transmission path. It an be written as :

D = αRξ + βRπ,where the �rst term of the sum represents the soure distortion DS , and the seond term isthe loss distortion DL.We validate the distortion model for the partiular ase of the MPEG-4 video streaming, wherethe deoder implements basi error onealment funtions. The foreman.if sequene (300 frames)is enoded at 30 fps with an interval of 15 frames between I-frames, and the paket size is setto 500 Bytes. Figure 5.15(a) presents the omparison between our theoretial model and theexperimental results in the ase of no loss, while Figure 5.15(b) shows the distortion as a funtionof the paket loss probability for a given video rate. It an be seen that the experimental data �tsquite well the analytial values, and similar behavior has been observed for di�erent video rates.Under the FEC assumptions presented in Setion 5.3, the senario under onsideration beomesthe following. A streaming media server S sends live or stored media ontent to a reeiver C.The media (e.g., video) is enoded and sent through the network in bloks of pakets. Thevideo pakets are proteted with FEC pakets, forming FEC bloks. All pakets (media andFEC) have an average size of M bytes, and the enoding format allows eah data paket to bedeoded independently from the others, possibly with some distortion (i.e., we use all reeivedvideo pakets).The end-to-end quality optimization problem beomes the following: Given (i) the harater-istis (ρu, θu and tu) of all links Lu, and (ii) a maximum end-to-end delay ∆ in the transmissionof one video paket, �nd the optimal transmission senario S∗, or equivalently the optimal FECparameters ~k∗ and ~n∗, that minimize the end-to-end distortion D :
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( ~k∗, ~n∗) = arg min
~k,~n

(

αR(~k, ~n)ξ + βR(~k, ~n)π(~k, ~n)
)

, (5.18)under the onstraintR ≤ min(ρu) and a maximum transmission delay below ∆. (~k, ~n) representthe vetors of FEC parameters for the links in the streaming path.The next subsetion presents an analytial study of the loss probabilities and transmissiondelays in the two streaming poliies, that will eventually allow to solve the optimization problem.It onentrates on a simple network topology where the path from the server to the lient onsistsof two links and one intermediate node. However, the study an easily be generalized to anytopology with multiple hops.5.8.1 FEC Performanes5.8.1.1 End-to-End FEC Protetion � In the ase of end-to-end FEC protetion in atopology like the one in Figure 5.13, the server sets the parameters (k, n) based on its knowledgeabout the network status. The intermediate node ats as a simple router and transparentlyforwards the reeived pakets on the seond link. Hene, the media rate is equivalent to: R =
k
n

min(ρ1, ρ2) and the transmission delay beomes:
τ(k, n) = t1 + t2 +

nM

min(ρ1, ρ2)
,where nM

min(ρ1,ρ2) represents the transmission time of a omplete n-paket FEC blok. Withoutloss of generality, we assume here that the time required for FEC oding an be negleted.The video loss rate π, as seen by the reeiver after FEC reovery is expressed as:
π =

∑k
i=1 ipi(k, n)

k
,where pi(k, n) is the probability of losing i video pakets on the two links, after FEC reovery.It is omputed as the probability of losing i video pakets and at least ⌊n−k− i+1⌋ FEC pakets,on either the �rst or the seond link. For a uniform and independent loss proess, it yields :
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,where θ1,2 respetively represent the loss probability on the �rst and seond link, and c =
n − k − j.The extension of the two links ase to the more general ase of N links and N −1 intermediaterouters is straightforward. The media rate is equivalent to : R = k

n
min(ρ1, ..., ρN ) and thetransmission delay beomes:

τ(k, n) =

N
∑

u=1

tu +
nM

min(ρ1, ..., ρN)
.The expression of pi(k, n) an be easily omputed in an iterative way, but is omitted here dueto the lak of a losed form expression.5.8.1.2 Hop-by-hop FEC Protetion � In the ase of hop-by-hop FEC protetion, thelosses an be isolated on the various links, at the prie of a possible larger end-to-end delay. Theserver and the intermediate nodes an set di�erent FEC parameters (ku, nu), individually for eahlink Lu (see Figure 5.14). The sizes of the FEC bloks are however onstrained by a maximumend-to-end delay. The media rate is given by R = min( k1

n1
ρ1,

k2

n2
ρ2), and the total delay an bewritten as :

τ(k1, n1, k2, n2) = t1 + t2 +
M

R
(k1 + k2) + τ1

w,where M
R

(k1 + k2) represents the transmission time of the FEC bloks (k1, n1) and (k2, n2) onthe �rst and respetively seond link. If the loss probability on the �rst link is larger than 0, thereis a non-zero probability that the intermediate node waits forever before it reeives enough mediapakets to �ll in k2 slots in the n2-paket FEC blok. To avoid suh a senario, a limit is set in theintermediate node, that will send available data after τ1
w. We set this limit to be equivalent to theaverage waiting time in the intermediate node, τ1

w = ⌊ k2

k1(1−π1(k1,n1))
⌋. Experiments have shownthat this value is in general su�ient to absorb the paket losses on the �rst link. In the very lowprobability ase where the waiting time is larger than τ1

w, the FEC parameters on the seond linkan be slightly di�erent than (k2, n2), with a small impat on the hop-by-hop FEC performane.Sine the loss proesses on the two links are isolated due to the FEC deoding/enodingoperations at the intermediate node, the overall media loss rate, as seen by the reeiver an beexpressed as:
π(k1, n1, k2, n2) = π1(k1, n1) + π2(k2, n2)(1 − π1(k1, n1)),where π1(k1, n1) and π2(k2, n2) are the video loss rates after FEC reovery on eah individuallink. They are given by πu(k, n) =

∑k
j=1 jpj(k,n)

k
, where pj(k, n) is the probability of losing j mediapakets out of the FEC blok (k, n) after FEC reovery, and an be omputed individually foreah link u as in Setion 5.3.For the general ase of N links and N − 1 intermediate nodes the media rate is: R =

min( k1

n1
ρ1, ...,

kN

nN
ρN ) and the total delay beomes:

τ(~k, ~n) =

N
∑

u=1

(tu +
M

R
ku) +

N−1
∑

u=1

⌊
ku+1

ku(1 − πu(ku, nu))
⌋.
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=0.05(b) r1 = 1 Mbps, r2 = 600 kbpsFigure 5.16: Minimal distortion in end-to-end and hop-by-hop FEC senariosIn the same time, the overall media loss rate an be expressed as:

π(~k, ~n) = π1(k1, n1) +
N
∑

u=2

πi(ku, nu)
u−1
∏

j=1

(1 − πj(kj , nj)).Having the expressions for R(~k, ~n), π(~k, ~n) and τ(~k, ~n), we an solve the optimization problem.Knowing that FEC performs better with the inrease in the blok size, we an implement ane�ient searh algorithm for the optimal solution by limiting the feasible searh spae for the
(~k, ~n) parameters. The searh spae of the ~n parameters is greatly redued based on the delayonstraint ∆, while the searh spae for the ~k parameters is limited knowing the loss probabilities
θi on all the links. Results are presented in Setion 5.8.2.5.8.2 Results link 1 link 2 Case 1 Case 2

r1 p1 r2 p2 k n k1 n1 k2 n2700 6 400 1 15 20 9 17 8 9500 2 700 7 18 25 13 16 7 12800 5 800 5 29 40 15 21 13 181000 9 600 3 20 30 12 25 11 14600 5 1000 9 19 30 17 22 6 12Table 5.6: Optimal (~k, ~n) for end-to-end (Case 1) and hop-by-hop (Case 2) FEC protetion, asa funtion of ri [kbps℄ and pi [%℄.For the same simulation setup as used for validating the distortion model, we now solve theoptimization problem given from Eq. (5.18), and �nd the optimal (~k, ~n) parameters for the hop-by-hop FEC protetion poliy. They are then ompared to the optimal parameters for the end-to-endFEC senario. Table 5.6 presents the optimal values in the two ases for di�erent parameters ofthe streaming path segments, where the maximal end-to-end delay has been set to τmax = 0.2sand the propagation delays have been negleted. It an be seen that the FEC bloks are in generalmuh smaller in the end-to-end ase beause of the end-to-end delay onstraint. Also, the optimalFEC onstrution greedily uses all the available bandwidth on the highest rate links, in order tolimit as muh as possible losses on this partiular link. Loss therefore ours almost exlusivelyon the smaller rate segment.



68CHAPTER 5. FORWARD ERROR CORRECTION FORMULTIPATHMEDIA STREAMINGFigure 5.16 ompares the optimal performane of both FEC tehniques in terms of averageMSEdistortion for di�erent link parameters. As expeted, the hop-by-hop protetion performs muhbetter than the end-to-end FEC poliy. This is espeially true for segments with very di�erentharateristis, and the performane beomes similar when the path beomes homogeneous. Also,for stringent end-to-end delay onstraints, it an happen that the end-to-end FEC protetionperforms better thanks to the inreased �exibility in building longer bloks. It an be noted �nallythat the experimental results are slightly better than the theoretial ones. This phenomenon isdue to a so low e�etive loss probability (thanks to the very good FEC protetion), that even ahigh number of simulations an hardly reprodue. In the very small probability ase where a FECblok annot be deoded, the distortion beomes however high enough for the average behaviorto jump on the theoretial urve.5.9 ConlusionsIn this hapter we address the problem of optimal joint soure-hannel rate alloation for multime-dia streaming appliations over lossy multipath networks. Based on di�erent FEC and shedulingstrategies for layered enoded video streaming we derive algorithms for the e�ient omputationof the soure rate and forward error protetion rate, with the �nal goal of optimizing the lient per-eived video quality. In a lossy multipath senario with limited network resoures we �nd optimalto perform a prioritized sheduling of the video layers aording to their importane, on the bestnetwork paths �rst. In the same time, unequal error protetion strategies that protet better themost important video information are shown to be more e�ient. Our results on�rm our resultson path seletion and rate alloation, presented in previous hapter. We also disuss real systemimplementations when the optimization problem is solved only on an available set of video ratesand FEC strategies. We show that in suh a ase, �ooding all available network paths is no longeroptimal in terms of reonstruted media quality. Moreover, we disuss the same optimizationproblem in the ontext of ative networks when intermediate nodes an perform basi operationson the passing data �ow, e.g. FEC deoding and re-enoding. We show the bene�t of in-network�ow proessing espeially in the ase of heterogeneous networks, when di�erent network segmentsbelonging to the same end-to-end network path have di�erent network parameters.



Chapter 6Media Paket Sheduling forMultipath Streaming
6.1 IntrodutionIn previous hapters we have disussed the problem of multipath streaming in �ow networks, andwe have provided e�ient solutions for path seletion and rate alloation. We have seen thatin general, due tot the error-prone nature of the transmission medium, only a small number ofnetwork paths (hene limited streaming rate) are used for the streaming appliation. At the sametime, we have disussed the e�ient distribution of network resoures between e�etive streamingrate and forward error orretion rate for inreased tolerane to network erasures. The e�ienyof multipath video streaming is however tied to the paket transmission strategy, whih aims ato�ering an optimal quality of servie in delay-onstrained video appliations.This hapter addresses the problem of video paket sheduling in multipath network senarios,under playbak delay and bu�er onstraints. It aims at e�iently distributing the video informa-tion on the available network paths, while judiiously trading o� playbak delay and distortionat the reeiver. We onsider the seletion of inter-dependent video pakets to be transmitted (orequivalently the adaptive oding of the video sequene), and their sheduling on the availablenetwork paths, in order to minimize the distortion experiened by the end-user. The omplex dis-tortion optimization problem is a priori NP-omplete, and no method an solve it in polynomialtime [196℄. With help of heuristis from onstrained multipath streaming senarios, we propose apolynomial omplexity algorithm for e�ient video sheduling in pratial senarios.Assuming a simple streaming model, whih aptures the unequal importane of video paketsand their dependenies, we propose a detailed analysis of timing onstraints imposed by delaysensitive streaming appliations. This analysis allows us to identify sets of valid, or feasibletransmission poliies, whih ompete for the distortion optimized multipath streaming solution.The optimal strategy is omputed based on a modi�ed branh and bound algorithm [186℄ thatapplies searh and pruning methods spei� to the multipath streaming problem. The methodgreatly redues the omplexity of the omputations ompared to a full searh over the poliyspae, and still provides an optimal solution. However, there is no guarantee that it performsin polynomial time for every instane of the problem, and we rather use it as a benhmark forother streaming algorithms. Hene, we propose a heuristi-based approah to the optimizationproblem, based on load-balaning tehniques, whih leads to a polynomial time algorithm. Thisfast sheduling algorithm is �nally adapted with sliding window mehanisms, to the ase of realtime streaming where the server only has a partial knowledge about the paket stream. Simulationresults demonstrate lose to optimal performanes of the fast sheduling solution, for a large varietyof network senarios. Compared to state-of-the-art algorithms, it o�ers smaller quality variationson dynami bandwidth hannels, and preserves a minimal quality level by improved sheduling.69
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Figure 6.2: Direted ayli dependeny graph representation for a typial MPEG layered-enoded video sequene (one network paket per layer, with IPBPB format).Interestingly enough, the performane of the real time sheduling algorithm stays quite onsistent,even for small video prefeth windows, and for low auray in the hannel bandwidth predition.This extends the validity of our algorithm to multipath live streaming systems with stringent delayonstraints, and simple bandwidth predition methods.The main ontributions presented in this hapter are threefold. First, we study video paketsheduling in a rate-distortion multipath streaming senario, taking into aount possible bu�eronstraints in eah intermediate network nodes. Sine ongestion is the main ause of loss, itertainly beomes primordial to respet the bu�er onstraints in network nodes, in order to designe�ient streaming systems. Seond, we propose an optimal solution for the distortion optimizationproblem, whih takes into aount the non-stationary nature of the video sequene, the paket de-pendenies introdued by the enoding algorithm, and the network status. This optimal solutionallows to bound the performane of sheduling algorithms. Finally, we present a novel polyno-mial time algorithm that provides performanes similar to the optimal streaming strategy. Thisalgorithm is eventually adapted to real time senarios, with more restritive delays, and to aseswhere the auray in the predition of the hannel status is redued. It still o�ers interesting per-formanes in suh ases, and thus provides a very e�ient solution for multipath video streamingappliations.This hapter is organized as follows. Setion 6.2 desribes our multipath streaming modeland introdues the notation used in the distortion optimization problem. The paket shedulingproblem is analyzed in detail in Setion 6.3. Based on this timing analysis, we propose both optimaland fast heuristi-based algorithms to solve the distortion optimization problem in Setion 6.4.Simulation results are presented in Setion 6.5, and we onlude in Setion 6.6.6.2 Multipath Video Streaming6.2.1 General FrameworkWe onsider the simple multipath network topology represented in Figure 6.1. The lient Crequests a media stream from a streaming server S, whih transmits the requested bitstream viatwo disjoint paths. Eah network path onsists in two segments onneted through an intermediatenode that simply forwards, after a possible bu�ering delay, inoming pakets from the �rst segment,



6.2. MULTIPATH VIDEO STREAMING 71
pkt n

pkt n pkt n

tn
1+d1(tn

s) bn

pkt n

      �+tn
d

tn
2+d2(tn

�
)

Ba Ba

tn
s tn� tn�+bn

tn
c

t

t

t

Segment 1

Segment 2

Intermediate
Buffer

Path a

Figure 6.3: Time diagram for paket λn sent on path a.towards the lient on the seond segment. The intermediate nodes represent network streamingproxies, edge servers or peers, for example. The streaming server is onneted to the hannelsthrough bu�er interfaes, whih are modelled as FIFO queues. Thus, the hannels drain thepakets from the bu�ers, in the same order in whih the server plaes them into the bu�ers. Thenetwork hannels between the server and the lient are represented as variable bandwidth, losslesslinks. The variable nature of the bandwidth implies that the rate at whih the hannels drain dataplaed in the server's bu�ers, hanges as a funtion of time. At the other end, the lient waits foran initial playbak delay ∆ after its request for a stream has been aknowledged. It then startsdeoding the media stream, and plays it ontinuously.During the streaming session, the server selets a subset of the pre-enoded media pakets toommuniate to the lient, taking into aount the available bandwidth on the di�erent networkpaths, and bu�er fullness in the nodes, or at the reeiver. The segment bandwidth, lateny andintermediate bu�er fullness an be estimated at the server, or reported by various methods (e.g.,as in [16℄). The work presented in this hapter rather addresses the seletion of the paketsthat should be ommuniated to the lient, as well as the network path they need to follow. Itatually does not even require an exat knowledge of the hannel bandwidth, but aurate networkinformation yet inreases the performane of the streaming system. Finally, the network topologyould present several disjoint paths, and several nodes on eah path. However, for the sake oflarity, we onsider in the problem formulation only the two-path senario presented in Figure 6.1.The extension to senarios with a larger number of paths, is straightforward.6.2.2 Streaming Model and NotationsIn the multipath streaming topology represented in Figure 6.1, eah network segment i is har-aterized by an instantaneous rate ri(t) and an instantaneous lateny di(t). The rate ri(t) is thetotal bandwidth alloated to the streaming appliation on segment i at time instant t. Equiva-lently, we denote the umulative rate on segment i, up to time instant t, by Ri(t) =
∫ t

0 ri(u)du.Additionally, the streaming server assumes that no paket is lost on the network segments, exeptthose indued by late arrivals or bu�er over�ows, and that the order of the pakets is not hangedbetween two suessive nodes. These assumptions are quite realisti in most of today's wiredstreaming networks. The intermediate nodes {a, b} have bu�ers of apaity Ba and respetively
Bb, whih are available for the streaming session. The lient has a playbak bu�er of apaity
Bc. We �rst assume that all segment rates and latenies along with intermediate bu�er apaitiesare aurately predited by the server at all time instants, possibly with feedbak of the overlaynodes. We will eventually relax that assumption to onsider realtime streaming senarios.The video sequene is enoded into a bitstream using a salable (layered) video enoder. Thebitstream is then fragmented into network pakets under the general rule stating (i) that eahnetwork paket ontains data relative to at most one video frame, and (ii) that an enoded videoframe an be fragmented into several network pakets. Let Λ = {λ1, λ2, ..., λN} be the hronologi-ally ordered sequene of N network pakets, after fragmentation of the enoded bitstream. Eahnetwork paket λn is haraterized by its size sn in bytes, and its deoding timestamp tdn. Fromthe lient viewpoint, all the video pakets are not equivalently valuable, due to the non-stationary



72 CHAPTER 6. MEDIA PACKET SCHEDULING FOR MULTIPATH STREAMINGnature of the video information. Therefore, eah network paket an be haraterized by a weight
ωn, whih represents the redution in the distortion pereived by the lient, in the ase wherepaket λn is suessfully deoded. We refer to a suessfully deoded paket as a network paketthat is reeived and orretly deoded by the lient before its deoding deadline.Additionally, in most video enoding shemes, pakets generally have dependenies betweenthem. In other words, the suessful deoding of one paket λn is ontingent on the suessfuldeoding of some other pakets, alled anestors of λn. The suessful deoding of one paket maydepend on the orret deoding of several anestors, and we denote by An, the set of anestors ofpaket λn. Suh dependenies an be represented by a direted ayli dependeny graph [117℄, asshown in Figure 6.2. The nodes in the graph represent the network pakets and are haraterizedby their individual weights, and direted edges represent dependenies between pakets and theiranestors.We denote by π = (π1, π2, ..., πN ) the transmission poliy adopted by the streaming server, andby Π be the set of all the feasible poliies π. The poliy πn used for paket λn onsists in a ouple avariables [qn, tsn] that respetively represent the path qn hosen for paket λn, and its sending time
tsn. It ompletely haraterizes the server behavior with respet to paket λn under the generalpoliy vetor π. In the multipath network senario presented above, the server an deide to sendpaket λn on paths a or b, or simply to drop the paket without sending it. Therefore, the ationimposed on paket λn an be written as:

qn =







a if paket λn is sent on path a
b if paket λn is sent on path b
0 if paket λn is dropped.Let Π be the set of all the feasible poliies π, in the network senario under onsideration.Remember that pakets are sent sequentially on a path, and that the streaming strategy aims atavoiding bu�er over�ows that would result in paket loss.Finally, in our streaming model, a paket is deoded by the reeiver only if its arrival time,

tcn, is smaller than its deoding deadline, i.e., if tcn ≤ tdn + ∆ where tdn represents the deodingtimestamp of paket λn, and ∆ is the playbak delay at lient. We assume here, without loss ofgenerality, that the lient request has been sent at time t = 0, and that the deoding timestampof the �rst paket p1 is set to 0. The proessing time at the reeiver is further negleted. Underthese assumptions, and taking into aount paket dependenies, the suessful deoding of apaket λn under the streaming strategy π ∈ Π, an be represented by the binary variable ϕn(π),where ϕn(π) is equal to 1 if the paket arrives on time at the deoder, and if all its anestors havebeen suessfully deoded. We further take into aount the di�erene between frame order inthe bitstream and the deoding order of the frames at the lient. This impats, for example, thesheduling of a B frame that is plaed in the bitstream after the future P frame it depends on. Inother words, we an write:
ϕn(π) =























1 if 













qn 6= 0
tcn ≤ tdn + ∆
ϕm(π) = 1, ∀λm ∈ Anat time tdn + ∆

0 otherwiseThe overall bene�t Ω of the streaming strategy π ∈ Π, whih is equivalent to the qualitypereived by the reeiver, an now simply be expressed as the sum of the weights ωn of allsuessfully deoded pakets. We assume that pakets whose ϕn(π) 6= 1 are simply disarded atthe lient, hene the overall bene�t an be written as Ω(π) =
∑

∀n:ϕn(π)=1

ωn.6.2.3 Distortion Optimization ProblemGiven the abstration model of the enoded video bitstream, the distortion optimization problemonsists in an e�ient seletion of the subset of video pakets to be transmitted, jointly with



6.3. PACKET SCHEDULING ANALYSIS 73their streaming poliy. We assume a server-driven senario in whih the server is aware of, or anestimate the network onditions (i.e., ri(t) and di(t)), at eah time instant. The server then onlyshedules for transmission pakets that an arrive at the lient before their deoding deadline.The streaming server onsiders that the transmission links are lossless, and that paket loss onlyhappens due to bu�er over�ow, or late arrival.The distortion optimization problem an be stated as follows: Given Λ, the paketized bit-stream of an enoded video sequene, ∆, the maximum playbak delay imposed by the lient, andthe network state, �nd the optimal transmission poliy π∗ ∈ Π that maximizes the overall qualitymeasure Ω. The optimization problem translates into �nding π∗ ∈ Π s.t.:
Ω(π∗) = max

π∈Π

∑

∀n:ϕn(π)=1

ωn.The optimization problem an be easily redued to the more general ase of optimal shedulingproblems. This family of problems proves to be NP-omplete [196℄ and an optimal algorithm thatsolves them in polynomial time does not exist. Hene, we still propose an optimal algorithm thate�iently �nds the distortion minimal streaming strategy for long video sequenes, to be used asa benhmark for faster, sub-optimal methods. We then design a heuristi-based algorithm thatprovides lose to optimal performane, but in polynomial time, and we eventually apply it torealtime streaming senarios.6.3 Paket Sheduling Analysis6.3.1 Unlimited Bu�er NodesThis setion proposes an in-depth analysis of the sheduling of pakets in the streaming modeldesribed above, and omputes the parameters neessary to solve the distortion optimization prob-lem. Our approah represents a segment-by-segment analysis of the network behavior, inludingintermediate nodes bu�ers. This approah is a �rst step towards a more omprehensive analysisof network behavior related to the spei�ities of video streaming appliations. In general, thepartiular harateristis of media paket streams, like timing issues or unequal importane ofdata, prevent the appliation of general end-to-end analysis like [14℄ in suh senarios.We onsider �rst the ase where bu�ering spae in the network nodes and the lient is notonstrained, i.e., Ba = Bb = Bc = ∞. The server has the knowledge of N video pakets, where
N an be the total number of network pakets of the video stream (in the ase of stored video),or simply the number of pakets ontained in the prefeth window in real-time streaming. Theserver is able to transmit network pakets simultaneously on the two network paths. Under theassumption of unlimited bu�er spae, the server an send pakets on eah of the paths at themaximum rates of the �rst segments (r1(t) for path a or r3(t) for path b, see Figure 6.1).Under a given poliy π, the sending time tsn of eah paket λn an thus be easily omputed.Suppose that λn is sent on path a (i.e., qn = 1). Let Sa

n(π) =
∑

m<n,qm=1

sm, Sa
n(π) represent theumulative size of all the pakets that need to be sent on path a before λn, under the poliy π.Under the assumption that the available bandwidth is fully utilized by the streaming appliation,

tsn is the shortest time t at whih the umulative rate R1(t) is larger than Sa
n :

tsn(π) = arg min
t

|R1(t) − Sa
n(π)|. (6.1)In other words, the paket λn an only be sent when all the previous pakets sheduled on thesame path have been transmitted. It will then arrive at the lient after a ertain delay, ausedby the transmission delays (t1n and t2n) on the 2 segments that ompose path a, the lateniesintrodued by the two links (d1(t) and d2(t)) and the queuing time at the node bn. Therefore, thetime instant at whih paket λn enters the node bu�er an be expressed as tβn = tsn + t1n + d1(t

s
n).



74 CHAPTER 6. MEDIA PACKET SCHEDULING FOR MULTIPATH STREAMINGThe arrival time of paket λn at the lient, an be written as tcn = tβn + bn + t2n + d2(t
β
n). Thetiming representation of the transmission of paket λn is provided in Figure 6.3.The transmission delays t1n and t2n represent the time needed to send paket λn, at the band-width available on path a. They have to verify:

R1(t
s
n + t1n) − R1(t

s
n) = R2(t

β
n + t2n + bn) − R2(t

β
n + bn) = sn,and an be omputed similarly to Eq. (6.1). The queuing time bn orresponds to the timeneeded to transmit the B(tβn) bits present in the bu�er, at time tβn when paket λn enters thebu�er. The bu�er fullness an be omputed reursively as

B(tβn) = max[B(tβn−1) + sn−1 − R2(t
β
n) + R2(t

β
n−1), 0].Therefore, the queuing time an be omputed suh that it satis�esR2(t

β
n + bn) − R2(t

β
n) = B(tβn).Note that, even if the previous development only onsider the path a, the extension of the analysisto the pakets transmitted over path b is straightforward. The arrival time of paket λn, tcn isthus fully determined. The minimal playbak delay D(π) indued by the transmission poliy πan �nally be expressed as:

D(π) = max
1≤n≤N

(Dn(π)) = max
1≤n≤N

(tcn − tdn),where Dn(π) is the playbak delay imposed by the streaming proess up to paket λn by thetransmission poliy π. Interestingly, the playbak delay is a non-dereasing funtion of the paketnumber n. That property expressed in Lemma 6.3.1, will be advantageously used in the shedulingoptimization problem.Lemma 6.3.1. Given that the streaming server sends the N network pakets in parallel on twopaths, and that on eah path the pakets are sent sequentially, the playbak delay Dn(π) under thegiven poliy vetor π is a non-dereasing funtion of n.Sketh. Observe that Dn(π) an be expressed as a reursive funtion of n:
Dn(π) = max(Dn−1(π), tcn − tdn) (6.2)Hene, Di(π) ≤ Dn(π), ∀n, ∀i suh that 0 ≤ i ≤ n ≤ N , with: D0(π) = 0 and D(π) =

DN (π).Let us �nally de�ne the umulative quality Ω(π), resulting from the streaming poliy π. Ina perfet transmission where the set of pakets Λ is entirely transmitted, the quality is denotedby Ω0(π) =
∑N

n=1 ωn. Due to delay or bandwidth onstraints, the server may deide to dropsome pakets from Λ. In this ase, we iteratively ompute the umulative quality, Ωn(π), whihis deremented eah time a paket is dropped. It an be written as :
Ωn(π) =

{

Ωn−1(π) if ϕn(π) = 1
Ωn−1(π) − ωn otherwise (6.3)with Ω(π) = ΩN (π). While Eq. (6.3) does not expliit the in�uene of other pakets that havepaket λn as their anestor, the status ϕn(π) of paket λn, diretly a�ets the status of all paketsdependent on λn.Lemma 6.3.2. Ωn is a non-inreasing funtion of the paket number n.Sketh. Observe that ωn is by de�nition a non negative value. Hene, Ωn ≤ Ωi, ∀n ≤ N , ∀i ≤

n. The two properties expressed in Lemmas 6.3.1 and 6.3.2 are used later in the derivation ofe�ient searh algorithms for the optimal sheduling poliy.



6.4. DISTORTION OPTIMIZED STREAMING 756.3.2 Constrained Bu�er NodesA similar timing analysis an be performed in the ase where the bu�ering spae in the inter-mediate nodes on eah path is limited to Ba and Bb respetively. The bu�er apaities in theintermediate nodes may signi�antly in�uene the optimal paket sheduling strategy in multipathstreaming senarios. In ontrary to single path senario, the overall paket sheduling is not ne-essarily sequential any more, whih allows to use bu�ers as a form of staging step. Bu�ers allowsfor smoothing bandwidth �utuations between suessive path segments, when delay onstraintspermit it.We reasonably assume that the bu�ering spae is larger than any video paket in Λ. Ba and
Bb represent the bu�er sizes alloated by the intermediate nodes to the streaming proess andthey are known by the server. The server estimates the bu�er fullness based on its knowledgeabout the network bandwidth, or with help of feedbaks from intermediate overly nodes. It triesto avoid bu�er over�ows by adapting the sending time of eah paket to the bu�er fullness. Notethat it may no longer use the full available bandwidth, without risking to lose pakets.The streaming poliy has to take into aount these new onstraints. In partiular, if paket
λn has to be transmitted on path a under poliy π, its sending time tsn is suh that there is enoughbu�er spae available when it reahes the intermediate node. Additionally, the paket λn anonly be sent when all the previous pakets on the same path have been transmitted. Using thesame notation as de�ned hereabove, tsn beomes the smallest value that simultaneously veri�es thefollowing onditions :

{

R1(t
s
n) ≥ Sa

n(π)
tsn + t1n + d1(t

s
n) ≥ τn

(6.4)where τn represents the earliest time at whih there is enough spae in the intermediate bu�erto reeive paket λn, when the bu�er is drained at a rate r2(t). Equivalently, τn an be omputedreursively, sine it veri�es the inequality
Ba − (B(tβn−1) + sn−1 − R2(τn) + R2(t

β
n−1)) ≥ sn.We an also de�ne the maximum bu�er oupany during the whole streaming proess as

Bmax
a (π) = max

1≤i≤N
(B(tβi )) ≤ Ba.The timing analysis on path b follows immediately. The strategy π is thus ompletely de�ned,and we an ompute D(π) and Ω(π) similarly to the ase with unlimited bu�ers. A similarreasoning an be applied in order to prevent bu�er over�ow at the lient, in the ase where thelient also has a limited storage spae.6.4 Distortion Optimized Streaming6.4.1 Optimal Solution: Depth-First Branh & Bound (B&B)Sine the sending and arrival times for eah paket λn an be omputed for a given transmissionpoliy π (see Setion 6.3), we an now searh for the optimal paket sheduling π∗ that maximizesthe lient video quality given an imposed playbak delay. We �rst present an e�ient algorithmthat �nds the optimal transmission poliy vetor π∗ for a given enoded video sequene, networktopology and playbak delay. While being too omplex to implement in pratie, the algorithm isused as a performane benhmark for the development of sub-optimal, faster sheduling methods.The novelty of the algorithm resides in the use of branh and bound (B&B) methods [197℄ in amultipath video-streaming framework1, and on adapting pruning rules to the spei� harateris-tis of this senario. The pruning rules make the algorithm muh faster than a brute searh but1While B&B tehniques have been used for years by the optimization ommunity, they have only reently beenemployed in a streaming senario [115,198℄.
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0Figure 6.4: Depth First Branh & Bound Algorithmstill do not guarantee polynomial exeution times on all streaming senarios. The optimizationproblem still has a ombinatorial omplexity.The sheduling of N pakets on two available paths an be organized as a deision tree ofdepth N (Figure 6.4). At eah stage n in the tree, paket λn an be sent on path a, on path
b, or an be dropped. Hene, at depth N , the deision tree will ontain 3N leaves, aordingto the number of sheduling possibilities of the N pakets on the 2 paths. At eah stage n inthe tree we an ompute Dn(π), the minimum playbak delay and Ωn(π), the umulative videoquality measure, for a partial sheduling up to paket λn, aording to the reursive Eq. (6.2)and Eq. (6.3), presented in Setion 6.3. This omputation an be done for eah one of the validsheduling poliies, for the �rst n pakets. As mentioned in Setion 6.3.1, Dn(π) and Ωn(π)are non-dereasing, and respetively non-inreasing funtions in n. These two funtions are usedto establish a fast searh on the deision tree for the optimal transmission poliy vetor π∗. Adepth-�rst searh is performed on the deision tree, starting with an initial poliy vetor π thatsatis�es the delay onstraint D(π) ≤ ∆, where ∆ is the playbak delay imposed by the lient. Thepoliy π beomes our initial optimal poliy π∗ with Ω∗ = Ω(π∗). The initial poliy is omputedusing a simple Earliest Delivery Path First algorithm with a omplexity of O(N), similar to [135℄.The EDPF algorithm shedules frames in a FIFO order. Pakets belonging to a given frame aresheduled aording to their importane ωn, on the path that guarantees the earliest arrival timeat the lient. If a paket annot be suessfully sheduled, it is dropped without transmission,along with all his hildren pakets, to avoid waste of network resoures.Sine an EDPF strategy is often sub-optimal in a multipath senario, we start searhing thedeision tree for better transmission poliies, with Ω > Ω∗. We start with the leftmost transmissionpoliy represented on the tree (equivalent to sending all pakets on path a) and move through thedeision tree towards right. For eah new poliy π′, we ompute Dn(π′) and Ωn(π′) suessivelyfor n = 1..N . At any paket λn for whih Dn(π′) > ∆ or Ωn(π′) ≤ Ω∗, the omputation of Dn(π′)is stopped, and the deision tree is pruned for all poliies that have the same sheduling up topaket λn (i.e., {π} s.t. πi = π′

i, ∀i, 1 ≤ i ≤ n). If DN (π′) ≤ ∆ and Ω(π′) ≥ Ω∗, the poliy π′beomes the new optimal poliy π∗ and Ω∗ = Ω(π′). The operation is repeated until the set of allfeasible poliies Π represented on the deision tree has been overed. When the searh is omplete,the optimal poliy π∗ maximizes the video quality at the reeiver and respets the playbak delayonstraints.The B&B method provides an e�ient way of omputing the optimal transmission poliy vetor
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π∗. The speed of the method depends on the pruning e�ieny, whih in turn, depends on thequality of the initial poliy. However, the method is not salable with N , sine it annot omputethe optimal solution in polynomial time. The worst ase omplexity of the method remains O(3N ).The extension of the algorithm to more paths follows easily. In the general ase of K independentnetwork paths between the streaming server and the lient, the omplexity grows to O((K +1)N).6.4.2 Heuristi Solution: Load Balaning Algorithm (LBA))Sine the B&B algorithm may be too omplex in pratie, this subsetion now presents a heuristiapproah, whih �nds a lose-to-optimal solution in polynomial time. The algorithm is inspiredfrom load balaning tehniques, whih proved to be very e�etive in solving problems of tasksheduling in multiproessor systems [199℄. In short, the algorithm performs a greedy shedulingof the most valuable pakets �rst. Less valuable pakets are sheduled only if the network apaitypermits, and only if they do not lead to the loss of a more valuable paket already sheduled (dueto subsequent late arrivals at the lient).First, the N network pakets are arranged in desending order of their value. Hene, we obtaina new representation of the enoded bitstream, Λ′ = {λ′

1, λ
′
2, ..., λ

′
N}, suh that: ω1(λ

′
1) ≥ ω2(λ

′
2) ≥

... ≥ ωN (λ′
N ). Then, similarly to the EDPF algorithm, a greedy algorithm (see Algorithm 5),shedules the N ordered pakets on the two network paths, while additionally taking are of thepaket interdependenies. Algorithm 5 presents the sketh of the omplete algorithm, where, forthe sake of larity, we rede�ne the ation imposed on paket λ′

n, q′n as:
q′n =















a if paket λ′
n is sent on path a;

b if paket λ′
n is sent on path b;

0 if paket λ′
n is dropped without sending;

∞ if paket λ′
n is not sheduled yet.To deide whih ation to take on eah paket λ′

n, the algorithm �rst attempts to shedule allanestors that have not been sheduled yet. If one of them annot be sheduled, then the algorithmautomatially drops the paket λ′
n. This ensures that our algorithm does not waste networkresoures on transmitting network pakets that annot be orretly deoded at the reeiver.All pakets marked to be sheduled on a given path, are reordered aording to their deodingdeadlines before transmission. When a new paket is inserted, it triggers a new paket ordering. Ifa paket λ′

n an be sheduled on both network paths without interfering with the pakets alreadysheduled, the algorithm will hose the path that o�ers the shortest arrival time for paket λ′
n. Ifpaket λ′

n an only be sheduled on one path, the algorithm will insert the paket on that path.Otherwise paket λ′
n annot be sheduled on any of the two paths, without interfering with thealready sheduled pakets, and the algorithm will drop paket λ′

n without transmitting it. Hene,the algorithm prevents that the transmission of one paket fores the loss of a more importantpaket previously sheduled, beause of late arrival at the lient. Note that in the ase where thevalue of eah network paket is diretly proportional to the size of the paket, the algorithm o�ersa real load balaning solution for the two network paths.Algorithm 5 performs an initial ordering of the N pakets in the new set Λ′. Any ommonsorting algorithm that works with omplexity O(N log N) an be employed. Afterwards, for eahpaket λ′
n that must be sheduled, the algorithm requires a searh among the pakets alreadysheduled on eah of the paths, in order to insert the new paket aording to its deoding deadline.The operation requires O(N) omputations and is repeated N times, for eah paket in Λ′. Theomplexity of the proposed algorithm is thus O(N2). For the more general ase of K disjoint pathsbetween the server and the lient, the algorithm requires the omputation of arrival times on all thepaths, for all sheduled pakets. The insertion of one paket therefore requires O(KN) operations,and is performed for all N pakets. The total omplexity of Algorithm 5 grows linearly with thenumber of network paths, being of O(KN2). In onlusion, the proposed heuristi algorithmhas a omplexity that grows linearly with the number of network paths K, and quadrati withthe number of video pakets N . However, it generally leads to suboptimal strategies due tothe greedy optimization strategy. The extensive simulations presented in the next setion show
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Algorithm 5 Load Balaning Algorithm (LBA) for �nding πInput: Λ, ωn, sn, 1 ≤ n ≤ NOutput: Suboptimal transmission poliy vetor π;1: Initialization: Create Λ′: arrange pakets in order of importane ωn;

n := 1;2: while n ≤ N do3: if Paket λ′
n s.t. q′n = ∞ then4: invoke Shedule_Paket(n);5: end if6: n := n + 1;7: end while8: Proedure: Shedule_Paket(n)9: for all pakets λ′

k in An s.t. q′k = ∞ do10: invoke Shedule_Paket(k);11: end for12: invoke do_Shedule(n);13: Proedure: do_Shedule(n)14: if ∃ paket λ′
k ∈ An s.t. q′k = 0 then15: q′n = 0;16: return;17: else18: attempt the insertion of paket λ′

n on path a and on path b, ordered aording to thedeoding deadlines, without ompromising the deoding of any other sheduled paket;19: if tcn(path a), tcn(path b) ≤ tdn + ∆ then20: hoose the path with shorter tcn;21: set q′n aordingly;22: else23: if tcn(path a), tcn(path b) > tdn + ∆ then24: q′n = 0;25: else26: shedule paket λ′
n on the path with tcn ≤ tdn + ∆;27: set q′n aordingly;28: end if29: end if30: end if



6.4. DISTORTION OPTIMIZED STREAMING 79that the performane are nevertheless very lose to optimal. The ombination of e�ieny and lowomplexity makes Algorithm 5 a suitable solution for fast multipath paket sheduling, espeiallybene�ial in real-time video streaming.6.4.3 Real-time streaming: Sliding Window ApproahWe now relax the assumptions of full knowledge of media pakets and hannel bandwidths, andwe present the adaptation of the above algorithms to the ase of live streaming. In this ase, theserver does not anymore have the knowledge of the omplete video sequene. Instead it reeivesthe network pakets diretly from an enoder. The server may bu�er live streams for δ seonds,in order to inrease the sheduling e�ieny. It has therefore a limited horizon, whih we all theprefeth time δ. In other words, the prefeth time, or prefeth window, refers to the look-aheadwindow employed by the server. At any given time t, the server is therefore aware only of thenetwork pakets {λn} with deoding time-stamps tdn ≤ t + δ.We assume that N(t) is the number of pakets that are available at the server at time t,and that Λ(t) = {λ1, λ2, ..λN(t)} now represents the set of these pakets ordered aording totheir deoding deadlines. N(t) is equal to the number of pakets ontaining data from the videosequene up to time t + δ, minus the pakets that were already transmitted to the lient in thetime interval [0, t]. Note that we use the terms of prefeth and sliding window interhangeably, asreferring to the same onept.The previously de�ned B&B and LBA methods are now applied on the set Λ(t) in orderto ompute a transmission poliy vetor π for the N(t) pakets under onsideration at time t.Negleting the omputation time, even for the B&B method, we an start transmitting the paketson the two paths aording to the poliy π, at time t. Let T be the time interval between twosuessive video frames, and without loss of generality, let t and δ be multiples of T . Hene,
t + δ = kT . At time t, the server an send pakets that ontain data from the enoded videosequene up to frame k. At time t + T , the pakets ontaining data from frame k + 1 will beavailable at the server. At this time, the server will stop the transmission proess of all paketsfrom the previous sliding window that have not been sent yet, and add them to the new slidingwindow, along with the new pakets from frame k + 1. B&B and the LBA methods are thenapplied on the new sliding window. The implementation of our algorithms on top of a slidingwindow mehanism adapts the sheduling to new pakets, as soon as they are available at theserver.It is worth mentioning, that in the ase of real-time video streaming, Algorithm 5 is equivalentto a sequential greedy paket sheduling algorithm that onsiders �rst the most important paketsin the sliding window, while for a sliding window of just one frame, our LBA method in esseneredues to the EDPF algorithm, enhaned with a paket disard strategy [137℄.Interestingly, the LBA algorithm has the same behavior even in the ase when the exatweights of eah paket, wn, are not known. It su�es to know only the relative ordering of thevideo pakets aording to their weight, along with the paket dependenies. While omputingonline the exat weight of eah paket might be di�ult (esp. in realtime streaming senarios),the relative ordering of the pakets an be easily performed, sine it is generally aepted thatan I frame paket is more important than a P or a B frame paket, and a base layer paket ismore important than an enhanement layer paket. In the same time, the paket dependeniesare known from the enoding and paketization proesses.These observations emphasize the low omplexity of our proposal. We argue that, due to itslow omplexity, the LBA algorithm an be implemented at a real-time streaming server. The LBAalgorithm presents a omplexity that depends on the number of frames sheduled (N) and the sizeof the sliding window. Its omplexity, C, varies aording to: C = 2( δ

frame_rate
)2(N− δ

frame_rate
).Along with any simple bandwidth predition mehanism able to estimate the bandwidth for theduration of the sliding window, it provides a valuable algorithm for any pratial multipath stream-ing senario. We demonstrate the good performane of the live streaming algorithm in Setion 6.5,where it is ompared to long horizon sheduling mehanisms.
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r1 r2 r3 r4 B&B LBA EDPF250 300 100 200 51.8% 47% 39.7%300 300 100 200 58.9% 51.5% 43.4%250 250 200 250 66.6% 60.6% 48.2%250 250 250 250 68.2% 60.6% 48.2%300 300 300 400 88% 82.2% 82.2%Table 6.1: Heuristi algorithms performane omparison6.5 Simulation Results6.5.1 Simulation SetupThis setion now presents and disusses the performane of the proposed sheduling algorithms,and ompares the heuristi-based solution to the optimal performane bound, in both stored videosenarios and live streaming servies. Video sequenes are ompressed with an MPEG4-FGS [7℄enoder, at 30 fps with various GOP strutures. We use two di�erent CIF sequenes, foreman andnews, enoded in one base layer BL, and one or two enhanement layers (EL1 and EL2). Eahenoded frame is split into network pakets, one for eah enoded layer. We set the weights ωn ofthe pakets as a funtion of their relative importane to the enoded bitstream (depending on thetype of enoded frame, I, P or B, and on the enoded layer they represent, BL, EL1 or EL2), asillustrated in Figure 6.2.We simulate network senarios ontaining two and three disjoint paths between the server andthe lient. We ondut experiments for segment bandwidths whih vary in time, for the theoretialase when the server knows them in advane, or when it predits them based on past values. Weexperiment stored or live streaming senarios, with limited prefeth window. Finally, we onsiderunlimited lient bu�ers, and negligible network latenies (i.e., di(t) = 0, ∀i, ∀t). We ompare theperformane of the proposed algorithms to the one of EDPF [135℄. We also ompare to a simpleRoundRobin algorithm, whih greedily shedules video pakets in a FIFO order, aording to theavailable bandwidth on eah of the paths. Finally, we also test our algorithm in senarios withpaket loss, in order to evaluate its behavior in very adverse onditions.
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r1 r2 r3 r4 B&B LBA B&B SW LBA SW200 300 400 400 75.8% 65.5% 70.4% 65.5%300 300 100 200 50.6% 47% 44.9% 47%300 300 200 200 64% 60.8% 60.6% 60.8%250 300 200 300 57.6% 51.4% 5.1% 51.5%300 300 250 300 71% 60.8% 69.7% 60.8%Table 6.2: Algorithm omparison with Sliding Window6.5.2 Stored Streaming SenariosThe proposed algorithms are �rst ompared in the ase of stored video senarios, where the wholesequene is available at the streaming server, before running the sheduling algorithms. The twosequenes are enoded into a BL of 300kbps and 450kbps respetively, and one EL of 550kbps. Dueto the high omplexity of the B&B algorithm, whih omputes the performane upper-bound, weuse a GOP of 6 frames, with one B frame between P frames. In a �rst approximation, we hoosethe following pakets weights: ωi = 5, for I frame base layer paket, ωi = 4, for the base layer ofthe �rst P frame, ωi = 3, for the base layer of the seond P frame, ωi = 2, for the base layer of Bframes, and ωi = 1, for enhanement layer pakets.Figure 6.5 presents the video rate trae at the deoder, when the server shedules the networkpakets aording to the optimal B&Bmethod, the LBA algorithm, the EDPF algorithm [135℄, andRoundRobin. The segment bandwidths are set to r1 = 300kbps, r2 = 500kbps, r3 = 400kbps and

r4 = 100kbps, the intermediate bu�ers are unlimited and the maximum playbak delay imposedby the lient is set to ∆ = 150ms.It an be observed that, while the proposed LBA algorithm manages to suessfully shedulealmost the same number of pakets as the optimal B&B solution, the simple EDPF algorithmand the RoundRobin method have learly worse performane sine they mostly drop the end ofthe sequene. This is due to the fat that the proposed LBA algorithm makes sure that the mostimportant pakets (the pakets from the base layer starting with the I frames, then P and Bframes) an be sheduled, and only afterwards adds the enhanement layer pakets, if the networkrate permits it. On the ontrary, the EDPF or RoundRobin algorithms shedule as muh aspossible from any frame, without taking into aount future frames. In this way, entire GOPsould be lost, beause pakets of the I frame annot meet the deoding deadline at the lient.A di�erent representation is provided in Table 6.1. It presents the performane of the LBA andEDPF algorithms ompared to the optimal solution for the foreman_cif sequene, as a funtionof the available hannel bandwidth. The performane here is measured in terms of the perentageof suessfully sheduled data bytes out of the total enoded stream. We observe that for a largevariety of rates, the proposed LBA algorithm performs muh loser to the optimal than the EDPFapproah. In the same time, for some rates, the LBA algorithm su�ers a loss in performaneompared to the optimal B&B method, mainly due to the greediness of its sheduling strategy.6.5.3 Streaming with Limited Look-aheadThe proposed solutions are now ompared in the ase of live video streaming, where the serverknowledge is limited to the pakets within the prefeth window. The prefeth window is set to3 frames (i.e., δ = 100ms), the maximal playbak delay is ∆ = 100ms and the bandwidths ofthe 4 network segments are onstant in time. Figure 6.6 ompares the real time B&B and LBAmethods, where the original algorithms are applied on top of a sliding window mehanism (asexplained in Setion 6.4.3). The performane of the optimal B&B method applied to the wholesequene is also provided for the sake of omparison. It an be seen that the B&B method is nolonger optimal when ombined with a sliding window, as expeted. The proposed LBA algorithman even provide better performane in the live senario.The algorithms are also ompared in terms of the proportion of transmitted information, for
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Figure 6.8: MSE values for di�erent net-work rate sets as a funtion of Sliding Win-dow size.di�erent network onditions, in Table 6.2. The values represent the perentage of suessfullydeoded data at the lient, out of the full stream. Interestingly enough, the real time LBAalgorithm has a similar performane to the ase of stored video senario. The sliding window,even with low prefeth time, does not signi�antly a�et the behavior of the sheduling algorithm.This property, along with the low omplexity of the algorithm, shows that LBA represents a validsolution to the multipath paket sheduling problem, in the ase of live streaming.The algorithms are also ompared in terms of the MSE pereived at the reeiver. Figure 6.7presents the distortion due to the network bandwidth onstraints, omputed between the originalenoded video sequene and the sequene available to the lient. The MSE values obtained bythe real time B&B and LBA sheduling algorithms on two paths (with equal rates) are omparedto the ones obtained by using a single network path with equivalent aggregated bandwidth. Thedeoder in this ase implements a simple error onealment strategy based on previous framerepetition. Both shemes perform quite similarly when the aggregate bandwidth beomes large.We observe that, while the multipath senario does not require a large bandwidth network path,there is virtually no loss in video quality when using two parallel network paths, instead of a singlehigh bandwidth hannel. This proves the e�ieny of the proposed algorithms, relatively to thedistortion lower-bound provided by the single hannel senario. Obviously, multipath streaming isuseful when there is no single high bandwidth hannel available, whih is used here only to assessthe sheduling poliy performane. Note that the EDPF algorithm is voluntarily omitted here dueto the high MSE values reahed when it fails to shedule entire frames or GOPs.We now analyze the in�uene of the Sliding Window size on the LBA paket sheduling proess.As seen before, in the ase of onstant link rates, the paket sheduling proess is barely in�uenedby the size of the sliding window. However, it is not the ase if we allow the link rates to varyin time. We tested the performane of the LBA algorithm with various sizes for the slindingwindow. We use the foreman_cif sequene (the �rst 100 frames) and variable network rates onsmall time sales (hundreds of milliseonds). We omit the results of the B&B algorithm due tothe intratability of the omputations for larger window sizes, and those of the EDPF sheduling,sine it does not take into aount the sliding window size.We present the MSE results in funtion of the size of the sliding window, for various networkrate sets of di�erent aggregated average bandwidths (Figure 6.8). We an observe that, for smallsliding windows, the LBA algorithm behavior is lose to the one of the EDPF algorithm, whihmay lose entire GOPs. Results are improving one the sliding window inreases, sine the LBAalgorithm has more �exibility in sheduling the video pakets. Finally, given a reasonable sizedwindow (δ = 0.5s), the results of the LBA are omparable to the ase of entire sequene knowledgebefore sheduling. This depends on the ergodiity of the sequene soure rate.
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Figure 6.10: Enoded video frame rate(umulative) and deoded video frame rates(umulative) in the ase of in�nite and on-strained intermediate bu�ers.We now further investigate the e�et of the size of intermediate bu�ers on sheduling perfor-mane. For the same network rate sets as before we vary the size of intermediate node bu�ers (Baand Bb). We observe that, for the same network rates, bigger intermediate bu�ers allow for thesheduling of more video pakets, with improved smoothing of the rate variations; the di�erenebeing notieable in terms of MSE (Figure 6.9).Finally, we study the e�et of the intermediate bu�er size on the paket load balaning on thetwo network paths. We ompare the sheduling proess on the two network paths in the ase wherethe intermediate nodes have in�nite or limited bu�er spae. Figure 6.10 presents the umulativeenoded frame rate of the total bitstream and the suessfully sheduled bitstream rate in the aseof in�nite intermediate bu�ers, ompared to the ase when the bu�er of node a is limited to 8kB.Similarly, Figure 6.11 presents the same sheduling proess in the same ases, separately for eahof the two network paths. We observe major di�erenes in the paket sheduling on the two pathsbetween the two senarios. A small bu�er size on the �rst network path will render it unusablefor a onsiderable period of time. This shortage is partially ompensated by sending the baselayer pakets on the seond link during the spei� period. However, the e�ets on the reeivedbitstream are notieable. The sheduling of the bitstream in the ase of unlimited intermediatebu�ers is therefore smoother. Finally, it is interesting to observe, that, due to the �ner granularityof the base layer pakets (in our setup the size of a base layer paket is in general smaller than thesize of an enhanement layer paket), we an shedule on path b more data than in the unlimitedbu�er ase.6.5.4 Streaming with Link Rate Estimation and Channel LossesNext, we release the assumption of a perfet hannel knowledge, and we test our proposed shedul-ing algorithm in the ase where the server estimates the hannel availability, and the transmissionproess su�ers losses on the network links. We programm our simulation senario in ns-2 [194℄,where we simulate 10 bakground �ows for eah link. These �ows are generated aording tothe On/O� Exponential distribution, with average rates between 100 and 300kbps. The availableinstantaneous rate for our streaming appliation is onsidered to be the di�erene between thetotal link bandwidth and the aggregated instantaneous rate of the bakground tra�. While theexat shape of the bakground tra� is not important for our work, the On/O� exponential dis-tribution of bakground tra� leaves a onstant average available rate for our appliation, withinstantaneous rate variations that an be larger than 100% (please refer to [200℄ for other typesof tra�). In the same time, we generate paket losses on eah of the network paths, aording to
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Figure 6.11: Video sheduling on the twopaths with in�nite intermediate bu�ers vs.onstrained bu�er on path a (Ba = 8kB).
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Figure 6.12: LBA performane on 3 net-work paths with predited parameters andhannel losses.an iid proess with probabilities equivalent to paket loss rates between 1 and 3%.Next, the server implements a simple bandwidth estimation algorithm, based on an auto-regressive model. It estimates the bandwidth for eah time window of size Tp, as follows. Theavailable rate rk+1 of a segment in the next time interval k+1, is given by: rk+1 = γ
∑k−1

j=1 rj

k−1 +(1−
γ)rk, where γ is the predition oe�ient. While the instantaneous rate variations of the hannelan happen on very small time sales (of tens to hundreds of milliseonds), the fastest estimationmehanisms [16℄ provide aurate results on time intervals of the size of a few round-trip times(e.g., at least one seond or more). In simulations we therefore set Tp = 1s. Note �nally thatexat rate predition is not ruial for the proposed algorithms, even if aurate predition anonly improve the performane.We test the LBA protool in the ase when the server disposes of three disjoint paths fortransmission, and the video is salably enoded into one BL and two ELs. We use a GOP of31 frames, with 15 P frames between I frames and one B frame between P frames. The twoenhanement layers are reated by splitting the FGS enhanement layer reated by the MPEG-4FGS enoder. We split the bitplanes suh that the two layers have similar average rate, similarto [201℄. We set the rates to 300kbps for the BL, and 260kbps respetively for the two ELs. Thepaket weights are set in a similar manner as in the previous experiments.We shedule the �rst 100 frames of foreman_cif , and we ompare the results obtained by ouralgorithm and the EDPF algorithm [135, 137℄, in the ase the server knows the rates in advaneand there is no hannel loss, with the ase when it predits the rates based on the auto regressivemodel presented above, and the transmission proess su�ers from path losses. We set the averagerates on the three network paths to 280, 200 and 170kbps, and the paket loss probabilities to 1,3 and 2% respetively.The maximum playbak imposed by the lient is D = 200ms. For the omputation of thesheduling poliy based on predited rates, we however use a more onservative delay of D1 =
150ms, in order to ope with big shifts in link rates and avoid the drop of important pakets. Thesheduling results are presented in Figure 6.12 and Figure 6.13. We observe that in the ase ofLBA, the performane degradation ompared with the optimal ase, when all rates are known,is negligible. While, in the optimal ase, the algorithm orretly shedules 201 pakets, out of300, representing 67% of the total stream, in the ase of predition, it manages to shedule 186pakets, representing 62%. While no frame is lost due to frame dropping or late paket arrivalsat the lient, we observe a limited number of lost frames due to the loss of BL pakets on thetransmission proess. Simple rate predition, ombined with onservative playbak delay settings,o�ers performane in terms of lient video quality that is omparable to the ase where rates are
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Figure 6.13: EDPF performane on 3network paths with predited parameters andhannel losses. 0 20 40 60 80 100
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Figure 6.15: LBA performane vs. omplexity. (100 frames, average aggregated bandwidth of450 kbps)perfetly known at the server2.We observe that EDPF tends to shedule entire frames and drop less important frames infavor of more important ones. On the other hand, the LBA algorithm prefers to shedule themost important video layers �rst, and only then shedule pakets belonging to the enhanementlayers, in the network bandwidth permits it. Due to the fat that LBA an handle salable videostreams, we also observe that it is more robust to hannel losses than EDPF. LBA loses an entireframe only if a BL paket is lost due to hannel errors.In the ontext of simple error onealment methods at the lient (e.g., frame replaement), theLBA sheduling will provide a smoother quality of the reeived video (7.2 MSE points omparedto 22.4 MSE points in the ase of EDPF). In the same time, due to the variable size of the frames,EDPF is more vulnerable to network rate variations and predition errors than LBA.Note that paket loss an be mitigated by use of error resilient mehanisms (e.g. FEC or paketretransmissions [106℄), and we present results in lossy senarios to evaluate the performane of theshemes in limit onditions. The design of a sheduling strategy adapted to lossy environments ishowever outside of the sope of the present work.2For a more detailed analysis of media streaming with onservative delay on variable rate hannels, pleasesee [202℄.



86 CHAPTER 6. MEDIA PACKET SCHEDULING FOR MULTIPATH STREAMING6.5.5 Complexity ConsiderationsFinally, we analyze the omplexity of the proposed algorithms and we try to derive a good trade-o� for our LBA method, between omplexity and performane, as a funtion of the size of thesliding window. While the B&B algorithm has a prohibitive exponential omplexity as a funtionof the size of the sliding window, the EDPF and the Round Robin algorithms are very simple,their omplexity being linear in terms of the number of total sheduled frames, and independentof the size of the sliding window. The omplexity of our algorithm lies between the two bounds(Figure 6.14). It takes more operations than the simple EDPF sheduling, but it is still polynomialin omplexity and an be performed in real time. In the same time, it is similar in omplexity tothe EDPF algorithm with the seletive frame disard enhanement [135℄.Figure 6.15 presents the performane of the LBA algorithm for di�erent sizes of the slidingwindow. We superimpose the omplexity urve with the performane urve in order to �nd theoperational sliding window size as a funtion of the two values. We observe that for low values ofthe sliding window size, the performane of the LBA algorithm mathes the one of the senariowhen all frames are known in advane. In the same time, the omplexity of the algorithm remainslow. Low omplexity and good performane, even for small sliding window sizes that allow tomaintain low end-to-end delays, make the LBA a suitable andidate for real time paket shedulingin multimedia streaming.6.6 Disussion and ConlusionsThis work addresses the problem of the joint seletion and sheduling of video pakets on a networktopology that o�ers multiple paths between the streaming server and the media lient. We usean enoded video abstration model that fators in the variable importane of video pakets,as well as their interdependenies. An optimization problem is then formulated, whih aims atmaximizing the video quality at the lient under a given playbak delay. A formal analysis ofpaket transmission timing leads to the derivation of e�ient algorithms to �nd the transmissionpoliy that maximizes the video quality at the lient. Beause of the omplexity of the optimalmethod, we propose fast, polynomial time algorithms that still o�er lose-to-optimal solutions.Both methods have been implemented in the ase of stored videos, and real-time streaming withthe help of a sliding window mehanism. Simulation results in both senarios prove that ourproposed heuristi-based solution performs well in terms of �nal video quality, and is moreoversuitable for the ase of real-time streaming under strit delay onstraints. They also show thatour methods outperform other ommon sheduling algorithms from the literature.We identify a generi pratial senario in whih our algorithm an be applied, as a streamingsystem in whih one video server sends an enoded video to one or more lients in real time.Suh a senario an be easily imagined in the ontext of Content Distribution Networks, wirelessvideo transmissions via several interfaes, or peer-to-peer appliations. The video is enoded intomultiple layers adding up to a very good quality, and the available aggregated rate between theserver and any lient represents the share of the total link bandwidth alloated to, or reserved bythe streaming appliation. In suh a senario, for eah of the lients, our algorithm will adaptivelyhose the right set of video pakets to send on the network, in order to maximize the reeived videoquality, given the available rates and the imposed playbak delay. Beause of its low omplexity,the algorithm is salable within large streaming senarios.Our method an be easily adapted to network senarios haraterized by weaker assumptions interms of server knowledge about link rates and loss proesses. We show how the algorithms performin the ase of predited network rates, when the server uses a simple auto-regressive preditionmehanism. By using onservative sheduling parameters, our sheduling methods ope with largevariations in instantaneous network rates, with a negligible inrease in the distortion pereived atthe lient, as detailed in the next hapter. Furthermore, paket loss an be e�etively addressedby implementing FEC shemes on top of our sheduling mehanisms.



Chapter 7Paket Media Streaming withImpreise Rate Estimation
7.1 IntrodutionOur streaming solutions from the previous hapters generally rely on the knowledge of the hannelbandwidth, in order to selet the media pakets to be transmitted, aording to their sendingtime. However, the streaming server usually annot have a perfet knowledge of the hannelbandwidth, and important pakets may be lost due to late arrival, if the sheduling is based onan over-estimated bandwidth. Robust media streaming tehniques should take into aount themismath between the values of the atual hannel bandwidth and its estimation at the server.Even the best rate estimation algorithms are not able to follow the rate variations of the han-nel, and often work on a oarser timesale [16℄. Sine hannel predition errors are inevitable andan lead to late arrivals of important media pakets, the streaming server has to adjust the paketseletion and sheduling strategies in order to ope with estimation mismathes. Our proposedmethod relies on a simple FIFO sheduling mehanism; however, we inrease the algorithm's ro-bustness by using a onservative virtual playbak delay, smaller than the playbak delay imposedby the lient. The sheduling proess onsiders the onservative playbak delay as the hard dead-line for paket arrival at the lient, hene it is more aggressive in the paket seletion proess. Onthe other side, the di�erene between the onservative sheduling delay and the e�etive playbakdelay after whih the lient starts playing the video, transparently ompensates for the eventuallate paket arrivals due to the overestimation of the end-to-end bandwidth.Overall, we observe that a very onservative sheduling delay tends to limit the seletionof transmitted media data to only a few pakets, whih penalizes the quality at the reeiver.Alternatively, a sheduling delay that is too lose to the e�etive playbak delay may result inlate arrival of pakets, whih also penalizes the quality. Hene, the purpose of this hapter is toanalyze the trade-o� between robustness against hannel predition errors and paket seletionlimitations, observed as a result of tighter sheduling onstraints.The rest of this hapter is organized as follows: We formulate in Setion 7.2 an optimizationproblem whose goal is to �nd the optimal onservative delay used in the sheduling proess, whihmaximizes the quality of the reeived video for a given hannel rate model, and a given playbakdelay at the lient. We disuss the omplexity of the exat solution for the optimization problemand we present a fast solution in Setion 7.3. Setion 7.4 presents our simulation results andSetion 7.5 onludes this hapter. 87
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t

r r(t)

rp(t)

Server ClientFigure 7.1: Network end-to-end model with rate variations r(t) and estimated rate rp(t).7.2 Streaming with Conservative Delay7.2.1 System OverviewAs in the previous hapter, we onsider a single path streaming senario between a server S and alient C. The media stream an either be pre-stored at the server (V oD), or an be obtained in realtime (real-time streaming). The video ontent is enoded into one or more layers and fragmentedinto network pakets suh that one paket ontains information related to one frame and one videolayer. Let Λ = {λ1, ..., λn} be the set of available pakets at the server, with n representing thetotal number of pakets. Similarly to [198℄, eah paket λi is ompletely haraterized by its size
si, its deoding deadline ti, its importane ωi and its list of dependeny pakets Ai, whih areneessary for a orret deoding.The intermediate network between S and C is modelled as an end-to-end hannel haraterizedby the variable rate r(t). While we onsider no link error in our model, pakets an still be lostfrom a media appliation perspetive, due to late arrivals. The server S estimates on a periodiinterval, the available hannel rate rp(t), using any estimation mehanism Γ (Figure 7.1). Based onthat estimation, the streaming appliation employs a generi sheduling algorithm Ψ that deidesthe subset of pakets π ⊆ Λ that are sent in a FIFO order to the lient, so that the reonstrutedvideo quality is maximized, given the playbak delay ∆ imposed by the lient. The video qualitymeasure Ω, an be omputed at the lient as:

Ω = ΩS(π) − ΩL(π), (7.1)where ΩS(π) =
∑

i ωi, ∀λi ∈ π represents the quality of the video pakets seleted for trans-mission, and ΩL(π) =
∑

i(ωi · ǫi) represents the video quality degradation due to pakets thatannot be deoded beause of late arrivals at the lient. ǫi represents the probability that paket
λi arrives past its deoding deadline at the lient. These late arrivals are aused by hannel band-width variations, and inauray in the rate estimation used by the server. Indeed, the estimationof the available rate in the future time instants is generally not perfet, and often not able toexatly follow the frequent variations of the bandwidth.We propose to modify the sheduling strategy, in order to be robust to over-estimations ofthe hannel rate. We de�ne a virtual playbak delay, or sheduling delay δ, whih is used bythe server to ompute the subset of pakets to be sent. As δ is smaller than the atual playbakdelay ∆, the server will selet a redued number of pakets for transmission (ΩS dereases), butthe seleted pakets have a lower probability to be lost (ΩL inreases). In other words, π nowontains only pakets that are likely to reah the lient before their deoding deadline (ti +δ) witha streaming rate rp, and eah paket λi is sheduled and transmitted only one. The hoie ofthe virtual playbak delay beomes obviously a trade-o� between soure quality, and robustnessto rate variations, and its optimization is proposed in the next setions.7.2.2 Illustrative ExampleWe demonstrate the rationale behind our proposed mehanism by a onrete example. Imaginethat server S needs to deide at time t whether to send paket λi to the lient C or not. The



7.2. STREAMING WITH CONSERVATIVE DELAY 89Table 7.1: Example Parameter Values for Conservative Delay Sheduling.Instantaneous Rate (kbps) 420Predited Rate (kbps) 450Paket Size si (bits) 8000Paket Weight ωi 1000Deoding Deadline ti 0Playbak Delay ∆ (ms) 200Conservative Playbak Delay δ (ms) 180Time t (ms) 0sheduling deision is based on the predited network rate at moment t, rp(t), the size si, weight
ωi, dependeny list Ai and deoding deadline ti of paket λi, and on the onservative playbakdelay δ. In the same time, C expets paket λi before time ti + ∆, so that it an suessfullydeode it.For the sake of larity, assume that the list Ai = ∅, e.g., paket λi an be independentlydeoded at C, and that the server's bu�er does not ontain any other media pakets exept λi.The rest of the parameters are set aording to Table 7.1.Observe that S takes the deision to send the paket on the network after omputing theexpeted arrival time at the lient: Tp = t + si

rp(t) ≈ 177ms ≤ 180ms = ti + δ. Even if thehannel rate is overestimated and paket λi arrives at the lient at the real arrival time Ta =
t + si

r(t) ≈ 190ms > ti + δ, paket λi still arrives on time for suessful deoding at the lient, as
ti + ∆ = 200ms.On the ontrary, imagine the same proedure is applied to paket pj , under the same onditions,exept sj = 9.000 bits and the sheduler does not use the onservative delay δ, but rather diretlythe playbak delay ∆. S deides to send the paket, as Tp = t+

sj

rp(t) = 200ms ≤ 200ms = ti +∆.However, paket pj is useless for the lient as it arrives past its deoding deadline: Ta = t+
sj

r(t) ≈

220ms > ti + ∆. In suh a ase paket pj onsumes network resoures that ould be used moree�etively.Finally, please observe that in the ase where S uses the onservative delay δ in shedulingpaket pj , the deision would be to drop the paket, as it is likely to arrive late aording to thepredited bandwidth. This insight lies the ground for the trade-o� between robustness againsthannel predition errors, and paket seletion limitations, observed as a result of tighter shedulingonstraints.7.2.3 Optimization ProblemThe virtual playbak delay δ used by the sheduler represents a ompromise between a onservativeseletion of pakets that minimizes the probability of late arrivals, and the seletion of a su�ientnumber of pakets for an e�etive quality. Given the video sequene, the quality metri Ω, thesheduling strategy Ψ, the rate estimation algorithm Γ, and the playbak delay ∆, the optimizationproblem translates into �nding the optimal onservative delay δ ≤ ∆ to be used by the sheduler,in order to maximize the reeived video quality Ω, for a given hannel model:
δ∗ = arg max

∀δ≤∆
Ω(δ) (7.2)In general, this optimization problem does unfortunately not provide any simple solution. Evenfor �xed Ψ, Γ and ∆, the sheduling poliy π an greatly vary with the hoie of δ, hene �ndingthe optimal solution for the problem has ombinatorial omplexity. However, for small values of

∆ (as in pratial real-time streaming senarios), δ∗ an be aurately approximated in real-time.In the next setion we present our approah towards �nding an appropriate solution, based onheuristis from real-time video streaming.



90 CHAPTER 7. PACKET MEDIA STREAMING WITH IMPRECISE RATE ESTIMATION7.3 Finding the Conservative Delay7.3.1 General SolutionOn the one hand, the quality metri ΩL(π) depends only on the di�erene ∆ − δ, for a giventransmission poliy π and the hannel model. Very onservative values for δ will ensure a bigdi�erene ∆ − δ, hene more �exibility in dealing with rate predition errors, and onsequently asmaller value for ΩL (see Figure 7.2).On the other hand, the quality measure ΩS(π) depends only on the pakets sheduled fortransmission, aording to the predited rate rp(t) and δ. Interestingly, our experiments showthat, for a given hannel model, ΩS does not vary muh with δ, as long as δ is large enough toaommodate the transmission of the largest video pakets of the sequene.Let Ri(∆) be the umulative rate of the hannel up to time ti +∆: Ri(∆) =
∫ ti+∆

0 r(t)dt, and
Ri

p(δ) be the umulative estimated rate up to time ti + δ: Ri
p(δ) =

∫ ti+δ

0
rp(t)dt. For given δ and

∆, we de�ne the e�etive data transfer Cδ
∆(i) on the time interval [0, ti +∆], as the amount of datasheduled aording to the predited rare rp before ti + δ, and reeived before ti + ∆ aording tothe atual bandwidth r:

Cδ
∆(i) = Ri

p(δ) · Pr{Ri
p(δ) ≤ Ri(∆)}. (7.3)An illustration of the e�etive data rate transfer is given in Figure 7.3.Given this measure, we transform the original optimization problem into a new problem thathooses δ in order to maximize C. The optimal value of δ beomes:

δ∗ = arg max
0≤δ≤∆

Cδ
∆(i). (7.4)

Cδ
∆(i) is invariant in time, as long as the hannel model does not hange, hene it an beomputed at any ti. The previous optimization problem translates into maximizing the hanesof every paket λi, sheduled for transmission at time t, to reah its destination by time t + ∆.Unlike the original optimization problem of Eq. (7.2), Eq. (7.4) depends only on the hannelmodel, hene it is easy to solve, one this model is known. It an be noted that both optimizationproblems are equivalent in the ase of a smooth video model (the video pakets have the same sizeand importane, and there are no dependeny among them). We later show in Setion 7.4 thateven in realisti video streaming senarios the solution obtained for this problem is a very goodapproximation of the optimal solution, as long as the playbak delay is long enough.7.3.2 Example Channel ModelWe now develop all neessary relations for a typial hannel modelled as a disrete-time system,with a sampling interval of Ts seonds. The network an ommuniate a maximum of riTs bits ofdata in the time interval [iTs, (i + 1)Ts], where ri is the available bandwidth of the hannel in the

ith time interval. The hannel rate ri is given as a Gaussian autoregressive proess of the form:
ri = µ + (1 − α)

∞
∑

j=0

αjni−j , j ∈ Z, nk = 0, ∀k < 0. (7.5)Eah nj is an independent zero mean Gaussian random variable with variane σ2, α is amodelling parameter, and µ denotes the average available bandwidth. The validity of that modelfor internet tra� traes on time sales of milliseonds up to a few seonds has been veri�ed in [18℄.A simple auto-regressive predition model is used for bandwidth estimation at the server, wherethe available rate of the network in the next time interval, k + 1, is given by:
rk+1 = γ

∑k−1
j=1 rj

k − 1
+ (1 − γ)rk, (7.6)



7.3. FINDING THE CONSERVATIVE DELAY 91

10 20 30 40 50 60 70 80 90 100
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

∆−δ (ms)

av
er

ag
e 

pr
ob

ab
ili

ty
 o

f 
la

te
 p

ac
ke

ts

r=200 kbps
r=350 kbps
r=500 kbps
r=650 kbpsFigure 7.2: Average probability of latepakets when δ varies between 0 and ∆ (∆ =

300ms). 200 225 250 275 300
2

4

6

8

10

12

14
x 10

4

conservative playback delay (ms)

av
er

ag
e 

ef
fe

ct
iv

e 
da

ta
 tr

an
sf

er
 (

bi
ts

)

r=500 kbps
r=400 kbps
r=300 kbps
r=200 kbps

Figure 7.3: E�etive average data trans-fer when δ varies between 0 and ∆ (∆ =
300ms).where γ is the predition oe�ient. The estimation is run periodially, on time windows ofsize Tp. While instantaneous rate variations of the hannel an happen on very small time sales(of tens to hundreds of milliseonds), the fastest estimation mehanisms provide aurate resultson time intervals of the size of a few round-trip times (e.g., one seond or more), and preditioninauraies annot be avoided.Assuming that ti + ∆ = k · Ts ≤ Tp, with k an integer1, we an ompute:

Ri(∆) = k · µ +

k
∑

j=0

(1 − γ) · γj−1 ·

k−j
∑

l=1

nl. (7.7)Finally, Si denotes the umulative size of the transmitted pakets up to paket λi: Si =
∑i

j=1 sj, ∀pj ∈ π. The probability that a paket arrives too late at the reeiver, ǫi, an beomputed as:
ǫi = Pr{Si > Ri/Si ≤ Ri

p}. (7.8)Sine Ri is a normal random variable and Ri
p is a known onstant, given any δ and ∆, theerror probabilities ǫi an be easily omputed with the help of the erfc funtion.7.3.3 Sheduling AlgorithmWhile the presented robustness mehanism is generi, and an be applied to any paket shedulingalgorithm, in this setion we desribe the spei� algorithm employed in the experimental phaseof this work.The algorithm is an adaptation of the LBA sheduling algorithm introdued in the previoushapter, to the single path network senario presented above. In short, the algorithm performs agreedy sheduling of the most valuable pakets �rst. Less valuable pakets are sheduled only ifthe network apaity permits, and only if they do not lead to the loss of a more valuable paketalready sheduled (due to subsequent late arrivals at the lient).First, the n network pakets are arranged in desending order of their weight, obtaining anew representation of the enoded bitstream, Λ′ = {λ′

1, λ
′
2, ..., λ

′
n}. Then, the algorithm attemptsa greedy sheduling of the pakets on the network link, starting with the most important one.To deide whih ation to take on eah paket λ′

i, the algorithm �rst attempts to shedule allanestors that have not been sheduled yet. If one of them annot be sheduled, then the algorithm1The extension of the omputation for the general ase, on multiple predition intervals, and when k is not aninteger an be omputed in a straightforward manner, based on the analysis presented here.
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δ; Frame Reordering; FIFO Sheduling.automatially drops the paket λ′

i. This ensures that our algorithm does not waste networkresoures on transmitting network pakets that annot be orretly deoded at the reeiver.Finally, all pakets marked to be transmitted, are reordered aording to their deoding dead-lines before transmission. When a new paket is inserted for transmission, it triggers a new paketordering. If paket λ′
i an be inserted, without ompromising the arrival time of any other alreadysheduled paket, then it is sheduled for transmission. Otherwise, paket λ′

i is dropped. Pleaseobserve that the sheduling algorithm an be run on the total video sequene to be streamed,in the ase of VoD streaming, or on a limited window of video pakets in the ase of real-timestreaming.The total omplexity of the sheduling algorithm is driven mainly by the sorting and insertionoperations. While the sorting an be performed by any algorithm in time O(n log n), the insertionof eah paket λ′
i requires a omplete parse through all previously sheduled pakets. Hene thetotal omplexity of the algorithm is O(n2).7.4 SimulationsWe disuss the performane of the streaming appliation with onservative delay and we omparethe results obtained by our heuristi solution for δ with the optimal solution, obtained througha full searh, and with other frame reordering tehniques. We salably enode the foreman_cifsequene (130 frames) using MPEG4-FGS, at 30 frames per seond, with a GOP struture of 31frames (IPBPBPB...). By splitting the bitplanes, we enode one BL and 2 ELs of average ratesof 260kbps. In all our experiments we use the simple paket sheduling algorithm as presentedabove. We set the weights ωi of the pakets as a funtion of their relative importane to theenoded bitstream (depending on the type of enoded frame, I, P or B, and on the enoded layerthey represent, BL, EL1 or EL2), as illustrated in Figure 6.2. In a �rst approximation, we hoosethe following pakets weights: 5 for I frame BL pakets, 4 for the P frame BL pakets, 3 for theB frame BL pakets, 2 for the EL1 pakets, and 1 for the EL2 pakets [198℄.For the hannel model and estimation mehanism, we set the required parameters to α = γ =

0.8, Ts = 20ms, Tp = 1s, and we vary σ2 ∈ [100, 250], aording to the hannel average rate. Thesevalues ensure realisti hannel variations on small time sales around the average bandwidth value.Finally, we set ∆ = 200ms.We ompare the results obtained by streaming with the heuristi δ, omputed aording toEq. (7.4), and the optimal δ∗, obtained after a full searh through all possible values for δ ∈ [0, ∆].We use di�erent hannel average rates and we average over 10 simulations for eah ase. The resultsare presented in Figure 7.4. We observe that for all simulated rates, our results in terms of MSE



7.4. SIMULATIONS 93Table 7.2: δ∗ and δ for Various Average Channel Rates.Rate (kbps) 350 400 450 500 550 600Optimal δ∗ (ms) 163 156 172.5 161 154 155.5Heuristi δ (ms) 172 170 168 167 166 165
Ω(δ∗)−Ω(δ)

Ω(δ∗) (%) 4.94 1.71 3.53 2.86 6.04 2.63
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Figure 7.6: Example of ConservativePlaybak Delay δ and Frame ReorderingSheduling.
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Figure 7.7: Quality Evaluation forSheduling with Heuristi and Optimal Con-servative Playbak Delay δ for ns-2 NetworkRate Traes.are very lose to the optimal ones. This validates our simpli�ation to the original optimizationproblem, presented in Setion 7.3. At the same time, Table 7.2 presents the obtained values forthe heuristi and optimal δ for the same hannel onditions as above, along with the relative errorbetween the streaming performanes. We observe that the values are very lose and that δ∗ isin general more onservative than δ. An explanation of this phenomenon resides in the fat thatthe sequene under onsideration does not present any sene hanges and the paket sizes remainonstant in time.Next, we ompare the proposed onservative δ streaming with other frame reordering streamingtehniques. We use a simple tehnique similar to the one presented in [138℄, whih brings forwardall I and P frames by two positions in the original bitstream before sheduling. Both tehniquesare ompared in terms of number of late paket arrivals with a simple FIFO sheduling shemethat is unaware of hannel rate variations. Simulation results are averaged over 100 hannelrealizations for an average rate of 500kbps. Figure 7.5 presents the number of late pakets foreah of the 3 shemes with the 95% on�dene intervals. We observe that the onservative δsheme performs the best in terms of average number of late arrivals, due to the fat that theappliation an transparently use the di�erene ∆ − δ to ompensate for unpredited hannelrate variations. Figure 7.6 presents one sheduling example for the onservative δ and framereordering tehniques. We observe that in the ase of frame reordering, the strategy trades o� ahigher on�dene in reeiving I and P frames on time, at the expense of less important B frames.Hene, some B frames are lost due to late arrivals. On the ontrary, the onservative δ strategymanages to shedule a similar amount of pakets, and uses the extra time ∆ − δ to minimize theimpat of rate variations on late arrivals. Hene, less pakets are late at the reeiving end of theappliation.Finally, we test the proposed onservative delay sheduling method on network rate traesgenerated with the help of the ns-2 simulator in the presene of bakground tra�. We simulate 10bakground �ows that use the same bottlenek link as our media stream. These �ows are generatedaording to the On/O� Exponential distribution, with average rates between 100 and 300kbps.The available instantaneous rate for our streaming appliation is onsidered to be the di�erene



94 CHAPTER 7. PACKET MEDIA STREAMING WITH IMPRECISE RATE ESTIMATIONbetween the total link bandwidth and the aggregated instantaneous rate of the bakground tra�.Even if the average available rate stays onstant, instantaneous rate variations an be larger than100%. We ompare the performane of the sheduling obtained by using the heuristi and theoptimal onservative delays, respetively, by averaging the obtained results over 10 randomlygenerated network rate traes. Results are presented in Figure 7.7 for average network rates of
300 and 450kbps. We observe that the results are very lose, even if the exat hannel model is notknown when the onservative delay is omputed, and the hannel estimation method is imperfet2.Results show that being onservative in terms of sheduling delay and initial hannel rate estimate,inreases the robustness of the streaming appliation, without signi�antly penalizing the reeivedvideo quality. It indiates that our method is robust even in extreme ases when exat informationrelated to the hannel model is not available.7.5 ConlusionsWe present a new mehanism to improve the robustness of adaptive media stream sheduling al-gorithms against network hannel variability and estimation inauraies. By using a onservativevirtual playbak delay in the sheduling proess we ompensate for possible predition errors. Thedi�erene between the onservative and atual playbak delay imposed by the lient transparentlyabsorbs the negative e�ets of inexat rate estimation (e.g., inreased paket delay at the lientdue to hannel variations). We propose a method to determine the value of the onservative de-lay, as a trade-o� between soure quality, and robustness to bandwidth variations. The proposedsolution is generi and an be employed with any given streaming mehanism. Results show thatbeing onservative in hoosing the sheduling delay pays o�, even if the exat hannel model isunknown (e.g., on simulated network rate traes with ompeting bakground tra�) and the rateestimation mehanism only approximates the hannel rate variations over time. The simpliityand e�etiveness of our solution make it appropriate for any real-time streaming mehanism overbest-e�ort networks.

2For more details on e�ient bandwidth estimation mehanisms we refer the reader to [16℄.



Chapter 8Media Streaming over MultipleWireless Networks
8.1 IntrodutionIn this hapter we rely on the theoretial work presented until now, and we disuss a possiblepratial streaming senario. We envision a setup where users an aess various appliations withdi�erent Quality-of-Servie (QoS) requirements over possibly multiple aess networks (Figure 8.1).We solve a global optimization problem that periodially omputes the optimal rate alloation andnetwork seletion for eah user/appliation, given a universal quality metri. To this end, we takeinto aount the parameters of the networks available to eah user, and the spei� harateristisof wireless appliations. One by one, the behavior of eah onsidered appliation is designed asa funtion of the user's network aess parameters. Spei�ally, we derive a distortion model forstreaming appliations, whih depends on the available data rate, transmission loss proess at eahlient, and spei� video sequene harateristis. Similarly, voie and data transfer appliationsare analyzed. Then, we de�ne a universal quality metri that maps the QoS behavior of allappliations as a funtion of the network parameters. Our �nal goal is to maximize the overallQoS of the system, under the given network resoure onstraints.Real systems will often o�er a limited hoie in the mode of operation of the aessed applia-tions; e.g., di�erent voie transoders operating at di�erent rates in the ase of voie onversations,a limited number of salable enoded video layers for streaming appliations, or a set of standarddownload rates for data transfer appliations. Our �nal solution onsists of an optimal deisionon the mode of operation (total required rate) and network resoure alloation for eah lientaessing a spei� appliation. Suh a global solution requires the omputation over the wholeset of appliation modes, for every user. Given the time varying nature of the wireless onnetionsand the dynamis of users leaving/joining the system, the optimality of our solution is insuredby iterative omputations that take into aount the atualized system status. To this end, weprovide fast heuristi algorithms that an be used in real time system optimizations, based on theutility trade-o� between system performane improvement and required resoures [33℄. We showthat our QoS metri behaves well in a large set of system setups, and outperforms other tradi-tional QoS metris based on throughput, in terms of overall ahieved quality, user fairness andadaptability to dynami system setups. Finally, we show that our proposed heuristi algorithmsobtain a lose to optimum system performane with a low omputational e�ort.Our ontributions in this hapter are two-fold:

• In the ontext of multiple parallel appliations over wireless networks, we disuss the op-portunity of a single unifying quality metri that maps the spei� requirements of eahonsidered appliation to a single value. Later, this quality metri is used in our optimiza-tion framework for improving the overall system performane;95
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Figure 8.1: Multiple wireless networks framework: more lients have aess to multiple appli-ations via more wireless networks.
• Finally, we propose a fast heuristi algorithm that omputes a lose to optimum resourealloation solution in an iterative proess, by taking into aount the network aess hara-teristis at eah ative lient, along with the spei� requirements of its desired appliation.The rest of this hapter is organized as follows. Setion 8.2 presents the onsidered appliationsand available aess networks. We present our joint optimization problem in Setion 8.3 andexplain our heuristi approah to solving it in Setion 8.4. We o�er a onrete modelling examplein Setion 8.5. Extensive simulation results are presented in Setion 8.6, while Setion 8.7 onludesthis hapter.8.2 System Model8.2.1 Multiple AppliationsAssume N ative users that simultaneously aess via a server S any one of three di�erent types ofappliations, namely voie onversation (V ), real-time media streaming (M) and FTP download(F ). Let user i, 1 ≤ i ≤ N aess one of the available appliations k, k ∈ {V, M, F}, and let

Mi = ri be the mode of operation of user i, deided by S. It desribes the average rate alloatedto user i that has hosen appliation k. We assume that S an salably adapt the transmissionproess to the hannel onditions of user i. To this end, for eah appliation k, the server anhoose the right transmission parameter, from a prede�ned set of available parameters Pk.First, we onsider a multimedia streaming appliation that transmits a salable enoded streamto the end user. Let L be the number of available enoded media layers available at the server S,where the layer l ≤ L is haraterized by its average enoding rate ρl. Additionally, we assume thatthe server S an protet eah media layer against transmission errors, with one of E forward errororretion shemes FEC(ne, ke), e = 1, . . . , E. We de�ne PM = {ρm : 1 ≤ m ≤ O} as the set ofavailable streaming modes, where O = L · E represents the total number of feasible ombinationsbetween the media enoded layers and FEC shemes, and ρm is the total rate imposed by mode m.The �nal pereived quality at the end user depends on the number of media layers transmitted,and the loss proess that a�ets the media pakets after FEC deoding, and an be omputed asshown in Chapter 5.Then, we model the voie appliation. We onsider NV available voie transoders at theserver S. Eah transoder v is haraterized by its enoding rate ρv. We de�ne PV = {ρv : 1 ≤
v ≤ NV } as the available parameter set for the voie appliation. The pereived quality of thevoie appliation at the end lient depends on the omplexity of the transoder v, and hene thealloated rate ρv, and the error proess p that a�ets the data transmission.Finally, we assume PF = {ρf : 1 ≤ f ≤ NF } as the available parameter set for the FTPappliation. ρf represents the download rate of the FTP session. The pereived quality of theappliation will depend on the total download time, hene on the alloated download rate anderror proess that a�ets the data transmission.



8.3. NETWORK SELECTION AND RATE ALLOCATION PROBLEM 97We de�ne the QoS metri Γ (Mi) = f(ri, pi) as a funtion of the alloated rate ri and theaverage loss probability pi a�eting the data transmission of appliation k, towards user i. Aonrete example of suh a QoS metri, along with the appropriate mappings between this metriand the pereived quality of the appliations presented above is given in Setion 8.5. Finally, wede�ne M = {Mi : 1 ≤ i ≤ N} as the global operation mode of the system, when the server Salloates the rate ri = ρk ∈ Pk to eah ative user i, aessing appliation k.8.2.2 Multiple NetworksEven if the problem formulation proposed here is generi, we onstrain ourselves to a senariowith two ative networks that relay appliation data between the server S and user i. Q_Net isa QoS modelled network, haraterized by a guaranteed servie to all ative users when networkloads are inferior to the ongestion point (e.g., through spreading odes and transmission timeintervals assignment in the ase of an HSDPA system), and high bloking probability in saturatedregime. Its total resoures are haraterized by the instantaneous total throughput RQ, whihtakes into aount the hannel onditions of all ative users in the network. RQ is preferentiallydistributed among ative users aording to the importane of their aessed appliation (e.g.,HSDPA systems prioritize voie onversations over streaming appliations and FTP downloads).
RQ is periodially estimated on time intervals T , possibly with a ertain predition error, whihtranslates into a generally small paket error probability pQ

i that equally a�ets all ative users.The seond network, BE_Net, is modelled as a Best E�ort network that provides servies tolients on a �rst-ome-�rst-serve basis (e.g., a WiFi hotspot). Eah ative lient i in this networkan aess resoures at a maximum data rate RB
i and is a�eted by an average loss proess pB

i ,over time intervals T . While hannel onditions in wireless environments hange on very shorttime sales (e.g., up to a few tens of ms), we assume that RB
i and pB

i represent average valuesomputed on larger time sales T (e.g., one to a few seonds), and represent the average hannelonditions for user i on the given period T .Let [rQ
i , rB

i ] be the rate alloation of user i over the two networks, with ri = rQ
i + rB

i . Pleaseobserve that appliation rates rQ
i = 0 or rB

i = 0 imply that user i is inative in the given network.Finally, let the tuple τi = [rQ
i , pQ

i , rB
i , pB

i ] haraterize the appliation rates and hannel onditionsfor eah user i in the two networks. The following resoure onstraints apply:
N
∑

i=1

rQ
i ≤ RQ,

N
∑

i=1

rB
i

RB
i

≤ 1. (8.1)for Q_Net and BE_Net respetively. While the �rst onstraint refers to the total availablethroughput on the Q_Net, the seond one refers to the maximum available time for transmissionon the downlink at the aess point of the BE_Net. Finally, under these onditions, the totalerror probability that a�ets the transmission to user i, reads : pi =
rQ
i · pQ

i + rB
i · pB

i

rQ
i + rB

i

.8.3 Network Seletion and Rate Alloation ProblemWe assume that the server S periodially solves the optimization problem, in full knowledge ofthe onnetion parameter tuple τi, ∀i : 1 ≤ i ≤ N , and of the appliation parameter sets Pk,
∀k ∈ {V, M, F}. Within eah time interval T , we optimize the alloation of network resouresamong the N lients, with the �nal goal of maximizing the overall quality of the system. In otherwords, we are looking for the optimal global operation mode M∗ = {M∗

i : 1 ≤ i ≤ N} ontainingthe optimal appliation mode for eah lient i, where M∗
i = r∗i ∈ Pk, k being the appliationaessed by lient i:

M∗ = arg max
M

N
∑

i=1

Γ(Mi) (8.2)



98 CHAPTER 8. MEDIA STREAMING OVER MULTIPLE WIRELESS NETWORKSunder the onstraints provided by Eq. (8.1). A disrete searh through all operation modesleads to the solution M∗ with optimal overall QoS. Alternatively, in the next setion, we o�er aheuristi algorithm that ahieves lose-to-optimal results with a faster onvergene time.8.4 Utility Based Rate Alloation AlgorithmAlgorithm 6 Utility based rate alloation algorithmInput:2: RQ, pQ
i , RB

i , pB
i , ∀ user i;

Pk, ∀k ∈ {V, M, F}, ordered in asending order of ρk;4: Mi = 0, ∀ user i;Output:6: Global Rate Alloation Mode M;Proedure RateAlloation8: While (1)for i = 1 to N do10: Compute the utility of i → M
′

i:
Ui =

Γ(M
′

i)−Γ(Mi)

r
′

i
−ri

;12: end for�nd i∗ = arg maxi Ui;14: Push(i∗,M′

i∗ , Q_Net);Proedure Push(i,M′

i, Q_Net)16: if Q_Net has enough free resoures then
i → M

′

i;18: update free resoures on Q_Net;else20: Swith(i,M′

i, Q_Net);end if22: Proedure Swith(i,M′

i, Q_Net)�nd user j that an transfer part of his alloated rate rj to BE_Net with minimum Hj ;24: if Ui − Hj > 0 thenperform the swith of user j rate: G(j, r);26: i → M
′

i;update free resoures on Q_Net and BE_Net;28: elseBreak;30: end ifIn this setion we introdue our heuristi approah for solving the rate alloation optimizationproblem. We build on the utility framework introdued in [33℄, and present an algorithm thatiteratively takes a loally optimal deision on eah user's appliation mode.Let Pk, k ∈ {V, M, F} be the sets of appliation modes ordered in inreasing order of theirrequired rates, and let Mi be the alloated mode of user i at a given iteration of our algorithm.We de�ne i → M
′

i as the transition of user i to the next appliation mode M′

i requiring the nexthigher appliation rate r
′

i. The utility of this transition an be omputed as:
Ui =

Γ(M
′

i) − Γ(Mi)

r
′

i − ri

,and represents the trade-o� between the system quality improvement and the extra resouresrequired by user i's transition. Our algorithm starts from the initial setup when the lients haveno alloated network resoures. During eah iteration, the proposed algorithm �nds the user i∗
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MOS: mapping between MOS and PSNRfor the foreman sequene.that brings the highest utility to the overall system by its transition to the next (higher quality)appliation mode:

i∗ = arg max
i

Ui,The extra resoures will be alloated to user i∗ starting with the resoures of Q_Net. One theresoures of Q_Net are depleted, the algorithm �nds a di�erent user j that an free the requiredresoures for user i∗, by realloating part of its rate r ≤ rj on the other network BE_Net. Let
G(j, r) be the operation by whih rate r ≤ rj of user j is redireted through BE_Net, and let
Hj be the loss in system utility aused by the swith. This operation is performed as long as theoverall utility of the system is still improved (Ui −Hj > 0), and as long as free network resouresstill exist in the overall system. The algorithm stops when there are no more free resoures inthe network system, or when no other possible user transition an bring any improvement in theoverall system utility.Algorithm 6 represents a sketh of the proposed algorithm. The Push proedure alwaysattempts to inrease the system's utility by alloating the free Q_Net resoures to the best user.If the free resoures are not enough, the Swith proedure tries to �nd a new user that an freeup enough resoures by realloating parts of its alloated rate through the BE_Net. As long asthe network resoures allow it, the proedures repeat until no higher modes are available at anylient, or no extra utility improvement an be brought to the overall system.The omplexity involved in the searh for i∗ is O(N), the same being valid for the Swithproedure. In the worst ase, the algorithm requires O(N · |Pk|) iterations to pass through everyappliation mode of every user. Hene the total omplexity of the algorithm is O(N2 · |Pk|). For areasonable number of wireless users, and a �nite set of available appliation modes, the algorithmwill onverge rapidly to a global rate alloation vetor M. Its performane is further studied inSetion 8.6.8.5 MOS Quality MetriIn this setion we exemplify on a onrete quality metri Γ based on the MOS (Mean OpinionSore) value [203℄.

MOS re�ets the average user satisfation on a sale of 1 to 4.5. The minimum value re�etsan unaeptable appliation quality, and the maximum value refers to an exellent QoS. Thepereived quality of eah of the three appliations is onverted into an equivalent MOS value,whih is later used in the optimization problem.
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Figure 8.4: FTP Appliation MOS: mapping between MOS and throughput.The performane of di�erent voie transoders as a funtion of network losses is mapped to
MOS values using the PESQ algorithm on a representative set of voie samples [157℄ in Figure 8.2.We observe that, while good network onditions lead to inreased user experiene, high paketerror rates degrade the pereived quality of the voie ommuniation.The pereived media streaming quality is initially mapped into an MSE (mean square error)distortion measure, as presented in Setion 8.2.1. Later on, a nonlinear mapping between MSEand MOS values is used, as illustrated in Figure 8.3.Finally, the pereived quality of the FTP appliation is mapped to MOS values aording toa logarithmi funtion of the ahieved throughput: MOS = a · log(b · r(1 − p)). The variables aand b are system dependent parameters, and an be set by the network operator (Figure 8.4).8.6 Simulation Results8.6.1 Simulation SetupWe test the performane of our proposed rate alloation and path seletion method, and weompare its performane against a lassi optimization solution that uses appliation throughputas a quality metri.We use 4 voie transoders, namely G.723.1B, iLBC, SPEEX and G.711 with average enodingrates of 6.4, 15.2, 24.6 and 64kbps respetively. To simulate the media streaming appliation, weenode the foreman_qcif sequene (300 frames) with the H.264/SVC ode. We enode onebase layer and one enhanement layer, eah of 70kbps. Additionally, we use one forward errororretion mode FEC(20, 17) whih an orret up to 3 paket errors in a blok of 20 pakets.For FTP downloads, we set 4 available download rates of 50, 100, 150 and 200kbps respetively.Due to the high omplexity of the full searh algorithm for �nding the overall optimal ratealloation solution, we use small network senarios (5 or 6 users) in order to validate the MOSquality metri, and the proposed heuristi algorithm. Later we ompare our proposed heuristialgorithm with other heuristis in larger network setups. For omparison purposes we de�neas OptimMOS and OptimTh the full searh algorithms whih optimize the network resourealloation based on the MOS, and respetively Throughput QoS metris. In the same time wede�ne Algorithm 6 as Heuristic, while Switch represents the same heuristi algorithm, with theonstraint that no user an be alloated resoures from both networks in the same time (e.g., whenthe algorithm deides to swith one lient from one network to another, its whole alloated rateis rerouted through the new network). SwitchTh is similar to Switch, but ats aording to the
Throughput QoS metri.
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FTP 2Figure 8.8: Client performane whenusers are added/removed to/from the sys-tem: Heuristic algorithm.8.6.2 Small Network SenariosA total of 6 lients are plaed in the overage area of both networks (3 voie, 2 FTP, and onestreaming user). Server S performs the optimization of the rate alloation periodially, every

T = 1s. The average throughput RQ of Q_Net varies in the interval [100, 150]kbps and thepredition error pQ
i is kept around 1%. The onnetion data rate RB

i of the users in the BE_Netis set in the interval [220, 310]kbps, and the individual average loss probabilities pB
i are randomlyhosen in the interval [1, 15]%. We average our results over 100 simulation runs of 10 seonds eah.We �rst ompare the average performane of the overall system, when the optimization is per-formed aording to the MOS and throughput quality metris. We start by identifying the tra�distribution obtained by eah optimization metri over the two networks. Table 8.1 presents thefration of tra� that passes through both networks, for eah appliation. We observe that the

MOS optimization rightfully uses the Q_Net resoures for the voie and streaming appliations,while the FTP tra� is forwarded through BE_Net. On the other hand, the throughput optimiza-tion favors the FTP appliation, as it forwards part of its tra� over Q_Net (hene inreasingthe o�ered rate for the appliation), at the expense of lower available resoures for the voieand streaming appliations that share the same network. This explains the lower overall systemperformane obtained for the throughput metri, ompared to MOS (Figure 8.5). For a totalaverage system throughput varying from 320 to 460kbps, the MOS optimization outperforms the
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MOS Optimization Throughput OptimizationAppliation Q_Net BE_Net Q_Net BE_NetVoie 100 0 100 0Streaming 88.5 11.5 94 6FTP 1 99 12 88
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Heuristic algorithm losely mathes the optimal behavior, and the experimental results obtainedafter performing experiments with real video sequenes. In the same time, Figure 8.6 presents thequality performane among the proposed heuristi algorithms. While Switch and Heuristic arequite lose to optimum, SwitchTh fails to alloate enough resoures to some of the users, henethe important degradation in overall system performane.Finally, we test the two optimization metris in dynami systems where users are allowed tojoin/leave the networks. We start with 5 lients (2 voie, 1 streaming and 2 FTP users). At time
t = 3s we add a streaming user, and at time t = 8s we remove one voie user. Figure 8.7, Figure 8.8and Figure 8.9 present the average appliation performane for eah user. We observe that in thease of MOS optimization, the system is able to ope with the extra user at the expense of a smallquality degradation for the existing users, for both OptimalMOS and Heuristic algorithms. Onthe other hand, the throughput optimization is unfair, as some of the lients are penalized morethan the others, and the overall performane is worse.8.6.3 Large Network SenariosIn this ase we are using a total of 20 lients plaed in the overage area of both networks (7 voie,6 streaming and 7 FTP lients). The total rate of the system is varied in the interval [1.3, 1.7]Mbpswith RQ ∈ [300, 600]kbps. The loss probabilities for the two networks and the simulation setupare similar as in the previous example.We are looking at the overall average performane of the Heuristic and Switch algorithmswhen more ative users are present in the system (Figure 8.10). Intentionally, we omit the per-formane of the SwitchTh algorithm, due to its very poor results. We observe that while Switchperforms quite good, Heuristic still provides a signi�ant improvement in total system quality.This is mainly due to the extra system granularity in alloating the resoures of the two networksamong the lients, if lients are allowed to onnet in parallel to both networks.Next, we present the average tra� distribution on the two networks, for eah type of applia-
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Figure 8.12: Average tra� distributionper appliation type, per network: Switchalgorithm, 20 users.tion, when eah of the two algorithms is used to ompute the overall rate alloation. Figure 8.11and Figure 8.12 present the distributions obtained by the Heuristic and respetively Switch algo-rithms. We observe that Heuristic manages to alloate the Q_Net resoures mostly to the voieappliation and as muh as possible to the streaming appliation. The FTP lients are mostlysheduled on BE_Net, whih represents an intuitive result. On the other hand, Switch shedulesalmost half of the voie appliations on the BE_Net, at the advantage of streaming appliations.While surprising, this result is explained by the fat that voie appliations, usually requiring lessnetwork resoures, are easier to swith on the best-e�ort network, when the QoS network beomesongested. Suh a behavior an however be orreted by applying di�erent weights to the lients,depending on the importane of the aessed appliation.Finally, we test our algorithms in dynami systems. We allow 4 new users to join the systemat time t = 3s (2 voie, 1 streaming and 1 FTP lients), while at time t = 8s, other 4 usersarea leaving. Figure 8.13 and Figure 8.14 present the results obtained by Heuristic and Switchrespetively. In the �rst ase, we observe that the algorithm manages to keep a rather onstantappliation quality for all ative lients, by redistributing parts of the network resoures to the newusers. This way, Heuristic ahieves fairness among all users, even if they aess di�erent types ofappliations. On the other hand, Switch opes worse with the system dynamis; we observe thatthe voie and streaming users are penalized, ompared to the FTP users. Again, this is due tothe lak of granularity in realloating network resoures, when new users enter the system. Thishighlights the bene�t of resoure alloation �exibility given by the multipath network senarioassumed by the proposed algorithm.8.7 ConlusionsWe introdue a new optimization framework for the rate alloation and network seletion for lientsaessing multiple appliations over parallel networks. In the optimization proess we take intoaount the available network resoures and the onnetion parameters of eah lient, along withthe spei� quality requirements of eah appliation. We unify the performane of all appliationsunder a single MOS quality metri, whih is later used in the optimization proess. Comparedto traditional optimization metris based on throughput, the MOS approah ahieves a more fairresoure alloation among ative lients, and proves to be more salable in dynami systems. We�nally provide a heuristi algorithm based on utility funtions, whih ahieves a lose to optimalresoure alloation with low omputational resoures. Comparing to other heuristi approahes,our algorithm is more stable and adaptable in dynami situations, emphasizing the �exibilitygiven by the resoure aggregation paradigm in multipath network senarios. The obtained results
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Chapter 9Conlusions
9.1 Thesis AhievementsThis thesis addresses the problem of internet media streaming from the end-user perspetive.We take a ombined approah by looking at the same time at the harateristis of the trans-port medium, and of the partiular appliation under onsideration, in order to develop e�ientstreaming algorithms and protools. We take advantage of the path diversity o�ered by the latestnetwork arhitetures and present a omplete framework for video streaming over multipath net-works. Within this ontext, we separately disuss the most important issues onerning an e�ientstreaming proess, and we present our analysis, results and onlusions. Finally, we integrate theproposed mehanisms and algorithms into a possible system for video streaming.First we disuss the issue of path seletion and rate alloation for multipath streaming systems.Our main objetive is to jointly �nd (i) the optimal streaming rate for a given, pre-enoded videopaket stream so that the quality at reeiver is maximized, and (ii) whih network paths should beused for relaying the video stream to the lient. Our analysis leads to the theoretial foundationsfor an e�ient algorithm that omputes the optimal path seletion and rate alloation solutionfor our senario. We learn that the network paths should be used in a greedy manner, startingwith the ones a�eted by the lowest loss probabilities, and that one used, a path should beutilized at its full resoures. Interestingly enough, our simulation results emphasize the trade-o� between alloating more network resoures to the streaming proess, and hene, allowing foran inreased enoded media quality, and the inreased risk of erroneous deoding due to extratransmission errors, indued by added transmission paths. This insight motivates the use of alimited number of streaming paths for the media transmission, and explains why a simple network�ooding with media pakets is not neessarily optimal. Furthermore, we propose distributedmethods for implementing our �ndings in large network senarios, where the available end-to-end network paths are not known a-priory. We show that fast heuristi rate alloation rulesimplemented at intermediate nodes lead to the onstrution of good transmission paths, laterutilized by the streaming appliation.Next, we o�er an insight study of various forward error orretion and sheduling tehniquesin multipath senarios. We emphasize the streaming quality improvement o�ered by prioritysheduling strategies, ombined with unequal error protetion, based on the di�erent importaneof media pakets. Furthermore, we disuss pratial systems, with limited �exibility in hoosingthe forward error orretion parameters, and we show that e�ient systems will generally insurethe strong protetion of the most important pakets of the media appliation in a joint sourehannel oding setup. Finally we explore the possibility of in-network proessing, and we identifynetwork senarios where intermediate node error orretion is bene�ial for the appliation. Ouranalysis o�ers valuable solutions for the design of pratial streaming systems, and emphasizesthe relevant trade-o�s. 105



106 CHAPTER 9. CONCLUSIONSOur paket seletion and sheduling analysis is presented next. Based on the knowledge of themedia bitstream struture, and on a areful timing analysis of the paket transmission proess, weidentify optimal and heuristi sheduling algorithms for multipath streaming appliations. Basedon load balaning and prefeth window tehniques we improve the streaming proess in terms ofappliation smoothness and number of late paket arrivals. Our methods is e�ient in terms ofnetwork resoures onsumption and insures graeful quality degradation at the lient when thenetwork beomes unaommodating. We also o�er simple robustness mehanisms that protet theperformane of the streaming proess in the wake of undeteted network variations or estimationerrors. Our results show that the proposed algorithm along with the implemented robustnessmethods o�er a fast sheduling solution that outperforms existing proposals.Finally, we desribe a possible pratial system for multimedia servies integrated in a generalnetwork senario with lients aessing di�erent types of appliations. We disuss a possiblemultipath network senario obtained by the inter-operability of parallel wireless servies, wheremultiple lients an aess various appliations by onneting to one or more wireless networks.We address the path seletion and rate alloation problem for eah lient, along with forward errororretion deisions, in order to maximize the overall system performane under a unifying qualitymetri. Our analysis and algorithms take into aount the onnetion parameters of eah lient ineah of the aessed networks, and periodially ompute an optimal system resoure alloation, inorder to ope with lient dynamis and network variability. Our heuristi algorithm outperformsother methods, while the proposed unifying optimization metri ahieves a more fair resourealloation than lassial optimization metris.9.2 Future DiretionsReent developments in oding theory and appliations open new researh issues in the domainof real time appliations over the internet. In partiular, many-to-one streaming setups basedon rateless odes appear promising, as this lass of odes o�ers the deoding �exibility requiredby highly dynami network systems. We identify peer-to-peer streaming systems as a suitableappliation that ould bene�t for the implementation of error orretion strategies based on rate-less odes. The simple implementation of suh odes in distributed senarios represents a greatmotivation for suh systems. However, the real-time nature of suh systems also poses severalmajor problems in terms of ontent synhrony, appliation delays, and oding deisions. Futureinvestigation of these aspets ould provide solutions that bring the implementation of e�ientpeer-to-peer streaming systems loser to reality.While part of the existing internet paradigm pushes the appliation proessing and deisionomputation at the edge nodes, inreased apabilities at intermediate nodes allow for in-networkproessing of traversing data �ows. Network oding emerges as a powerful tool for throughputmaximization in paket networks, based on simple linear operations performed on inoming pak-ets at eah router. Further extending the range of network oding appliations for future streamingsystems seems a natural step. Large sale streaming systems whih require distributed implemen-tations with no entral authority ould greatly bene�t of suh proessing paradigms. However,e�ient streaming systems based on network oding should address the inherent problems, e.g.,real-time in-network shaping and adaptation of the inoming streams to variable network ondi-tions, or minimizing in-network proessing delays.Finally, the streaming proess ould be analyzed from a ross layer design perspetive. Witha �nal goal of optimizing the appliation quality as pereived by the end user, deisions at theappliation layer should be based on the knowledge exhanged by di�erent layers of the networkstak. Highly variable network setups like wireless systems ould greatly bene�t from suh strate-gies. The inter-operability among network layers ould improve the overall system performaneand ensure smoother transitions in the ase of drasti network variations. In suh a ontext weemphasize the importane of the trade-o� between the inreased appliation performane and theadditional omputation ost and exeution time.
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