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8Swith, CH-8021 Zurih, SwitzerlandCoreGRID TR-0070February 22, 2007AbstratThe Intelligent Grid Sheduling Servie (ISS) aims at �nding an optimally suited omputationalresoure for a given appliation omponent. An objetive ost model funtion is used to deide it. Itinludes information on a parametrization of the omponents and the mahines in a Grid, and on theavailability of the lusters. The paper presents a detailed formulation of the environment and outlinesthe integration of the ISS model into the UNICORE-based VIOLA meta-sheduling Grid middleware.This doument is an ative ollaboration between EPFL, EIA-FR, Forshungszentrum Jülih, FraunhoferGesellshaft, University of Dortmund, CETIC, CSCS, and Swith.1 IntrodutionThe di�erent ommuniation needs of di�erent HPC appliation omponents demand a Grid that an o�erdi�erent parallel omputer arhitetures: SMP or NUMA mahines for shared memory parallel appliations,a NoW (Network of Workstations) interonneted by a bus for embarrassingly parallel appliations, salablebut ost-e�etive networked lusters for appliations dominated by point-to-point ommuniations, and moreexpensive mahines with faster networks for ommuniation intensive appliations.There is urrently little feedbak about appliation omponents that are not adapted to the hardwareinfrastruture, and little inentive to do so: if for instane a user noties that the network is too slow andhampers the performane of its appliation, he may try to �nd another mahine to run it. On the otherhand, running an embarrassingly parallel appliation on a ostly NUMA mahine, the user will probablynot reognise this as a problem. In the future, one would like to hoose a well suited hardware for anappliation omponent (aording to peak proessor performane, main memory bandwidth, or inter-nodenetwork ommuniation system), and this in a most automati manner.This researh work is arried out under the FP6 Network of Exellene CoreGRID funded by the European Commission(Contrat IST-2002-004265).



The ISS (Intelligent Grid Sheduling Servie) projet is preisely aimed at solving this latter problem.In a �rst phase, the ISS middleware will be integrated with UNICORE [5℄ and the MetaSheduling Servie(MSS) [6℄ developed by the German VIOLA projet [27℄. In a later phase, ISS ould also be embedded inother existing Grid middlewares suh as Globus [21℄, EGEE [19℄, or GridLab [20℄.The arhiteture of the ISS system is built around a Smart Grid Node (SGN) that inludes a DataWarehouse (DW), a System Information (SI), a Resoure Disovery System (RDS), a Resoure Broker(RB), and a Monitoring System (MS). The RDS is looking for all eligible mahines that an satisfy binaryonstraints suh as user rights, existene of a program on the mahine, memory size, availability of a token,or number of proessors. The RB inludes the Cost Funtion Model (CFM) in whih the sum over all therelevant real and virtual osts is minimized with respet to onstraints on time and money. The systemsubmits the job to the mahine having the lowest value of the ost funtion. This funtion inludes ostsrelated to CPU time, liense fees, maintenane, interests on the investment, eletrial energy, data transfer,and waiting time expressed in form of salaries or time-to-market losses. The data needed in the CFM onthe omputer arhiteture (node performane, memory bandwidth, network ommuniation) and on thebehaviour of an appliation on a mahine (number of operations and memory aesses, number and size ofmessages) are olleted after exeution by the MS, put on the DW and reused to ompute the CFM for thenext submission. Data on the availability of the di�erent mahines in the Grid are delivered by the MSSand enter the CFM just prior to exeution.The ISS/VIOLA middleware [2, 27, 5, 6℄ will be validated by more than 100'000 job exeutions from thePleiades lusters [23℄ olleted by the VAMOS monitoring system during one year. A simulator has beenwritten to apprise a number of free parameters in the CFM.The ISS onept is �rst presented, with a short desription of the Γ model [3℄ and a desription ofthe di�erent types of omponents that an be found in HPC appliations. The ost funtion model isthen detailed. It inorporates a set of free parameters and funtions that have either to be given by theomputing entres or are determined through simulation. The arhiteture of the VIOLA meta-shedulingenvironment is then disussed, followed by a detailed exeution senario by means of the real-life plasmaphysis appliation ORB5.An implementation plan follows in Chapter 7. Di�erent simulators are disussed in Chapter 8. In a �rstphase, the SwissGrid testbed will be used to run the �rst ISS/VIOLA prototype middleware. In a nearfuture, the onept of the HPC Grid will be generalised to Switzerland2 ISS oneptThe ISS middleware is supposed to help deiding on whih Grid resoures a sienti� appliation should beexeuted. Suh an appliation onsists of k = 1, ..., n omponents, alled Ck, to be exeuted on the mahine iwhih is one of the r resoures in a Grid. To help �nding the adequate resoure, all the appliation omponentsand the mahines are parametrized using the Γ model [3℄. This parametrization and other information onthe availability of the resoures are used to determine the optimal mahines by a ost funtion model.2.1 Grid ArhitetureSuppose that a Grid onsists of i = 1, ..., r mahines, eah one having P omputational nodes (the indexes iand k are omitted in this hapter). Eah node has a peak performane of R∞ [G�ops/s℄, and a peak mainmemory bandwidth of M∞ [Gwords/s℄ (1 word = 64 bits). The nodes are interonneted by a ommuniationnetwork with a total peak bandwidth of C∞ [Gwords/s℄. Then, one an de�ne the following quantities
VM =

R∞

M∞

(1)
VC = P

R∞

C∞

.These two parameters measure the number of �oating point operations the proessor an perform during thetransfer time of an operand from main memory to ahe (VM ) or from one omputational node to anotherCoreGRID TR-0070 2



Cluster Vendor proessor pros ores network networktype node 1 2NoW heterogeneous 1 1 FE busPleiades1 Logis Pentium 4 1 1 FE swithPleiades2 DELL Xeon 1 1 GbE swithPleiades2+ DELL Woodrest 2 2 GbE swithMizar Dalo Opteron 2 1 MyrinetBlue Gene IBM Power 4 2 1 Grid network Fat TreeHorizon Cray Opteron 1 1/21 3D TorusSX-5 NEC vetor 1 1 SwithTable 1: Some typial mahines.1 For the Cray Mahine, baby system is dual ores, prodution system oneore Cluster P R∞ M∞ VM C∞ VC[G�ops/s℄ [Gwords/s℄ [Gwords/s℄NoW 25 6.4 0.8 8 0.0016 100000Pleiades1 132 5.6 0.8 7 0.2 3600Pleiades2 120 5.6 0.8 7 1.8 360Pleiades2+ 92 21.3 2.7 8 1.4 1400Mizar 160 9.6 1.6 6 5 300Blue Gene 4096 8 1 8 192 170Cray XT3 1664 5.2 0.8 9.8 1760 3.3SX-5 16 8 8 1 128 -Table 2: Charateristi parameters of some lusters.one (VC).Some typial mahines are listed in Table 1, with their respetive parameters in Table 2. The dataorresponds to mahines with one (NoW, Pleiades, Horizon) or two (Mizar, Blue Gene) proessors per node.Spei�ally, the parameter VM distinguishes between a vetor mahine (VM ≈ 1) and a RISC proessor(VM ≈ 7). One also sees that the quantity VC an vary from 3.3 for a Cray XT3 to 100000 or even more fora bus-based mahine. The ost of a mahine often inreases with dereasing values of VC .2.2 Γ modelIn the following analysis, we will assume that the tasks of a parallel appliation omponent Ck are wellbalaned, and that omputations and ommuniations do not overlap. Let assume that the total exeutiontime T an be divided in two parts:
T = TP + TC , (2)where TP is the time spent to ompute and TC the time spent to ommuniate and synhronise on eahproessor. The speedup A of a Ck running on pk proessors an be expressed as:

A =
pkTP

TC + TP

=
pk

1 + 1
Γ

= epk (3)where
TC = TS + TL =

S

b
+ LZ. (4)

TS is the time to transfer the data from one node to another one, S the message size in 64bit words, b thenetwork ommuniation bandwidth in words/s, TL the total lateny time in seonds, L the lateny time permessage, Z the number of messages, and e is the average CPU usage of Ck or the e�ieny (e = A/pk). Ina GbE, for a message size of 200 64bit words, TS ≈ TL.CoreGRID TR-0070 3



We de�ne Γ as the ratio TP /TC and deompose TP and TC into omponent and hardware spei�parameters. For TL ≪ TS , one an separate the two ontributions:
Γ =

TP

TC

=
O/ra

S/b
=

O/S

ra/b
=

γa

γM

. (5)The quantity O denotes the number of operations per node [�ops℄ one has to perform during the exeutionof Ck, and S is the amount of data (in 64-bit words) that has to be sent through the internode network byeah node [words℄. The quantities
b = Ck/ < d > P (6)

ra = Min(R∞, Va ∗ M∞)

Va = O/Wmeasure the peak bandwidth of the network per node [Gwords/s℄, the peak performane of the appliationomponent Ck per node [G�ops/s℄, and the average number of times data an be found in ahe, respetively.The quotient < d > in the equation for b is the average distane between two nodes in the ommuniationnetwork and W is the number of 64bit words that have to be transferred from main memory to ahe. If Va ≥

VM , ra = R∞. If Va < VM ra is diretly related to the main memory bandwidth. In sienti� appliations,
ra varies between 10% and 100% of R∞. The smaller ra/R∞, the bigger Γ, and the ommuniation needsdiminish.One sees that Γ an be used to get a good insight on the suitability of a given hardware to run Cke�iently. For instane, a value of Γ = 1 means that Ck spends as muh time in ommuniations than inproessing, and is equivalent to a speedup of pk/2, or e = 0.5. In fat, Γ should be as large as possible butthe larger Γ is, the more expensive the ommuniation network. We have to �nd a ompromise. Experieneshows that Γ ≥ 2 orresponds to a ost-e�etive math between Ck and the hardware. Let us desribe a fewof suh ost-e�etive omponent/mahine ombinations.2.3 HPC appliations2.3.1 Embarrassingly parallel appliationsThese appliations do not demand inter-node ommuniations. A big number of ases have to be distributedamong many slave nodes, the results olleted and handled by a server. No data is exhanged between slavenodes. In this ase, TP >> TC and thus Γ >> 1. As a onsequene, very high γM ommuniation networkssuh as a bus, the Pleiades1 luster (see Table 2), or even the Internet an be used. A typial exampleis the seti@home projet that ollets omputational yles over the Internet. Other examples of suhappliations are the immense amount of independent data in high energy physis that has to be interpreted,the sequening algorithms in proteomis, parameter studies in plasma physis to predit optimal magnetifusion on�gurations, or a huge number of data base aesses for statistial reasons.2.3.2 Appliations with point-to-point ommuniationsPoint-to-point ommuniations typially appear in �nite element or �nite volume methods when a huge 3Ddomain is deomposed in subdomains [9℄ and an expliit time stepping method or an iterative matrix solveris applied. If the number of proessors grows with the problem size, and the size of a subdomain is �xed,
γa is onstant, and, onsequently, Γ does not hange. The per proessor performane is determined by themain memory bandwidth. The number O of operations per step is diretly related to the number of variablesin a subdomain times the number of operations per variable, whereas the amount of data S transferred tothe neighboring subdomains is diretly related to the number of variables on the subdomain surfae, and
O/S beomes big. For huge point-to-point appliations using many proessing nodes, Γ << 1 for a bus,
2 < Γ < 10 for the Pleiades1 luster with a Fast Ethernet swith, 10 < Γ < 50 for the Pleiades2 and Mizarlusters, and Γ >> 100 for Cray XT3. Hene, that kind of appliations an run well on a luster with a FastEthernet or a GbE swith.CoreGRID TR-0070 4



2.3.3 Appliations with multiast ommuniation needsThe parallel 3D FFT algorithm is a typial example with important multiast ommuniation needs. Here,
γa dereases when the problem size is inreased, and the ommuniation network has to beome faster. Inaddition, ra = R∞ for FFT, γM is big, and, as a onsequene, the ommuniation parameter b must be bigto satisfy Γ > 1. Suh an appliation has been disussed in [3℄. It has been showed that with a Fast Ethernetbased swithed network, the ommuniation time is several times bigger than the omputing time. It needsa fast swithed network, suh as Myrinet, Quadris, In�niband, or speial vendor spei� networks suh asthose of a Cray XT3 or an IBM BlueGene.2.3.4 OpenMP appliationsThere are a few appliations that demand a shared memory omputer arhiteture. The parallelism of theomponent is expressed with OpenMP. A typial example is the one desribed in [10℄. This implies that aHPC Grid should also inlude SMP nodes that an run OpenMP appliations suh as the new multi-oresand multi-proessors units (Intel Woodrest or AMD Soket F)2.3.5 Components based appliationsAn appliation an be separated into omponents. If inter-omponent ommuniation is not too big, eahomponent an run on a separate mahine. This is the reason why we talk about omponents instead ofappliations. However, most of the present HPC appliations onsist of one single omponent.3 Cost Funtion Model3.1 Mathematial formulation
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,i ,i ,i ,iFigure 1: ISS job submission timingThe hoie of a well suited mahine depends on user requisites. Some users would like to obtain theresult of their appliation exeution as soon as possible, regardless of osts, some others would like to obtainresults for a given maximum ost, but in a reasonable time, and some others for a minimum ost, regardlessof time.We will desribe here in a few words the various elements that ompose a ost funtion z being able tosatisfy users' requests. This ost funtion depends on osts due to mahine usage, denoted by Ke, liensefees Kl, energy onsumption and ooling Keco, waiting results time Kw, and amount of data transferred Kd.All these quantities depend on the appliation omponents (Ck), on the per hour osts (Ki) on mahine (Ri)with altogether Pi omputational nodes, on the number of proessors (pk) used in the omputation for eahomponent, and on data transfer osts over the Internet. The user an presribe the two onstraints KMAX(maximum ost) and TMAX (maximum turn around time). The optimization problem writes:
CoreGRID TR-0070 5



min z = βKw

(

n
⋃

k=1

(Ck, Ri, pk)

)

+

n
∑

k=1

FCk
(Ri, pk)suh that n

∑

k=1

(

Ke(Ck, Ri, pk) + Kl(Ck, Ri, pk)

+ Keco(Ck, Ri, pk) + Kd(Ck, Ri, pk)
)

≤ KMAX

max(tdk,i) − min(t0k) ≤ TMAX

(Ri, pk) ∈ R(Ck),

∀ 1 ≤ k ≤ n, where
FCk

(Ri, pk) = αk

(

Ke(Ck, Ri, pk) + Kl(Ck, Ri, pk)
)

+γk

(

Keco(Ck, Ri, pk)
)

+ δk

(

Kd(Ck, Ri, pk)
)

[ECU] ,

αk, β, γk, δk ≥ 0,

αk + β + γk + δk > 0,and R(Ck), k = 1, ..., n is the eligible set of mahines for omponent Ck. We express the money quantityas Eletroni Cost Unit ([ECU]). The quantities t0k and tdk,i represent the job submission time and the timewhen the user gets the result, respetively (see Fig. 1).In our model, the parameters αk, β, γk, and δk are used to weight the di�erent terms. They an be �xedby the users and/or by a simulator. For instane, by �xing αk = γk = δk = 0 and β 6= 0, one an get theresult as rapidly as possible, independent of ost. By �xing β = 0 and αk, γk, δk 6= 0, one an get the resultfor minimum ost, independent of time. These four parameters have to be tuned aording to the poliiesof the omputing entres and user's demands. In the ase of the Swiss Grid Initiative, the overall usage ofthe mahines should be high. For instane, inreasing β will inrease usage of underused mahines. Onereognizes that a simulator, presented in setion 8, is needed to estimate these parameters. In fat, the user's(resoure onsumer) and the omputing enter's (resoure furnisher) interests are omplementary, the �rstones would like to get a result as soon as possible and for the smallest osts, and the seond ones would liketo get highest pro�t. The simulator will be used to try to satisfy both somewhat ontraditory goals. Thisimplies a onstant tuning of the free parameters.3.2 CPU osts K
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Figure 2: Example of CPU osts as a funtion of daytime.
Ke(Ck, Ri, pk) =

∫ te
k,i

ts
k,i

ke(Ck, Ri, pk, ϕ, t) dt [ECU].Eah omputing enter has its spei� aounting poliy, but often they just bill the number of CPU hoursused. Figure 2 shows an example of ke(t) when day time, night time and weekends have di�erent CPU osts.CoreGRID TR-0070 6



The CPU osts inlude the investment Si
c made at the start of the servie period T i

0, the maintenane fees
Si

m, the interests Si
b that have to be paid to the bank, the personnel osts Si

p, the infrastruture Si
I inludingthe building, the eletriity installations, and the ooling, the management Si

a overhead, the insurane fees
Si

f , and the margin Si
g. If a real bill is sent to a user, sales tax has to be inluded. Presently, the osts forCPU time, data storage and arhiving are not separated. In future, a speial (ostly) e�ort has to be madeto guarantee data seurity. Note, that the energy osts Ei

h per hour and node are taken are of by a separateterm in the ost funtion.The prie/performane ratio of the most reent mahines appearing on the market redues typially bya fator of lose to two every year. This implies that the investment Si
c should enter the CPU osts in anon-linear manner. It is reasonable to de�ne a regression urve ρ(T, Ri) for eah mahine in the Grid thatmeasures the depreiation of the resoure as a funtion of time

ρ(T, Ri) =
Si

criln(yi)

1 − y−riTi

i

y−riT
iwith

∫ T i
0
+Ti

T i
0

ρ(T, Ri)dT = Si
cthat takes this fat into aount. The mahine installation date is T i

0, the life time in years of a mahineis Ti and T is the running time in years. Choosing yi = 2, ri = 1, and Ti = 3 implies that the value of amahine redues by a fator of 2 every year, and that the mahine will be losed after 3 years.To ompute the CPU osts of Ck it is supposed that ke = 1, not hanging during the week time. Admittingthat the mahine with Pi nodes runs with an e�ieny of ei% over the year (d = 8760 hours/year), the CPUost Ke of Ck (pk nodes, exeution starts at tks , and ends at tke) is
Ke(Ck, Ri, pk) = pk

[

Si
c

1 − y−riTi

i

(

y
−

ri
dei

(tk
s−ti

0
)

i − y
−

ri
dei

(tk
e−ti

0
)

i

)

+ Si(t
k
e − tks)

]where
Si = (Si

m + Si
b + Si

p + Si
I + Si

a + Si
f + Si

g)/(deiPi).The new quantity Si denotes the �x osts per CPU hour for one node, and ti0 is the age of mahine i inhours. With the normalisation of ri by dei, the times tks and tke are measured in hours (upper ase times arein years, lower ase times are in hours). All those values an be given by the omputing entre through aGUI desribed later on. With the ISS model, we hope that it will be possible to estimate Ti, i.e. the timeat whih a mahine should be replaed by a more reent one.The ϕ parameter introdues the priority notion (see [22℄ for details). Some omputing entres do notpermit priority (ϕ = 1 for all users). Others aept preemption for users who have to deliver results at giventimes during the day. A good example is weather foreast that has to be ready at 6 pm suh that it an bepresented after the news at 8. This implies that the needed resoures have to be reserved for the time neededto �nish at 6, and this every day. All jobs running on those nodes at start time of the weather foreastmust be hekpointed and rerun after 6. The CPU time of preempted jobs should ost more, whereas thehekpointed jobs should bene�t from a ost redution.If priority an be used without preemption, it is neessary to de�ne a very strit poliy. In this ase, ahigh priority job jumps ahead in the input queue, inreasing the waiting time of all the jobs that are pushedbak. As a onsequene, higher priority should imply higher CPU osts, and lower CPU osts for all thosejobs that end with higher turn-around times.In the aademi world (as at CSCS), a user often gets a ertain monthly CPU time alloation. Whenthis time is passed, the priority automatially is lowered. As a onsequene, his jobs stay longer in the inputqueue, or, aording to the loal poliy, he only enters a mahine when the input queue of higher priorityjobs is empty.During a �rst phase, priority is put to 1 for all Ck.CoreGRID TR-0070 7



3.3 Liense fees
Kl(Ck, Ri, pk) =

∫ te
k

ts
k

kl(Ck, Ri, pk, t) dt [ECU].A liense fee model is very omplex. The most simple model is to diretly onnet the liense fees to theCPU osts, Kl = aKe. In some ases the omputing entre pays an annual fee and puts this fee into theCPU time, a = 0. Clearly, those users who do not use this program are not happy to pay for other users.Another simple model is to pay only if the program is really used. Then, the fee an diretly be proportionalto the CPU osts, a > 0. This model is applied when the CFD ode FLUENT is used in a projet inludingaademia and industry. In a �rst phase, we will restrit ourselves to these two models.Note that the liensing problem also a�ets the availability of tokens. Spei�ally, if not enough tokensare free, the program has to wait until he an get them. In a �rst step, we propose to solve the token problemin the prologue phase. If there is no token at tk0 , then the mahine is not eligible.3.4 Costs due to waiting time
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Figure 3: Examples of waiting ost graphs. Left: Engineer's salary ost funtion kw(t) due to waiting on theresult. Right: Time-to-market arguments an push up priority of the job.
Kw(Ck, Ri, pk) =

∫ te
k

t0
k

kw(Ck, t) dt [ECU].This ost is mahine and appliation omponent dependent sine tek is mahine and omponent dependent.It ould be engineer's salary or a ritial time-to-market produt waiting ost.Figure 3 shows an example of kw onerning engineer's salary. Here, it is supposed that the engineer looseshis time only during working hours. A more sophistiated funtion ould be yearly graphs also inludingunprodutive periods like vaations. Figure 3 also shows an example of kw of a ritial time-to-marketprodut.But this ost has to be omputed over all appliation omponents. It ould be written as following:
Kw

(

n
⋃

k=1

(Ck, Ri, pk)

)

=

∫ te
n

t0
1

kw

(

n
⋃

k=1

(Ck), t

)

dt [ECU].This parameter ould also be used to tune the overall usage of the whole mahine park of a user ommunity.Inreasing β in the ost funtion will ativate mahines that are underused. Putting β = 0 in the simulatoro�ers the opportunity to reognize overused mahines, i.e. type of resoures that should be purhased infuture.3.5 Energy osts
Keco(Ck, Ri, pk) =

∫ te
k

ts
k

keco(Ck, Ri, pk, t) dt [ECU].CoreGRID TR-0070 8
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Figure 4: Examples of graphs for the energy osts. Today (left): Exessive osts of energy onsumptionand ooling. Future (right): Energy onsumption redution due to frequeny adaptation to appliationomponent needs. Computer manufaturers are invited to open for on-line frequeny underloking.Energy osts over the lifetime of a node are a non-negligible part in the ost model. It enters strongly whenthe mahine beomes old, and the investment osts beome a small part of the CPU osts. For omponentsthat are memory bandwidth bound, the frequeny of the proessor ould be lowered. The energy onsumptiongrows with the seond power of the frequeny, a redution by a fator of 2.5 of the proessor frequeny reduesits energy onsumption by a fator of 6. Tests have been made with a laptop omputer. When reduingfrequeny from 2 GHz to 800 MHz, the overall performane of a memory bandwidth bound appliationwas only redued by 10%. We have to mention here that for low-ost PCs energy osts (power supply +ooling) over 5 years an beome omparable to investment osts. Thus, in future it is ruial to be able tounderlok the proessor, adapting its frequeny to the appliation omponent needs [7℄. This ould reduethe worldwide PC energy onsumption by a fator and ould free in the near future many nulear powerplants. Computer manufaturers must be onvined to be able to have energy onsumption graphs as theone depited at the right of Figure 4.In fat, the hourly energy osts for one node orresponds to
Ei

h =

∫ te
k

ts
k

Ei(t)Fidt,where Ei(t) and Fi are the hourly energy onsumption of one node (eletriity and ooling), and the prieper kWh, respetively.3.6 Data transfer ostsLet us onsider that di�erent appliation omponents run on di�erent servers loated in di�erent omputingenters. The following data has then to be transferred between the di�erent sites:
• Transfer of the omponent and its input data between the lient and the omputing enter (lient-server,s)
• Data transfer between the di�erent omponents (server-server, ss)
• Data transfer during exeution to the lient, for instane for remote rendering (server-visualisation,s-v)
• Transfer of the �nal result to the lient (server-lient, s)Then:

Kd(Ck, Ri) = Kd,cs(Ck, Ri) + Kd,ss(Ck, Ri) + Kd,sv(Ck, Ri) + Kd,sc(Ck, Ri)In Switzerland there is no preise model that estimates these Kd quantities. Presently, the tra� intothe ommodity Internet is harged, but only during peak tra� periods (Monday to Friday, 08:00-20:00),1ECU/GB for aademi users, 3ECU/GB for others. In addition, there are �at rates for onneting to theCoreGRID TR-0070 9



Item Pleiades 1 Pleiades 2 Pleiades 2+
i = 1 i = 2 i = 3

T i
0 01.01.2004 01.01.2006 01.01.2007Nodes Pentium 4 Xeon WoodrestArhiteture 32bits 64bits 64bitsOperating System Linux SUSE 9.0 Linux SUSE 9.3 Linux SUSE 10.1

Pi 132 120 92Pros/node 1 1 4
R∞ 5.6 G�ops/s 5.6 G�ops/s 21.33 G�ops/s
M∞ 0.8 Gwords/s 0.8 Gwords/s 2.67 Gwords/s
VM 7 7 8Network Fast Ethernet swith GbE swith GbE swith
yi 1.5 2 2
ri 1/year 1/year 1/year
Ti 4.5years 3years 3years
Ei 0.4 kW 0.4 kW 0.4 kW
ui 0.8 0.72 0.76
Fi 0.1 /kWh 0.1 /kWh 0.1 /kWh
Si

c 320k 270k 420k
Si

m 20k 0 0
Si

b 16k 14k 21k
Si

p 100k 85k 135k
Si

I 30k 28k 22k
Si

a 50k 40k 70k
Si

f 0 0 0
Si

g 0 0 0
Si 0.23 0.22 0.40
Ei

h 0.04 0.04 0.04
ρ(i, 01.01.2007) 46k 93k 290k
Ki

ρ 0.05 0.12 0.47
Ki 0.32 0.38 0.91Table 3: Charateristi parameters for the Pleiades lusters.Internet in dependene of the bandwidth (Kdc)1 and size of the university (Kds). In the ase of a spei�university that transfers about 160 TB/year, the mix of these osts result in an estimated GB transfer prieof the order of 2.5ECU/GB (= 1ECU + (Kdc+Kds)/(160TB)).3.7 Graphial user interfaeThe ost model must be tuned for eah mahine by eah administrator in a non-entralized manner. Thismeans that the "server side" of ISS must provide a simple tool (like a GUI appliation or a webpage) to tunethe ost model parameters.Note that these parameters should also be tuned with a simulator.3.8 Example: The Pleiades lustersLet us give an example of how to determine the CPU and energy osts of the three Pleiades lusters.In Table 3 all the values representing osts are given in arbitrary units. A "k" after a number means"thousand". The interests Si

b, the personnel osts Si
p, and the management overhead Si

a are distributedamong the three mahines aording to the initial investment Si
c. The infrastruture osts are distributed1large universities have 10 Gbit/seCoreGRID TR-0070 10



with respet to the number of nodes. For the Pleiades 1 mahine y1 has been hosen suh that after 5 yearsthe value of one node orresponds to the value of one Pleiades 2 node after 3 years. The idea behind is thata single node of Pleiades 1 and Pleiades 2 have the same performanes, even though Pleiades 1 has beeninstalled 2 year before. The quantity ρ(i, 01.01.2007) orresponds to the basis value of the mahine i at �rstof January 2007.The result
Ki = Ki

ρ + Si + Ei
hre�ets the total hourly osts (investment, auxiliary, and energy) of one omputational node at 01.01.2007,and Ki

ρ is the hourly node ost ontribution due to the investment osts. The newest installation, Pleiades2+ , onsisting of the most reent Woodrest nodes with two dual ores eah one is 3 to 5 times morepowerful than Pleiades 1 or Pleiades 2. This fator depends on the type of appliations. Thus, from a userpoint of view, the Woodrest mahine is learly the most interesting mahine to hoose, sine 4 Pleiades 1or Pleiades 2 nodes ost about 50% more than one Woodrest node. The performane/prie ratio is about50% better for Woodrest than for the two other mahines.4 ISS/VIOLA arhiteture4.1 Overall ISS/VIOLA arhitetureThe overall arhiteture of the ISS/VIOLA system is depited in Fig. 5. The di�erent modules and serviesare presented in the following setions.
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Figure 5: The overall arhiteture of the ISS/VIOLA system4.2 UNICOREPlease note that any referene to the UNICORE Grid middleware made in this paper is related to UNICOREversion 5 [17℄, the prodution-ready version of UNICORE. The sueeding version, UNICORE version 6, isurrently developed in a number of European projets.A work�ow is in general submitted to a UNICORE Grid via the UNICORE Client (see Fig. 6) whihprovides means to onstrut, monitor and ontrol work�ows. In addition, the lient o�ers extension apabil-ities through a plug-in interfae, whih has for example been used to integrate the Meta-Sheduling ServieCoreGRID TR-0070 11



into the UNICORE Grid system. The work�ow then passes the seurity Gateway and is mapped to thesite-spei� harateristis at the UNICORE Server before being transferred to the loal sheduler.The onept of resoure virtualisation manifests itself in UNICORE's Virtual Site (Vsite) that omprisesa set of resoures. These resoures must have diret aess to eah other, a uniform user mapping, andthey are generally under the same administrative ontrol. A set of Vsites is represented by a UNICORESite (Usite) that o�ers a single aess point (a unique address and port) to the resoures of usually oneinstitution.
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Vsite Vsite VsiteFigure 6: Arhiteture of the VIOLA meta-sheduling environment4.3 MetaSheduling ServieThe meta-sheduler is implemented as a Web Servie reeiving a list of resoures preseleted by a resoureseletion servie (a broker for example, or a user) and returning reservations for some or all of these resoures.To ahieve this, the MetaSheduling Servie �rst queries seleted loal sheduling systems for the availabilityof these resoures and then negotiates the reservations aross all loal sheduling systems. In the partiularase of the meta-sheduling environment the loal shedulers are ontated via an adapter whih provides ageneri interfae to these shedulers. Through this proess the MetaSheduling Servie supports sheduling ofarbitrary resoures or servies for dediated times. It o�ers on one hand the support for work�ows where theagreements about resoure or servie usage (aka reservations) of onseutive parts should be made in advaneto avoid delay during the exeution of the work�ow. On the other hand the MetaSheduling Servie alsosupports o-alloation of resoures or servies in ase it is required to run a parallel distributed appliationwhih needs several resoures with probably di�erent harateristis at the same time. The meta-shedulermay be steered diretly by a user through a ommand-line interfae or by Grid middleware omponents likethe UNICORE lient through its SOAP interfae (see Fig. 6). The resulting reservations are implementedusing the WS-Agreement spei�ation [31℄.4.4 Resoure BrokerThe Resoure Broker (RB) is responsible for two distint tasks : the ost funtion alulation and the startingof resoure disovery proess desribed in detail in setion 4.11 of this doument. The ost funtion has beendesribed in setion 3. The RB is the only part of ISS that onnets to the VIOLA Metasheduling Servie.The RB omputes a list of best suited mahines for eah omponent and sends it to the MSS for deision.This list unludes all mahines for whih zmin ≤ z ≤ zmin + tol, where tol is a tolerane value to be givenfor eah omponent.4.5 Data Warehouse (DW)The DataWareHouse (DW) is the repository of all the informations related to the appliation omponents,to the resoures found, to the servies provided by the V-Sites, to the monitoring after eah exeution, andCoreGRID TR-0070 12



to some other useful information (like the ost of an hour of an engineer taken into aount in the ostfuntion). Spei�ally, the DW ontains the following informations:1. Resoures : Appliation independent hardware quantities.2. Servies : Whih servies does the mahines provide (software, libraries installed, et...).3. Monitoring : Appliation dependent hardware quantities olleted after eah exeution.4. Appliations : Γ model quantities omputed after eah exeution.5. Other : Other informations needed for the ost funtion suh as ost of one hour engineering time,tolerane, priority, or for the resoure disovery proess (information about the neighborhood, ...).The Data Warehouse inludes stable information and volatile information. In this ontext, the stable partof the DW uses a shema for resoure modelling whih inludes some information about the ost funtion,information about grid resoures and also other kind of information needed.The volatile part of the DW is managed by a database in whih some information about the network andother information related to the resoure disovery, the monitoring are stored.4.6 System Information (SI)The System Information is the frontend of the Data Warehouse. It reeives information from the MonitoringModule (MM) if the hosen mahine was a loal one, from the remote RB through the loal RB if the hosenmahine was a remote one.The SI has the apability to estimate, using the Γ model, how a omponent will behave on an unknownmahine, aording to the behavior known on a known mahine.All historial data about a omponent needed in the ost funtion omputation are sent to the RB.4.7 Monitoring Module (MM)The Monitoring Module (MM) ollets the information about the behavior (MFLOPS/s rate, memory needs,ah misses, ommuniation, network relevant information, et..) of the omponent during its exeution. Atthe end of the exeution, the MM prepares and sends data to the SI. These data will be resued later for theevalutation of the ost funtion.4.8 VAMOS: Attribute monitored data to appliation omponentsThe goal of VAMOS is to monitor the behaviour of a spei� appliation omponent and to ollet appliation-oriented data suh as the CPU usage �gures as the one for the whole mahine (Fig. 7). For this purpose,the system has to map hardware monitored data (Ganglia for instane) to the aounting data spei� tothe appliation and the user (the loal RMS).On the aounting �les it is possible to get information about start and end of the exeution, and onthe number of proessors that have been reserved during this period of time. VAMOS supposes that allthe reserved proessors have fully been attributed to one single appliation (no node sharing). For HPCappliations, this makes sense sine most of the existing parallel HPC appliations are oded suh that ineah task the omputing time between two barriers is about the same. If, in suh a situation, one node ispart-time taken to run on another program, all the other tasks must wait at the barrier.Eah appliation runs di�erently on di�erent omputational resoures. The Γ model presented in setion2.2 enables a parametrization of the behavior of an appliation on a mahine. Parameters valid on onemahine an also be used to predit the behavior of the same appliation on another mahine. Theseparameters an be determined with histori monitored data stored after eah exeution.The VAMOS tool has been implemented with this bakground model. It uses the well aepted Gangliamonitoring system and the RMS data on users and aounting (an interfae to OpenPBS, Torque andPBSPro is implemented).CoreGRID TR-0070 13



Figure 7: Up: CPU usage of all the 132 proessors of the Pleiades1 luster (VM=3600) during the �rst 3months in 2005. Average CPU usage was olleted for eah proessor every 10'. The overall average CPUusage is 64%. Center: Pro�le of one job of a CFD appliation. Low: Pro�le of one job of a plasma physisappliation.As an example, data on the CPU usage was olleted on the Pleiades1 luster using VAMOS [7℄. Thegathering was made during the �rst 3 months of 2005, with snapshots being taken on eah node every 10minutes.The top part of Fig. 7 shows the histogram of the 1682806 olleted snapshots. The 10% zero CPU usageis due to non-alloated proessors when the sheduler bloks resoures for a large job, to resoures that arereserved for interative testing and not used, to lost yles due to a bloking in a parallel appliation, orto intensive I/O operations during whih proessors are idle. The 100% usage peak is mainly due to singleproessor appliations that represent about 20% of the total CPU time.Parallel jobs running on Pleiades1 share their time between omputations and MPI and I/O ommuni-ations, and use on average 10 proessors. The average utilization of CPUs is 64%, with two peaks aroundCoreGRID TR-0070 14



55%, and 82%. This an be onsidered as a fair sore by a low-ost luster with a Fast Ethernet swith with
VM=3600 (see Table 2).For the appliation analysis, we hose two user appliations that onsumed 17% and 9% of the totalomputing time during the onsidered period. Fig. 7 shows the distribution of CPU usage for one run ofeah appliation. The �rst appliation (middle of Fig. 7) omes from �uid dynamis. It used 32 proessorsand ran for 5570 minutes, leading to a pro�ling with 17824 (=557*32) snapshots. About 10% of the snapshotsshow a CPU usage of 0%, and 15% show a 100% usage. This appliation shows an average CPU usage ofe=0.56, i.e. following eq. 3 a Γ of 1.27. It ould run more e�iently on a mahine with a better internodeommuniation system, but we would need to determine whether the prie/performane ratio would improvewhen going on a more expensive mahine.The seond appliation (bottom graph of Fig. 7) omes from plasma physis. It also used 32 proessorsand ran for 1690 minutes, giving 5408 (=169*32) snapshots. Proessors were idle for about 15% of the time.The e�ieny was 75.5%, i.e. Γ = 3.1. This is a typial appliation that ontributes to the peak around 82%CPU usage in the upper graph. The Pleiades1 luster seems to be a well-suited mahine for this appliation.We have to mention that the zero CPU usage peak of the upper graph in Fig. 7 aggregates ontributionsfrom di�erent soures: although I/O is the most frequent one, MPI message passing and idle proessors inunbalaned jobs must be taken into aount as well. In pathologial ases, one task of a parallel job dies,and the other proessors remain idle until the job is killed by the sheduling system.These �rst results show that improvements have to be made: the Γ model must inlude I/O, and beingable to distinguish between the soures of ine�ienies would be most welome. Monitoring already had apositive impat: badly behaving appliations have already been deteted and improved.We show in Figure 8 the behavior of the SpeuLOOS �uid dynamis ode on 3 di�erent mahines of thePleiades luster (see 3.8). Data have been olleted with VAMOS. The onditions of these 3 runs were thesame on eah luster : 32 proessing elements running the same problem for 10 hours.The number of iteration performed during this time was 1291 on Pleiades1, 1827 on Pleiades2 and 1206on Pleiades2+. Thus, aording to table 3, the CPU ost per 1000 iterations was 7.36 on Pleiades1, 6.65 forPleaides2 and 6.04 for Pleiades2+. It the meantime, we have disover that using Nemesis-MPICH instead ofMPICH further redues the osts on the Pleiades2+ luster. As onsequene, the most ost e�etive mahinefor this appliation is Pleiades2+.4.9 Arhiving ModulePeriodialy, the ontent of the DW is redued by the SI. The eliminated data are stored in an arhivingmodule (AM) for further statistial evaluation. The goal of these statistis here is to detet and to help todeide on future optimal hardware installations.4.10 The ISS Smart Grid Node (ISS-SGN)All the elements presented in setion 4 (RB, MSS, SI and DW) form the, so alled, ISS Smart Grid Node(ISS-SGN). ISS-SGN is an instane of the more generi onept of Smart Grid Node (SGN) as presentedin [15℄. A SGN is a grid node whih has the apability to evolve progressively during his life time aording torequests it reeives from its environment and to ations it performs. The onept of SGN is a virtualisationof a omputer network as skethed on �gure 5. It an represent di�erent types of hardware ranking froma single workstation to the front end of a loal network or of a superomputer. Eah SGN is onnetedto other SGNs thus forming a network of GRID nodes and manages a loal system (see �gure 9). A SGNevolves thanks to information ontained in its DW. This information is regularly updated using informationgathered by the SI. One important mehanism to gather information on surrounding SNGs is the resouredisovery proess. This proess is presented in the next setion.4.11 Resoure disoveryAs mentioned in the broker setion (setion 4.4), the SGN onept ontains a resoure disovery mehanism[15℄. In this setion, we present this proess in the ontext of the ISS-SGN. When a work�ow is sent tothe initial ISS-SGN, alled initial node n0, the request is analysed, the loal resoures are heked usingCoreGRID TR-0070 15



Figure 8: The �uid dynamis ode SpeuLOOS[8℄ CPU usage on di�erent mahines. Up :CPU usage of SpeuLOOS on Pleiades1 luster (32 Pentium IV proessors with FastEthernet interonnet).Middle : CPU usage of SpeuLOOS on the Pleiades2 luster (32 Xeon with GigaBitEthernet swith). Low:CPU usage of SpeuLOOS on the Pleiades2+ luster (8 nodes of bi-dual ores Woodrest proessors withGigabitEthernet swith).information ontained into the DW and if neessary the resoure disovery proess is started. Aording tothe list of its diret neighbours ontained in the DW, the work�ow is sent, through the RB, to remote SGNs.Eah resoure disovery request ontains a unique identi�er to avoid the reation of yles during the resouredisovery proess; already reeived requests are skipped. When n0 starts the resoure disovery proess, itinserts into the request a list ontaining its identity followed by identities of all its diret neighbours. Duringthe resoure disovery proess, when a SGN reeives a resoure disovery request, it arries out the twooperations presented below:
• it evaluates the request in order to determine if it an ful�l the request with the required QoS. If yes,it answers to n0.CoreGRID TR-0070 16
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Figure 9: A SGN in its environment
• it adds to the reeived request a list ontaining the ID of all its diret neighbours and it forwards theresoure disovery request to its diret SGNs that are not already present in the list it reeived.The list assoiated to eah request is used to avoid, as muh as possible, to ontat SGNs that were alreadyontated for the same request. The Fig. 10 shows the struture of these lists. The resoure disovery proessis parametrised by two values alled Neighbours Depth andMaximum absolute Depth. The Neighbours Depthhas two purposes: to avoid to ompletely �ood the network by the request and to limit the size of the listsassoiated requests. When Neighbours Depth is reahed, i.e. if there are enough disovered resoures toful�ll the requested servie, the resoure disovery proess is stopped. If not the resoure disovery proessontinues. In this ase the size of lists assoiated to requests is stritly limited by suppressing from theselists the identity of the oldest neighbours. This heuristis is based on the assumption that the probabilityfor two SGNs of having ommon neighbours dereases with the distane between the SGNs. The seondparameter, the Maximum absolute Depth, is used to limit the maximum propagation depth of requests inthe GRID. When this depth is reahed the resoure disovery proess is stopped. Figure 10 illustrates theuse of lists assoiated to requests.5 Senario and example5.1 Detailed senarioFigure 5 presented in the previous setion shows the integration of the ISS-SGN in the ontext of theUNICORE GRID middleware. This setion desribes the referene senario of a job submission using ISS-SGN with a UNICORE/MetaSheduler environment.The job submission proess has been divided into 4 phases :
• Prologue (1-10)
• Deision (11-17)
• Submission (18-19)
• Epilogue (20-23)Eah �ow of data is represented by a number and an arrow on Fig. 5. Thus, the referene senario ispresented in detail below.CoreGRID TR-0070 17
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Maximum Absolute depth Maximum Absolute depthFigure 10: Desription of the lists used during the resoure disovery proess.1 User de�nes a work�ow in the UNICORE lient and assoiates the requested user QoS2 UNICORE lient submits the work�ow to the metasheduler (MSS)3a MSS sends the work�ow to the RB3b RB sends the work�ow to the SI4 SI requests information on the requested servie from DW (requirements for the requested servie)5 DW sends the olleted information to SI6 SI analyses the olleted information from DW and prepares a list of questions to know the availabilityof the eligible mahines, to be answered by MSS. This list ontains for eah omponent of the work�owa set of eligible mahines of the loal system.7a SI sends this list to the RB7a1 RB starts the resoure disovery proess presented in setion 4.11.7b RB sends the list reated in 6 to the MSS8 MSS prepares the query in order to hek the availabilities and aess rights of the loal system9 MSS heks for availability and aess rights10 Loal systems return information about availabilities of loal resoures to the MSS11 MSS sends availability information to the RB12 RB requests Γ model information from SI13 SI requests Γ model information from DW14 DW sends Γ model information to SI (Parameters of available mahines, ost of one hour engineer, ...)15 SI sends Γ model information to RB16 RB evaluates ost funtion and prepares a list of ost funtion values and toleranes. This list ontainsfor eah available mahine, the number of nodes, the ost, the omponent, the MSS.CoreGRID TR-0070 18



7a2 Remote RBs send ost funtions to RB17 RB merges the list in 16 and the list in 7a2 and sends the merged list to MSS18 MSS reserves the well suited resoure181 MSS negotiates with the remote MSS and starts the exeution of the seleted part of work�ow on theremote node19 During exeution : the monitoring module (MM) save on a loal database the omponent relevant data20 Loal system sends results to the UNICORE lient201 The remote node sends results to the UNICORE lient21 At the end of omponent exeution, MM omputes the data to be stored into the Data WareHouse22 MM omputes the relevant quantities to be sent to SI23 MM sends to SI the relevant data to be stored into the DW231 Remote RB sends data if needed to the RB in order to be stored232 RB sends reeived data from remote node to SI in order to be storedThe lists of information to send between the di�erent modules an be found in Appendix C.5.2 Data �ow example: Submission of ORB5Let us follow the data �ow of the real life plasma physis appliation ORB5 that runs on parallel mahineswith over 1000 proessors. ORB5 is a partile in ell ode. The 3D domain is disretized in N1xN2xN3 meshells in whih move p harged partiles. These partiles deposit their harges in the loal ells. Maxwell'sequation for the eletri �eld is then solved with the harge density distribution as soure term. The eletri�eld aelerates the partiles during a short time and the proess repeats with the new harge densitydistribution. As a test ase, N1 = N2 = 128, N3 = 64, p = 2′000′000, and the number of time steps is
t = 100. These values form the ORB5 input �le.Two ommodity lusters at EPFL form our test Grid, one having 132 single proessor nodes interonnetedwith a full Fast Ethernet swith (Pleiades), the other has 160 two proessor nodes interonneted with aMyrinet network (Mizar).In this example, we onsider that we have a GRID ontaining only two ISS-SGN whih have eligiblemahine for the requested job. The di�erent steps in deision to whih mahine the ORB5 appliation issubmitted are:1 User de�nes a work�ow using the ORB5 input �le in the UNICORE lient2 UNICORE lient submits the work�ow to the metasheduler (MSS). This work�ow ontains the om-ponents and the ORB5 input �le3a MSS sends the work�ow to the RB3b RB sends the work�ow to the SI4 SI requests information from DW on ORB5 (requirements for ORB5)5 DW sends information on ORB5 to SI6 SI analyses information from DW: it selets the information (memory needed 100 GB) and prepares alist of questions to be answered by MSS. This list ontains for eah omponent of the work�ow a setof eligible mahines. In this ase, the eligible mahine is Mizar7a SI sends this list to the RBCoreGRID TR-0070 19



7a1 RB starts the resoure disovery proess. It sends the work�ow sent by the UNICORE lient to theremote RB8 MSS prepares the query to Mizar9 MSS heks for availability and aess rights10 Loal systems return information to the MSS:Mizar: 160 nodes, 4 GB per node, SFr. 2.50 per node*h, 32 nodes job limit, availability table (1 hourfor 32 nodes), user is authorised, exeutable ORB5 exist)11 MSS sends availability information to the RB12 RB requests Γ model information from SI for Mizar13 SI requests Γ model information from DW14 DW sends Γ model information to SI : Γ = 20 for Mizar, 1 hour engineering time ost Sfr. 200.-, 8hours a day15 SI sends Γ model information to RB16 RB evaluates ost funtion and prepares a list of ost funtion values and toleranes. This list ontainsfor eah available mahine, the number of nodes, the ost, the omponent, the MSS. In this ase, thislist is omposed only by information about Mizar (160 nodes, 4 GB per node, ost: SFR 3720.-)7a2 The remote RB sends a list ontaining for eah available mahine, the number of nodes, the ost, theomponent and the MSS to ontat the mahine if needed. In this ase, this list is omposed only byinformation about Pleiades (132 nodes, 2 GB per node, ost: SFR 3968.-)17 RB merge the two lists and sends the merge list to MSS18 MSS reserves and starts the exeution on Mizar181 ** no remote mahine seleted in this example **19 During exeution : the monitoring module (MM) save on a loal database the omponent relevant data20 Mizar sends results to the UNICORE lient201 ** no remote mahine seleted in this example **21 At the end of omponent exeution, MM omputes the data to be stored into the Data WareHouse22 MM omputes the relevant quantities to be send to SI23 MM sends to SI the relevant data to be stored into the DW. SI omputes Γ model parameters (e.g.
Γ = 18.7, M = 87 GB, Computing time=21h 32') and stores them into DW231 ** no remote mahine seleted in this example **232 ** no remote mahine seleted in this example **
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6 Seurity aspetsSeurity is a ruial aspet in distributed systems where the sharing and the aess of resoures is oftenregulated by a entralized trusted entity; in peer networks the individual entities have to agree on the levelof trust.Grids an be used to harness omputational power, provide aess to uni�ed data, or other intensivetasks. From a seurity viewpoint, a grid represents a high-value target for anyone who would want to gainunauthorized aess. Grids need to be proteted and seure beause they represent a point of aess to theresoures of the di�erent institutions involved.From a Grid perspetive, the following hallenges are raised:
• How to manage heterogeneous environments?Without a ommon agreed and oordinated e�ort, organizing a multitude of hardware and softwareon�gurations owned by di�erent institutions, providing servies to multiple ommunities of users withdi�erent needs ould beome an impossible task, and a reason for a projet to fail.
• How to deal with authorization and authentiation?In a Grid projet there are multiple layers of ownership: The network is owned and managed by theorganization. Individual mahines are also owned by the organization, but for pratial purposes,are run by the person assigned to it. Finally, tasks that are run on the Grid are owned by the taskoriginator, but the task has to make its way through the myriad possible authorization senarios. Eahof these layers all for authentiated and authorized aess.There are a number of authorization systems urrently available for use on the Grid and they all havesimilar semantis. These systems give a desription of the initiator, a desription of an ation being requested,details about the target resoure to be aessed, and any ontextual information suh as time of the day,and they provide an authorization deision whether the ation should be proessed or rejeted.The urrent implementation of ISS is based on UNICORE that has a seurity model based on jobauthentiation and seure transmission of data. The seurity model supports both job signing and dataenryption, whih protets remote users against data theft and data manipulation.Relevant for the individual organizations partiipating in a Grid, UNICORE provides the following fun-tionalities:
• Provision of user authentiation mehanism based on X.509 erti�ates.
• Compatibility to the organization authorization mehanisms and poliy; UNICORE IDs are mappedto loal Unix user IDs re�eting aess poliies disk quotas et.
• Site and system spei� inarnation of UNICORE jobs driven by a delarative Inarnation Databasethat an be adapted to the organization's needs.
• Delarative desription of available resoures, both traditional apaity resoures, like proessor ount,omputation time, memory size, and apability resoures, like available software pakages and speialhardware apabilities.Additionally ISS has to take into aount seure aess to organization's resoures during the resouredisovery algorithm. Traversing organization's �rewall to inspet loal Data Warehouses of resoures sittingin private networks demand of a high level of aess that may on�it with the site aess poliies. Individualsites need to agree on aess poliies that somehow will be mapped and ope with their own internal poliies;as a onsequene of that, the disovery algorithm must take site's restritions into aount when tryingaessing the site's resoures Data Warehouse.
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7 Implementation aspets7.1 VAMOS : An implementation of the Monitoring ModuleThe Veritable Appliation MOnitoring Servie is an implementation of the Monitoring Module. It hasbeen installed on the Pleiades testbed (Pleiades1, Pleiades2, Pleiades2+ lusters). The model is quite simple: perform a mapping between hardware monitored data (using the Ganglia[13℄ servie) and appliationrelevant data (using the RMS/Loal Sheduler Torque/Maui) and store the information in a loal databaseto be reused.Tehnial aspetsVAMOS has been written in PHP. It uses XML �les to store on�guration �les. The main lass is alledevery hour through the UNIX tool ron. Ganglia stores its relevant information in a round robin database,keeping information during 2 hours.SenarioThe senario for eah mahine (on�guration �le see 8.1.2) is the following :1. get the list of running/submitted/stopped jobs2. ompare it with the list already stored3. update the database. For eah running job in the list :
• get start time
• get list of assigned nodes for that job
• for eah node, read information in the Ganglia round robin database from start time to presenttime
• store information in the VAMOS database4. update database. For eah �nished job in the list :
• get start time
• get stop time
• get list of assigned nodes for that job
• for eah node, read information in the Ganglia round robin database from start time to stop time
• store information in the VAMOS database5. lean database from inorret dataNote that the hosen metri information read from Ganglia (suh as CPU utilization, network usage,et...) is a table in the VAMOS DB. That database an grow rapidly.Metris stored in VAMOSIn its present version, VAMOS stores the following information :

• CPU usage (idle, system, user)
• Network usage (pakets IN/OUT, bytes IN/OUT)
• Memory usage (Swap usage, memory usage)CoreGRID TR-0070 22



What Ganglia monitors is what the Linux kernel (or Windows) provides. All this information is takenfrom the pseudo �le system /pro. This is not su�ient to ompute the Γ values. We need other quantities(suh as MFlops/s rate, Cahe misses, et..) for eah omponent. These quantities an be omputed usingdiret aess to hardware ounters using PAPI [32, 12℄ whih are aessible diretly on Itanium or AMDOpteron based mahines or through spei� library (Perftr on Pentium for instane available on Linux,Windows, et.. OS's).Results for Pleiades1, Pleiades2 and Pleiades2+ an be found on http://pleiades.epfl.h/~vkeller/VAMOS8 Simulators8.1 Cost model simulator : ISS-SIM2This simulator has been developed at EPFL.Goals of ISS-SIM2ISS-SIM2 has been designed to ahieve 2 omplementary goals :1. To test di�erent on�gurations for the ost model. It an test the CFM funtion weights as well asthe funtions used in the ost model. The aim is to understand how to tune the ost funtion modelwithout using real prodution systems.2. To predit the future mahines to be added in the Grid that best improve the overall Grid performane.While one an parametrize hardware using the Γ model, ISS-SIM2 an add new imaginary mahinesin the Grid.HypothesisISS-SIM2 assumes that a resoure disovery algorithm has been performed. The situation is the following :the middleware has a omplete view of the Grid resoures. Eah resoure has its own poliy and is aessedby loal users as well as by Grid users.8.1.1 ModelA Grid is a set of r resoures aessed by a number Grid lients. An universal Grid lok ensures that everytransation on the Grid is performed respeting an universal time (named GUT for Grid Universal Time).It exists one broker and one MetaSheduler Servie for per simulated Grid.Eah resoure of the Grid is a parallel mahine with P omputing elements of p proessors of a givenarhiteture (Intel x386, AMD Soket F, et..), c ores eah. A simple workstation is desribed as P = p = 1(c varies with the type of proessor). The model supposes that eah resoure has its own loal lients, its ownVAMOS system, its own loal RMS, and its own loal Sheduler with its sheduling table. This table keepsthe information about the queues of the loal resoure starting at the Grid installation time and ending withthe last submitted job.Time is divided into seonds. The simulation is perform inreasing the GUT .8.1.2 ImplementationISS-SIM2 has been implemented in Java using the Java Threads mehanisms to simulate the users. It usesXML to desribe the resoures (see 8.1.2). The �rst prototype uses its own desription shema, future re-leases should adopt an o�ial and standardized desription shema (aka GLUE). Every lient (loal or Grid)is a Java Thread.CoreGRID TR-0070 23



The database is a remote mysql DB aessed by the ommon Connetor/J. Note that VAMOS hourlyupdates the DB with data from Pleiades1, Pleiades2, and Pleiades2+. It is possible to reate an empty DBloally.XML �les are parsed using Xeres.Mahine desription<?xml version="1.0" enoding="ISO-8859-1" ?><!-- This XML doument desribes the Pleiades2 luster in real life. --><!-- it is the same doument used by the VAMOS tool --><!-- Author : Vinent Keller (Vinent.Keller�epfl.h) --><onfig><parallelSystem><system_name>Pleiades 1</system_name><nbrNodes>132</nbrNodes><CPUType>Pentium 4</CPUType><CPUClok>2.8</CPUClok><CPUCPI>2</CPUCPI><CPUWordLength>32</CPUWordLength><CPUArh>i686</CPUArh><CPUPerNode>1</CPUPerNode><CoresPerCPU>1</CoresPerCPU><RamBandwith>800</RamBandwith><RamAmountPerNode>2000</RamAmountPerNode><InteronnetType id="1">FE</InteronnetType><InteronnetTopology>swith</InteronnetTopology><InteronnetLateny>1.9</InteronnetLateny><InteronnetBandwidth>12.5</InteronnetBandwidth><InteronnetAvgDistane>1</InteronnetAvgDistane></parallelSystem><CFMValues><alpha>0.00</alpha><beta>0.00</beta><gamma>0.00</gamma></CFMValues><ganglia><server>pleiades1.epfl.h</server><path>/var/lib/ganglia/rrds/Pleiades</path></ganglia><sheduler><name>maui</name><server>pleiades.epfl.h</server><path>/usr/loal/sr/maui/maui-3.2.6/stats/</path></sheduler><RMS>CoreGRID TR-0070 24



<name>openpbs</name><server>pleiades.epfl.h</server><path>/opt/pbs/bin</path></RMS><loal_database><server>linp2.epfl.h</server><driver>mysql</driver><name>pleiades1_db</name><user>vkeller</user><password>pleiades</password></loal_database><QSTAT> <name>tmpjob</name><server>pleiades.epfl.h</server><path>/tmp/runningJobsT_P1.txt</path><pathQ>/tmp/runningJobsQT_P1.txt</pathQ></QSTAT><system_information><server>linp2.epfl.h</server><driver>mysql</driver><name>sysinfo_db</name><user>vkeller</user><password>pleiades</password></system_information></onfig>
8.2 Resoure disovery simulator: SGN-SimThis simulator has been developped at EIA-Fr.8.2.1 ImplementationWe have developed a simulator in order to test the proposed resoure disovery algorithm and to implementa �rst prototype of Data Warehouse. SGN-Sim is based on the Smart Grid Node referene arhiteturepresented in setion 5.1.The SGN-Sim has been developed in Java. We have used SimJava to simulate a Grid environment whihis a proess based disrete event simulation. In order to store some information during the simulation, a�rst Data Warehouse prototype has been realised using MySQL. Figure 11 presents the arhiteture of thesimulator.8.2.2 Simulator input �les

• User request: The user request is desribed using an XML format as shown below.CoreGRID TR-0070 25



<SGNRequest idType="user"><Servie name="add"><Options><Option type="library">opt1</Option><Option type="ompilationParameters">opt2</Option></Options><Parameters><Parameter>1</Parameter><Parameter>2</Parameter></Parameters></Servie></SGNRequest>
• Grid topologies: We have developed a Grid topology generator in order to generate automatiallydi�erent Grid topologies. These topologies are represented using XML. We present below an exampleof XML Grid topologies.<GRID><NODE><INFO><NAME> m5.eif.h</NAME><PORT> 5555</PORT></INFO><SERVICES><SERVICE><NAME>mul</NAME></SERVICE><SERVICE><NAME>add</NAME></SERVICE></SERVICES><NEIGHBORS><NEIGHBOR><INFO> ...</INFO><SERVICES> ... </SERVICES></NEIGHBOR></NODE>...Remark: We generate a graphial output �le in order to visualize the resoure disovery proess. Thisoutput �le is written using the dotty format in order to hek the resoure disovery algorithm.8.2.3 First resultsThe performane of SGN-Sim resoure disovery algorithm, desribed in setion 4.11, has been analysed inorder to assess its e�etiveness in a Grid environment. We have simulated a Grid network omposed byCoreGRID TR-0070 26
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of the GRIDFigure 11: Arhiteture of SGN-SimSmart Grid Nodes. We inreased the number of Grid nodes from 100 to 2000 in order to analyse the numberof requests sent during the resoure disovery proess. Results shown in Figure 13 are obtained with a 3Dtorus topology and random Grid topology (Figure 12). Eah node of the random Grid topology has anaverage degree �xed to 6. We �xed the Neighbours Depth to 1′000′000 in order to visit all the nodes of theGrid. It appears that the number of requests sent during the resoure disovery proess is very high. Severalnodes are visited several times and the number of requests sent is almost similar to the number of requestssent using a simple broadast (a node sends a request to all its neighbours exepted to the neighbour whihhas sent to it the same request it wants to propagate).
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Figure 12: Number of requests sent during the resoure disovery proess with a randomGridThese results an be explained by the presene of yles into the Grid topologies. Indeed, during aresoure disovery proess, Fig. 14 and Fig 15 present the results obtained avoiding yles (the presene ofyles is stored into the DW, aording to this information the request propagation is managed in order toavoid entering into yles). It appears that the number of requests sent is very low and all nodes are visitedCoreGRID TR-0070 27



 0

 1000

 2000

 3000

 4000

 5000

 6000

 7000

 8000

 9000

 10000

 200  400  600  800  1000  1200  1400  1600  1800  2000

N
um

be
r 

of
 r

eq
ue

st
s 

se
nt

Number of nodes

2000 Nodes 3D Torus

Nb of resource discovery rqst sent
Visited nodes

Nb of request sent by Broadcast
Nb of connections

Figure 13: Number of requests sent during the resoure disovery proess with a Torus 3D(almost) only one time.
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Figure 14: Number of requests sent during the resoure disovery proess with a randomGrid avoiding yles9 First testbed at EPFLThree departments are involved in ISS within the EPFL : the Central IT Domain (DIT), the Engineer-ing Faulty through the ISE (Institut des Sienes de l'Énergie) and the Plasma Physis Researh CenterCoreGRID TR-0070 28
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Figure 15: Number of requests sent during the resoure disovery proess with a Torus 3D avoiding ylesMahine Type Node # Nodes # CPU / # ore Network Lo.type per nodePleiades1 Cluster P4 HT 132 1/1 FE Swith SGMPleiades2 Cluster XEON 120 1/1 GbE Swith SGMPleiades2+ Cluster Woodrest 92 2/2 GbE Swith SGMLINPC's NoW heterogeneous 32 1/1 FE bus SGMMizar Cluster Opteron 448 2/1 Myrinet DITMizar NUMA Itanium 16 16/1 NUMA DITAlor Cluster Woodrest 24 2/2 Myrinet DITGreedy NoW heterogeneous 250 - FE bus DITTable 4: First EPFL testbed mahines(CRPP). The �rst testbed will integrate several mahines (Table 4) and speialized appliations (Table 5)from Mehanis, Fluid Dynamis and Plasma Physis. The alpha users will ome from CSCS, EPFL andEIA-Fr.The mahines are interonneted through the Fast Ethernet ampus network.The UNICORE/Metasheduler environment has been installed on the testbed. A �rst alpha version ofISS should be ready by July 2007 and the beta version by the end of 2007.10 The CoreGRID ooperationThe ISS implementation in UNICORE/MetaSheduler is part of the SwissGRID initiative and realised ina o-operation between CoreGRID partners. It is planned to install the UNICORE/MetaSheduler/ISSmiddleware by the end of 2007 to guide job submission to all HPC mahines in Switzerland.Within CoreGRID, the integration of ISS into UNICORE is a ollaboration between 8 institutions, the�rst 6 are CoreGRID partners:1. Éole Polytehnique Fédérale de Lausanne, CH-1015 Lausanne (Switzerland)CoreGRID TR-0070 29



Appliation Type AreaSpeuLOOS Point-to-Point ommuniation dominated CFDORB5 Multiast ommuniation dominated Plasma PhysisOpenMP Helmholtz Solver Multiast ommuniation dominated CFDTable 5: First EPFL appliations test set2. Éole d'Ingénieurs et d'Arhitetes, CH-1075 Fribourg (Switzerland)3. ForshungsZentrum Jülih, D-52425 Jülih (Germany)4. Fraunhofer Gesellshaft SCAI Institut, D-53754 St. Augustin (Germany)5. University of Dortmund, D-44221 Dortmund, Germany6. CETIC, B-6041 Charleroi, Belgium7. Swiss National Superomputing Center, CH-6928 Manno (Switzerland)8. Swith, CH-8021 Zurih, SwitzerlandAknowledgementsISS is a Swiss projet within the Swiss Grid Initiative managed by the Swiss National Superomputing CenterCSCS. CoreGRID is an European Network of Exellene (NoE) funded by the European Commission's ISTprogramme under grant #004265. Thanks go to Mihel Reymond (EPFL) for his help in validating the CPUost model.A De�nitions and restritionsIn this setion, we de�ne the terms used in this tehnial report.A.1 De�nitions
• 1 Site = an entity managed by one MetaSheduling Servie.In the UNICORE model,� 1 Site = 1 USite.In the ISS projet,� 1 Site = 1 SGN.
• 1 Mahine = an entity managed by one 1 Sheduler.In the UNICORE model,� 1 Mahine = 1 VSite.
• 1 Node = one entity having one Uniform Memory Aess (UMA)
• 1 Proessing element = L2 ahe (in referene to the Intel's Woodrest arhiteture)
• 1 Core = L1 ahe (in referene to the Intel's Woodrest arhiteture)
• 1 appliation = a set of omponents (one or more)CoreGRID TR-0070 30



A.2 RestritionsWe onsider that :
• 1 Component is exeuted on, at most, one mahine
• 1 distributed proess is exeuted on, at most, one node
• 1 parallel proess is exeuted on, at most, one oreIn the ISS projet, an appliation is haraterized by:
• a number of omponents n

• number of proessors pk needed by Ck

• a work�ow (Ck)
• memory size
• type of appliation
• number of Thread Tk for eah pkB Requests between modulesUNICORE lient → MSS (2)
• (Work�ow)k

• (Constraints)kMSS → RB → SI (3)
• (Work�ow)k

• (Constraints)kRB → Remote RB (7a1)
• (Work�ow)k

• (Constraints)k

• Information about the RB (how to ontat RB from remote RB)SI → RB → MSS (7)
• (Ck)i

• (pk)i

• (Tk)i

• Mk

• Software requirementsMSS → Loal Systems (8, 9)
• User known?
• Software exists?
• Hardware properties su�ient?CoreGRID TR-0070 31



• Component onstraints
• Availabilities (pk, input queues)iLS → MSS (10)
• (User rights)i

• Availabilities (pk, input queues)iMSS → RB (11)
• List of eligible mahines with
• Availabilities (pk)iSI → RB (15)
• Γ(Ck, pk)iRemote RB → RB (7a2)
• all mahines (Ck, pk, z)i suh that
• zmin < z < zmin + tolRB → MSS (17)
• all mahines (Ck, pk, z)i suh that
• zmin < z < zmin + tolLS (by MM) → SI (23)
• Monitored data on mahine i about CkGlossary

A Speedup 3
αk Free parameter in CFM (CPU osts and liensefees) 5
β Free parameter in CFM (Turn-around time) 5appliation HPC program onsisting of k = 1, .., n ompo-nents 1
b E�etive per node internode ommuniationbandwidth 3
Ck kth appliation omponent 2, 3, 5, 6
C∞ Peak ommuniation network bandwidth of amahine 2
Γ CPU time/ommuniation time 2�4, 6
γa O/S 3, 4
γk Free parameter in CFM (Data transfer osts) 5
γm ra/b 3, 4
d Number of hours per year = 8760 6CFM Cost Funtion Model 2omponent part of an appliation 1Components based appliations Appliation desribed by a work�ow 5CoreGRID TR-0070 32



δk Free parameter in CFM (Energy osts) 5DW Data WareHouse 12DW Data Warehouse, part of SGN 2
e E�ieny 3
ei E�ieny of mahine i 6EGEE CERN's Grid middleware development projet 1Embarrassingly parallel appliations Appliation whih do not demand inter-nodeommuniations (Γ >> 1) 4G�ops/s 109 double preision �oating point operationsper seond 2Globus Grid management middleware 1Grid Set of resoures 1GridLab A EU Grid middleware development projet 1Gwords/s 109 double preision words per seond 2HPC High Performane Computing 1
i Index for mahine 2, 5ISS Intelligent Grid Sheduling Servie 1ISS-SIM2 ISS Simulator used to test the ost model 22
KMAX Maximum osts 5
k Index for appliation omponent 2, 5
ke CPU ost funtion 6
Kd Data transfer osts 5
Ke CPU osts 5, 6
Keco Energy osts 5
Kl Liene fees 5
Kw Costs due to turn-around (waiting) time 5
Mk Estimated memory size of (Ck, pk) 30
M∞ Peak memory bandwidth of a node 2mahine Cluster or SMP managed by one RMS 6MS Monitoring System 2MSS MetaSheduling Servie 11MSS VIOLA MetaSheduling Servie 1Multiast appliations Appliation where γa dereases when problemsize grows 4
n Number of omponents in an appliation 2, 5node Reservable omputational unit, an be one pro-essor, a NUMA, or a SMP 2NoW Network of Workstations 1, 2NUMA Virtual shared memory mahine 1
O Total number of operations performed in onenode 3, 4
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OpenMP OpenMP is a spei�ation for a set of ompilerdiretives, library routines, and environmentvariables that an be used to speify sharedmemory parallelism in Fortran and C/C++ pro-grams. 4OpenMP appliations Appliation whih demand an SMP node 4ORB5 Single omponent plasma physis appliation 2
P Number of nodes of a mahine (index i left out) 2
Pi Number of nodes of mahine i 5
ϕ Priority 6
pk Number of proessors needed by Ck 3, 5, 6Pleiades Clusters The Pleiades lusters are loated in the Mehan-is Department at EPFL / Switzerland. Find adesription on http://pleiades.ep�.h 9Point-to-point appliations Appliation where γa keep a onstant valuewhen problem size grows 4
R∞ Peak performane of a node 2�4
Ri Resoure on mahine i 5, 6
r Total number of mahines in a Grid 2
ra Nodal peak performane of an appliation 3, 4
ri Parameter to normalise time 6RB Resoure Broker, part of Smart Grid Node 2RB Resoure Broker 12RDS Resoure Disovery System, part of SGN 2resoure Series of nodes demanded by Ck 2RMS Resoure management System 6
S Total number of words sent through the networkby one node 3
Si

a Yearly management osts for mahine i 6
Si

b Yearly interests to be paid to the bank for ma-hine i
6

Si
c Initial investment for mahine i 6

Si
f Yearly insurane fees for mahine i 6

Si
g Yearly pro�t with mahine i 6SGN Smart Grid Node 2, 16SI System Information, part of SGN 2SI System Information 13

Si
I Yearly infrastruture osts for mahine i 6

Si
m Free parameter in CFM (Yearly maintenane feefor mahine i) 6SMP Shared memory mahine 1

Si
p Yearly personal osts for mahine i 6

Tk Estimated exeution time of (Ck, pk)i 30
T TC+TP 3
T i Life time of mahine i 6
TC Internode ommuniation time 3
TP Computing time on p nodes 3
TMAX Maximum turn-around time 5
t0k Time of Ck job submission 5, 6CoreGRID TR-0070 34



tdk,i Time of Ck results available 5, 6
tek,i Time of Ck exeution end 5, 6
tsk,i Time of Ck exeution start 5, 6tol Tolerane value added to a ost for a hosenmahine 12UNICORE Grid middleware 1
VC R∞/C∞ 2VIOLA Vertially Integrated Optial Testbed for LargeAppliations in DFN 1
VM R∞/M∞ 2work�ow Work desribed as a DAG or non-DAG whereeah leaf is omponent 11
yi Half value time of mahine i 6Referenes[1℄ Sergio Ma�oletti. Grid generi arhiteture. Please ontat author: sergio.ma�oletti�ss.h.[2℄ Keller, V., Cristiano, K., Gruber, R., Spada, M., Tran, T.-M., Kuonen, P., Wieder, P., Ziegler, W., Maf-�oletti, S., Nellari, N., Sawley, M.-C.: Integration of ISS into the VIOLA Meta-Sheduler environment.TR CoreGRID 25, 2005.[3℄ Gruber, R., Volgers, P., De Vita, A., Stengel, M., Tran, T.-M.: Parameterisation to tailor ommoditylusters to appliations. Future Generation Computer Systems, 19:111�120, 2003.[4℄ Gruber, R., Keller, V., Kuonen, P., Sawley, M.-C., Shaeli, B., Tolou, A., Torruella, M., and Tran, T.-M.,Towards an Intelligent Grid Sheduling System, Pro. of 6th Int. Conf. PPAM 2005, Poznan, Poland,Leture Notes in Computer Siene 3911 (Springer, 2006) 751-757[5℄ Erwin, D., UNICORE plus �nal report � uniform interfae to omputing resoure,ForshungszentrumJülih, 2003, ISBN 3-00-011592-7[6℄ Wäldrih, O., Wieder, P., and Ziegler, W., A Meta-Sheduling Servie for Co-alloating Arbitrary Typesof Resoure, In Pro. of Conferene on Parallel Proessing and Applied Mathematis PPAM 2005, Poznan,Poland, 2005, to appear.[7℄ Keller,V., VAMOS web frontend to the Pleiades lusters, http://pleiades.ep�.h/ vkeller/VAMOS[8℄ Dubois-Pèlerin, Y., Van Kemenade, V., and Deville, M., An objet-oriented toolbox for spetral elementanalysis, J. Si. Comput. 14 (1999) 1-29[9℄ Gruber, R. and Tran, T.-M. Salability aspets on ommodity lusters, EPFL Superomputing Review,14, 12-17 (2004)[10℄ Gruber, R., Keller, V., Lerihe, E., and Habisreutinger, M.A., Can a Helmholtz solver run on a luster?,aepted to appear in Pros. of Cluster 2006[11℄ Mannebak, P., Bergére, G., Emad, N., Gruber, R., Keller, V., Kuonen, P., Noël, S., and Petiton, S.,Proposal of a sheduling poliy for hybrid methods on omputationsl Grids, CoreGRID workshop (Pisa,2005)[12℄ Dongarra, J., London, K., Moore, S., Mui, P., and Terpstra, D., Using PAPI for hardware performanemonitoring on Linux systems, www.netlib.org/utk/people/JakDongarra/PAPERS/papi-linux.pdfCoreGRID TR-0070 35
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