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Abstract

Nowadays the joining of dissimilar materials is often the only solution to fulfill the complex requirements of high technology applications. One of the fields in which the research activity is more intense and promising is that of the brazing of ceramics with metals. The performance of brazed ceramic-metal joints is limited by residual stresses which develop in the bonded assembly as it cools down after brazing. The magnitude and influence of these stresses can be particularly high because of the large difference between the thermomechanical properties of the two joining partners. Given the base materials and the joint geometry the relief of residual stresses mainly depends on the thermomechanical properties of the filler metal.

To study how variations of the properties of the braze alloy influence the residual stresses, an active brazing filler metal, Incusil™ ABA®, was reinforced with SiC particles and was used to join the ceramic composite Si₃N₄/TiN to steel.

The characterization of the properties of the filler was carried out with a combined experimental and numerical approach: an experimental procedure for the production and mechanical testing of bulk specimens of reinforced and unreinforced braze filler metal was established and in parallel a three dimensional elastoplastic homogenization model was developed. The model was used both in an inverse homogenization approach, to identify the elastoplastic behaviour of the matrix alloys in the composite fillers at room temperature, and in the framework of straightforward homogenization, to obtain their temperature dependent properties.

Once the production procedures for the fabrication of joints were established, the experimental investigation on the joints followed two main directions: on one hand the residual strains were measured by X-ray diffraction while on the other hand the joint performance was evaluated by 4-point bend tests. Furthermore, optical microscopy and SEM/EDX investigations were carried out to compare the composite filler microstructures in the joints and in the tensile specimens. In parallel, finite element models were developed both for the prediction of residual stresses and for the evaluation of the evolution of the stress state in the joints during the bend tests. Finally a parametric study was carried out to study
different joint layouts.

**Keywords:** ceramic-metal joints, active brazing, homogenization, residual stresses.
Resumé

De nos jours, la combinaison des matériaux différents est souvent la seule solution qui permet de remplir toutes les conditions requises pour des applications de haute technologie. Un des champs dans lesquels l’activité de recherche est la plus intense et prometteuse est celui du brasage des matériaux céramiques avec des métaux. La performance des joints brasés céramique-métal est limitée par les contraintes résiduelles qui se développent dans les assemblages pendant le refroidissement après le brasage. La magnitude et l’importance de ces contraintes peuvent être particulièrement grandes à cause de la grande différence entre les propriétés thermomécaniques des deux composants. Si les deux matériaux à joindre et la géométrie sont donnés, la relaxation des contraintes résiduelles dépend principalement des propriétés thermomécaniques de l’alliage de brasage. Pour étudier comment les variations de ces propriétés peuvent influencer les contraintes résiduelles, un alliage de brasage actif, Incusil™ABA®, a été renforcé avec des particules de SiC. Ce matériau de brasage composite actif a été ensuite utilisé pour joindre le composite céramique Si₃N₄/TiN à l’acier.

La caractérisation des propriétés de l’alliage a été réalisée avec une méthode combinée numérique-expérimentale: une procédure expérimentale a été établie pour la fabrication et le test des éprouvettes massives en alliage pur et renforcé. Parallèlement, un modèle tridimensionnel pour l’homogénéisation des propriétés elastoplastiques a été développé. Le modèle a été utilisé à la fois dans le cadre d’une homogénéisation inverse, pour identifier les propriétés elastoplastiques des matières mémétalliques dans les composites, ainsi que pour l’homogénéisation directe des propriétés des composites en fonction de la température.

Après avoir établi les procédures pour la fabrication des joints, l’activité expérimentale sur les joints a suivi deux directions principales: d’un coté les contraintes résiduelles ont été mesurées à l’aide de la technique basée sur la diffraction des rayons X, de l’autre la performance des joints a été testée au travers de tests de flexion quatre points. En outre, les microstructures ont été étudiées par microscopie optique et électronique pour comparer la microstructure des éprouvettes en alliage massif avec celle dans les joints produits. En parallèle, des modèles d’éléments finis ont été développés pour la prédiction des contraintes résiduelles et de l’état de sollicitation dans les joints pendant les tests de flexion. Finalement, différentes configurations des joints ont été comparées à l’aide d’un
modèle paramétrique.

**Mots clés**: joints céramique-métal, brasage actif, homogénéisation, contraintes résiduelles.
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Chapter 1

Introduction

1.1 Why Join?

In the vast world related to materials and to their applications, there is an increasing request of highly reliable products to be used in extremely demanding conditions, in environments which require performances that no single material can offer by itself. Thus the approach is to select different materials providing, when assembled in the same structure, the required mechanical, thermal and chemical properties.

Nowadays the joining of dissimilar materials is very common and one of the fields where the research activity is more intense is that of the joining of ceramics with metals. Ceramics usually have low densities, are stiff and hard but brittle, are poor electrical and thermal conductors, are refractory and expand little when heated; they also can have very unique and very wide ranging properties: for example aluminum oxide is both electrically and thermally insulating while aluminum nitride, despite being strongly electrically insulating exhibits an high thermal conductivity. Metals tend to have different properties such as easier fabricability, electrical conductivity, low cost, but they generally lack the corrosion resistance and high durability of ceramics. There are many applications in which both ceramics and metals can be employed to maximize the performance and minimize the respective shortcomings; these include parts of engines, heat exchangers, cutting tools, articular prostheses, etc.

The possibility to exploit commercially the “peculiar” characteristics of metallic and ceramic materials often depends to a great extent on the ability to produce reliable joints, that is to say joints which have high mechanical strength, high durability and low production costs.

To this end five major processes for bonding can be identified:

- fusion welding, in which mating surface regions of components are melted and mixed before solidifying to form a permanent bond;
brazing, in which liquid metal flows into a narrow gap between the mating surfaces and solidifies to form a permanent bond;

- diffusion bonding, in which mating surface regions of components are pressed together and heated to cause bonding and interdiffusion of the components;

- glass sealing or glazing, which uses a fluid glass to bond mating surfaces in a process analogous to brazing or fusion welding;

- adhesive bonding, in which component gaps are filled by fluid organic compounds which polymerize to form rigid bonding interlayers.

The number of various processes which can be used in principle to make a joint is very large but those which can be applied in practice, to satisfy a particular joining need, are often very limited in number. This restriction arises because there can be incompatibility between the fabrication or joint working conditions and the characteristics of the product or joining material. Usually conventional fusion welding is not performed due to the risk of brittle fracture initiation as a result of the high thermal stresses developed on cooling, in addition the high melting temperature of ceramics presupposes the use of high power sources (for example laser welding). Moreover, silicon-based ceramics such as silicon carbide and nitride sublime without melting and therefore cannot be subjected to fusion welding at normal pressures. Adhesive bonding is not suitable for high service temperature applications and tends to lose strength with long service. Hence, diffusion bonding and various types of brazing are currently applied to join ceramic to metals with the objective of maintaining the excellent base-material properties of ceramics.

In the case of brazing, ceramic-metal joints can be obtained in two different ways:

- indirect brazing, where the ceramic surfaces are metallized prior to brazing with conventional filler\(^1\) metals;

- direct brazing, where the filler alloys contain active\(^2\) elements such as titanium.

Brazing possesses a major advantage compared with conventional welding as the base materials do not melt. This allows brazing to be applied in the joining of dissimilar materials which cannot be joined by fusion processes due to metallurgical incompatibility. In general brazing produces less thermally induced distortion since the entire component is subject to the same heat treatment, thus preventing the localized thermal gradients which may cause distortion in welding. Moreover brazing can be easily adopted for mass production.

---

\(^1\)In the brazing vocabulary the term “filler” indicates the material which is introduced between the two joining partners.

\(^2\)In the brazing vocabulary the term “active” indicates the ability to wet ceramic materials.
1.2 The State of the Art

In the last twenty years much effort has been devoted to fabricating and understanding metal-ceramic joints [51, 94]. The problem should be studied with a multidisciplinary approach since the success in joining a ceramic material to a metal by brazing depends at least on two main aspects: the thermodynamics and chemistry of the materials to be joined, that is to say the possibility and the way in which the materials are bonded, and the mismatch in the thermomechanical properties of the components, on which the level of residual stress and, along with it, the mechanical behaviour, depends [6].

1.2.1 Basic Thermodynamics of Joint Formation

Successful brazing depends on the ability of a liquid metal or alloy to wet the ceramic being joined so that it flows readily over its surfaces and fills gaps to form joints. It is important that the flow of liquid fill the joint gaps completely and do not result in voids attached to the component surfaces. Every part of the component should be in close contact with the liquid and the wetting should be good enough for small degradations of surface characteristics be accommodated.

The Wetting Process

The most widely accepted and best established scientific measure of wetting behaviour is the contact angle, defined as the angle at a liquid front subtended by the liquid surface and the solid liquid interface (Figure 1.1). The contact angle depends solely on the surface tensions of the materials and its value is governed by Young’s equation:

$$\gamma_s = \gamma_L \cos \theta + \gamma_{SL}$$  \hspace{1cm} (1.1)

where $\gamma$ is the surface tension and the suffixes $S$ and $L$ refer to the solid and liquid surfaces while $SL$ refers to the solid-liquid interface.

Young’s equation can be derived by considering the energy changes that will occur when the edge of a sessile drop advances over a smooth horizontal solid substrate to approach an equilibrium configuration [86]. In a short time during this process, the contact area radius will increase slightly from $r$ to $r + \delta r$ and the contact angle will decrease from $\theta + \delta \theta$ to $\theta$ (Figure 1.2). Thus the area of the solid surface will decrease by $\pi [(r + \delta r)^2 - r^2]$ and that of the interface will increase by the same amount. The radial change from $r$ to $r + \delta r$ will also increase the area of the liquid surface by $2\pi r \delta r \cos \theta$ so that the energy change $\delta E$ can be written as

$$\delta E = \pi [(r + \delta r)^2 - r^2] \gamma_{SL} + 2\pi r \delta r \cos \theta \gamma_L - \pi [(r + \delta r)^2 - r^2] \gamma_s$$
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which can be rearranged as

\[
\delta E = \pi \left[ 2r \delta r + \delta r^2 \right] \gamma_{SL} + 2\pi r \delta r \cos \theta \gamma_L - \pi \left[ 2r \delta r + \delta r^2 \right] \gamma_S
\]

\[
\frac{\delta E}{\delta r} = \pi 2r \gamma_{SL} + 2\pi r \cos \theta \gamma_L - \pi 2r \gamma_S
\]

No further advance will occur or be energetically favourable when the drop attains an equilibrium configuration so that both \( \delta \) and \( \delta E / \delta r \) will be zero

\[
0 = \pi 2r \gamma_{SL} + 2\pi r \cos \theta \gamma_L - \pi 2r \gamma_S
\]

which may be rewritten as Young’s equation (1.1) by rearranging the terms and dividing throughout by \( 2\pi r \)

\[
\gamma_S = \gamma_L \cos \theta + \gamma_{SL}
\]

Figure 1.1: Surface and interfacial tensions acting at the periphery of a sessile drop resting on a solid substrate.

Figure 1.2: The advance of a liquid front over a smooth solid surface.
1.2. THE STATE OF THE ART

The Filling of Capillary Gaps

While the analysis of the configuration of sessile drops gives insight into wetting processes, the configurations of higher importance in brazing involve flow of the liquid metal into capillary gaps. An expression for the rise of a wetting liquid in a capillary gap can be derived by using the surface and the interfacial energies (Figure 1.3). A height increase of \( \delta h \), while the liquid rises to its equilibrium configuration between two plates of breadth \( B \), will increase the total interfacial energy of the system by \( 2(W + B)\delta h\gamma_{SL} \) and the potential energy of the liquid by \( BW\delta h\rho_Lg \) and will decrease the total solid surface energy by \( 2(W + B)\delta h\gamma_S \). The rise does not involve any extension or decrease in the area of the curved liquid meniscus and hence will have no effect on the energy of the liquid surface. Thus the total energy change \( \delta E \) caused by the rise of \( \delta h \), can be written as

\[
\delta E = \delta h\gamma_{SL}2(W + B) + h\delta h\rho_LgWB - \delta h\gamma_S2(W + B)
\]

No further rise will be energetically favourable when the liquid column attains its equilibrium height so that \( \delta E/\delta h \) is zero and the expression can be rewritten as

\[
(\gamma_S - \gamma_{SL})2(W + B) = h\rho_LgWB
\]

Combining it with Young’s equation, it is written

\[
2\gamma_L\cos\theta(W + B) = h\rho_LgWB
\]

If the capillary gap is so narrow that \( (W + B) \) can be approximated by \( B \) the expression can be simplified by dividing by \( B \)

\[
2\gamma_L\cos\theta = h\rho_LgW \quad (1.2)
\]

Influence of the Surface Roughness

So far the analysis applies to flat surfaces only, which in practice do not exist. Surface energy measurements are all based on surfaces possessing a certain degree of roughness. The wetting and filling of brazed joints is expected to be dependent on the roughness in two ways:

- surface and interfacial energy changes depend on the real area over which the liquid flows;
- roughness of the surface in the capillary gap may cause a transition from laminar to complex flow, resulting in an increased resistance to flow.
The evaluation of energy changes requires the knowledge of the ratio between the real and apparent area, while the flow pattern is determined by the shape and probably by the height of the surface asperities. In the case of ceramics, their brittleness may facilitate the formation of small cracks, either from processing stages or during manufacturing or surface preparation (grinding and/or polishing). The effect of the surface roughness can be taken into account by replacing the theoretical contact angle $\theta$ with the observed one $\varphi$ in (1.1) and (1.2):

$$\gamma_s = \gamma_L \cos \varphi + \gamma_{SL}$$

$$2\gamma_L \cos \varphi = h \rho_L g W$$

where $\theta$ is related to $\varphi$ through $\eta$, the ratio between the real and the apparent surface area.

$$\cos \varphi = \eta \cos \theta$$

In practice equations (1.1) and (1.2) will still be the most frequently used since it is difficult to measure the real surface area.
1.2. THE STATE OF THE ART

The Wettability of Ceramics

Equations (1.1) and (1.2) demonstrate that the wettability depends on the contact angle. Thus neither spreading nor capillary penetration will occur unless the angle is less than $90^\circ$ so that $\cos \theta$ is positive. Many important ceramic materials, such as silicon nitride, silicon carbide and alumina, are poorly wet by metals such as copper, silver or tin and exhibit contact angle values well above $90^\circ$. The most direct and convenient way to achieve an important reduction in the contact angle of a liquid metal on a ceramic substrate is by adding other metallic elements to the brazing alloy, typically Group IVB elements, especially titanium, but also other elements as chromium, which can be used with silicon nitride [95]. The addition of an active element induces a considerable improvement in the wettability, thanks to its chemical reactivity with the ceramic surface, which gives rise to a modification of metal-ceramic interface chemistry [73]. The chemical reactions and the microstructures at interfaces are very complex and, since they can relate to the bond strength and the reliability of the joint, they have been the subject of thorough investigations [90]. Much of the literature on ceramic-metal active brazing has been focused on the nature of the interactions between the ceramic substrate and active brazing alloys with the aim of understanding how the wetting behaviour can be improved but also the metal substrate can play an important role because it can affect the thermochemical behaviour of the brazing alloy [7, 47].

1.2.2 Residual Stresses

Making a joint by brazing involves the formation of interfaces between dissimilar materials and this inevitably results in the generation of residual stresses as the bonded assembly cools: at the interface the material with the lower coefficient of thermal expansion will be in compression while the other in tension. The intensity and influence of these contraction stresses can be particularly marked for assemblies of ceramic and metallic components because of their often very different thermal expansions and of the negligible ductility of ceramics. High integrity interfaces produced by selecting suitable materials and process parameters usually do not fail because of these residual stresses but their ability to resist external loads will be degraded. Thus it is of vital importance to mitigate the effects of cooling stresses as much as possible and this is mainly a matter of a careful design aimed at minimizing the influence of the mismatched thermal expansions.

In the last twenty years great efforts have been devoted to study this problem: the matter has been tackled from different points of view, some aspects of it have been highlighted and some possible “stress-reduction” strategies have been proposed. The research has followed three interrelated main directions:

- evaluation of the residual stress field by analytical and numerical models and by
experimental techniques;

- characterization of the effect of residual stresses on the strength and on the fracture behaviour of the joint;

- study of the influence of residual stresses on the fatigue behaviour and durability of the joint.

Some solutions have been proposed in order to reduce the amount of residual stresses in joints:

- choice of suitable materials;

- interposition of interlayers between the two joining partners;

- optimization of the shape of the joint;

- reinforcement of the braze;

- thermal treatments after cooling.

Evaluation of Residual Stresses

Some analytical models for the estimation of residual stresses have been formulated. They are usually developed from precise and strong hypotheses both on the geometry of the joint and on the constitutive laws of the components (e.g. linear elastic behaviour): there are models specially designed for coatings [45, 26], for joints with interlayers [124] and for layered plates [48, 50]. Such strong hypotheses limit the applicability of these models (residual stresses often exceed the elastic limit both of the metal partner and of the brazing or interlayer alloy). In some cases they can constitute an efficient and easy-to-use guide for preliminary design, but they can often be misleading.

A much more powerful way of investigating residual stresses is provided by finite element modelling, which has been massively used with increasing calculating power of computers [78]. One first aspect to cope with is the joint geometry, as the more commonly used configurations, such as joints between two flat surfaces, lead to singularities in the stress field (as predicted by analytical models), which can sensibly affect the model response. This problem can be tackled by adopting two different strategies: either by minimizing the parts of the mesh influenced by singularities (a very refined mesh around the singularity points is required [62], or by choosing an alternative strength metric other than stress values, such as strain energy [91]. The second important issue is represented by the constitutive laws assigned to the different materials which form the interfacial layers: despite knowing the rheology of both the joining partners and the interlayer, it is difficult to determine
the joint behaviour because of the presence of different phases at the interface, due to its complex chemistry [57, 72]. In most models reported in literature, the ceramic partner is assumed to be elastic while the metal and the interlayer are assumed to be elastoplastic (the introduction of non linear behaviours being a major improvement with respect to analytical models); in some of them (for example [121, 126]) temperature dependence is introduced, this factor being especially determinant for metals [96]. Since the brazing of ceramic-metal joints is carried out at relatively high temperatures (700-1100 °C), the inclusion of creep in the constitutive law in finite element analyses would make it possible to calculate the effect of a particular cooling rate from the braze temperature on residual stresses [105], unluckily time-dependence can rarely be implemented because of the lack of experimental data, as valid calculations require a constitutive law for the braze metal which accurately predicts the strain rate over a wide range of temperatures.

Numerical models can provide meaningful results only if pertinent experimental strategies are followed in parallel and experiments need the guideline provided by numerics. Along with finite element analyses some experimental methods for measuring residual stresses have been tested with different levels of success, depending on the joined materials and on the geometry of the joint:

- **X-ray diffraction (XRD):** it can provide reliable measurements of residual stresses on the external surface of the specimen (up to a depth of some microns) and, as a consequence, it is particularly suited for coatings [75]. However it can be a significant stress indicator also with bulk specimens, because the highest stress values are always located in the surface regions of specimens (where theoretical models foresee singularities) [66, 85].

- **Neutron diffraction:** it is particularly suited for probing the residual stresses within the bulk of a specimen because neutrons penetrate deep into most engineering materials, while XRD measurements are limited to the superficial part [89, 116]. The main drawback is that the gauge volume is quite large, e.g. in the order of 1 mm³. Thus in order to be representative the measurements should be carried out only in large regions under almost uniform stress.

- **Micro-indentation methods:** they have been used to investigate residual stresses in the ceramic portion (e.g. the indentation fracture method [66], whose main limitation is the finite size of the produced cracks) or to have a rough estimate of the gradient of the elastic properties in the interlayer. Of course they can be applied only with relatively thick brazing gaps [4].

- **Crack compliance methods:** residual stresses are estimated by residual strain relaxation. The general procedure is to progressively cut through the specimen, measure
released strain and use it to compute residual stresses via an analytical or numerical model. The most difficult problem in this method is the cutting of the ceramic which has to be performed without introducing additional stresses in the material. In case the ceramic is electrically conductive electro discharge machining (EDM) can be used [41].

- Layer peeling methods: this technique can be applied to beam- or plate-shaped specimens. A strain gauge is attached on one face of the sample to measure the strain induced by incremental grinding of the opposite face [53, 113]. The limitations of this method are again related to the nature of ceramics: grinding can be troublesome due to their hardness especially when removal of thin layers is required for the determination of high gradient stress profiles (a suitable alternative, when feasible, is chemical etching) [99].

- Hole drilling methods: in several drilling processes a hole is machined. This material removal relieves residual stresses which can be estimated by measuring surface strains around the hole [21]. The drilling procedure is particularly delicate: a low drilling depth per drilling step should be adopted and heat development has to be negligible.

**Joint Strength and Fracture Behaviour**

The most direct way of qualifying a joint is the evaluation of its strength. Because of the absence of any standardized method, the mechanical strength of ceramic-metal joints has been conventionally evaluated by either shear, tension, three- or four-point bend tests. The relationship between the various kinds of tests has not been clarified yet (even if some effort has been devoted in this direction [68]) and both the geometry of the specimen and the test configuration influence the measured strength values; these factors make results hardly comparable, unless the adopted test method is the same (in Figure 1.4 some of the specimen geometries reported in literature are depicted).

In order to understand how residual stresses affect the overall strength of the joint, two main aspects have been investigated:

- cracking due to cooling: residual stresses can cause cracking in the ceramic (and plastic deformation in the metal), especially for higher temperature joining processes. Joints in which the CTE of the ceramic partner is lower than that of the metal tend to crack in the ceramic while those with a higher CTE for the ceramic tend to fail along the interface [9] and various types of cracks can be identified (e.g. radial, branch and perimeter cracks in axisymmetric specimens [63]). Indeed there are no unique trends in the variables that govern residual stresses and cracking patterns; consequently it is
Figure 1.4: Specimen geometries reported in literature (units: mm): (a) four point bending, [108, 111, 112, 126, 127]; (b), (c), (d) shear, [92], [110] and [96, 125], respectively; (e) tensile, [68].
critically important for bond strength optimization to identify the dominant fracture characteristics of the material combination being considered [22];

- crack propagation in bend tests: when the bond has a sufficiently high fracture energy that failure does not occur at the interface, the major limitation on the joint strength concerns stress concentrations in the ceramic near the interface. Several characteristics of the joint govern its fracture behaviour: the magnitude of the stress and of the energy release at edge flaws depend on the thermal expansion misfit and on plastic strain relaxation [40] while the mode mixity of interface cracks seems to be governed by the interlayer thickness [103, 122] and by the their distance from the interface [56]. Despite the complexity of the problem some criteria have been formulated in order to study and predict such a phenomenology (e.g. one proposed approach consists in the separation of elastic and plastic contributions to the energy release rates [60]) but they lack generality.

Fatigue Behaviour

Durability is perhaps the most important keyword in ceramic-metal joint design: if the joints cannot enjoy a long service life the choice of ceramic-metal tools instead of bulk metal ones will be almost senseless, because the peculiarities of ceramics will not be exploited. Joints are usually evaluated either in terms of mechanical fatigue strength [67] or in terms of resistance to thermal cycles [93, 123]; in both cases a sensible decrease in strength can be observed (as expected) but the novelty with respect to static tests is that the failure of the joint is shifted from the ceramic near the interface to the ductile interlayer at the interface, that is to say that its plasticity dominates the fatigue strength of the joint.

Residual Stress Reduction

A ceramic-metal joint is a system consisting of materials that are both physically and mechanically different. The strength of the joint is governed mainly by residual stresses, which depend on a number of variables that include the mismatch between the elastic properties of the two materials, the plastic flow at the interface and the defects introduced into the joint and interface. It is possible to reduce the amount of residual stress by working on each of the mentioned aspects:

- choice of the materials: the materials to be joined have to be “economically alluring” and chemically compatible; these two criteria usually do not leave much room to the designer’s choice. However, in the few cases in which one can choose among different alternatives, the criterion should be the similarity in the coefficients of thermal ex-
pansion of the components, that is to say ceramics with relatively high CTEs (such as zirconia) and metals or alloys with relatively low ones (for example Kovar®);

- interposition of layers between the two joining partners: ductile metal interlayers at the joint interface can significantly relieve the residual stresses. However, single interlayers have drawbacks. For example, copper interlayers provide maximum reduction of residual stresses, but their applicability in real systems is limited due to their low resistance to corrosion and oxidation at high temperatures. To overcome these limitations and for a more effective release of residual stresses, multiple [91] and functionally graded interlayers [118, 119] have been developed with some success, but there is still only a quite qualitative understanding. In addition, experimental results reported in literature sometimes are not in agreement;

- optimization of the shape of the joint: high stress gradients and concentrations depend on the geometry of the joints; they can be eliminated by adopting non-planar interfaces that would offer also another advantage: the increase in the bond area [49, 109]. In joint design this approach is seldom practicable, but in the few cases it is, it can lead to significant improvements;

- introduction of controlled porosity in the interlayer: the idea is to increase strength by reducing the bonded area. A certain degree of porosity can improve residual stress relief in the joint but weakens the interface. Thus to apply this strategy this trade-off has to be studied carefully. Moreover this approach introduces additional complexities in the manufacturing procedure [92];

- reinforcement of the braze: the addition of low CTE materials (particles or fibers) to the brazing paste can alleviate the problem of residual stresses; the main difficulty to overcome in this approach is related to the chemical compatibility of the reinforcement: in literature some successful couplings are reported, such as carbon fibers in a brazed alumina-steel joint [128, 129] and zirconia particles in a hot-pressed zirconia-steel joint [74];

- thermal treatments after cooling: they are a well-known way of releasing stresses in metal production and have already been successfully adopted in the case of joints between ceramic and metals with slight differences in CTE [96].

1.3 Goals and Approach

As synthetically summarized in Section 1.2, much work has been done in the field of ceramic-metal brazing. However, while the aspects belonging to the field of materials
science, e.g. the problems related to wetting, have been thoroughly investigated, a comparable understanding from the point of view of solid mechanics, e.g. the prediction and reduction of residual stress, has not yet been achieved.

The objective of this thesis is to make progress in this direction by exploring the potential of active filler metals reinforced with ceramic particles. In this framework, a methodology is developed to assess the mechanical properties of filler alloys and to study how they influence the residual stress field in joints. Moreover, the particles allow producing thicker brazes since they prevent the melted filler from flowing out of the joint region. Thus by using reinforced fillers it is possible to study not only the influence of the filler metal mechanical properties but also that of the brazing gap.

Since this work aims at improving the understanding of the mechanics of ceramic-metal joints rather than maximizing their performance, the study concentrates on one material system, that is to say one ceramic and one metal joining partner, the ceramic composite Si₃N₄/TiN and a case-hardening steel, joined by means of a AgCuTiIn active filler reinforced with SiC particles. By varying the amount of reinforcement it is possible to tailor the mechanical properties of the filler and to study their effect on the joint.

Thus the first task of this work was the study of this composite brazing filler, which, due its active nature, revealed to be challenging both experimentally, especially in terms of specimen production, and from the modelling point of view, since it required an inverse homogenization approach.

Once the mechanical properties of the braze filler were assessed, it was possible to focus on the characterization of the joints in terms of residual stresses and strength, with X-ray diffraction measurements and bend tests being accompanied by pertinent finite element models.

The understanding of the studied system eventually provided some guidelines for the choice of the brazing filler for the best design of ceramic-metal assemblies in terms of residual stresses.

1.4 Thesis Outline

The present work is structured in six chapters (including the present introduction):

Chapter 2 contains the description of the specimen fabrication procedures and discusses the aspects related to this part of the experimental work carried out during this project.

Chapter 3 is dedicated to the developed three-dimensional model for the homogenization of the elastic and plastic properties of particle reinforced composites. The microstructure is described by means of a novel technique, consisting of generating particles in
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a pre-existent constrained Delaunay tetrahedralization of a cubic volume by means of a modified random adsorption algorithm. Moreover, a criterion to assess the model representativeness in the case of elastoplasticity is proposed based on the amount of elastic energy stored in the composite.

Chapter 4 addresses the characterization of composite braze fillers. The microstructure is investigated by electron and optical microscopy accompanied by energy dispersive analysis using X-rays and image analysis for phase identification and quantification. The mechanical properties are obtained by means of a combined experimental and numerical approach, in which the results of traction tests at room temperature are studied by means of inverse homogenization and extended to a larger temperature range by classic homogenization.

Chapter 5 deals with the characterization of ceramic-metal joints. Residual stress are measured by means of the X-ray diffraction technique and the results are compared with the predictions obtained by finite element modelling. Joints are tested in four-point bending and also in this case the experiments are accompanied by pertinent finite element models. Finally the influence of different parameters (related to the joint geometry and to the mechanical properties of the materials) on the joint performance is analysed with the help of a parametric finite element model and general guidelines for the design of ceramic-metal joints are provided.

Chapter 6 consists of a summary of the obtained results and provides an outlook on the possible future work both on the techniques specifically developed during this project, such as the mechanical testing of bulk fillers or the homogenization model, and more in general in the field of ceramic-metal joints.
Chapter 2

Specimen Fabrication

A major part of the experimental work carried out in this thesis has been dedicated to the fabrication of specimens. Two specimens have been designed: a beam shaped ceramic-metal joint and a bulk braze alloy dogbone specimen for tensile tests. The manufacturing of these specimens is not a straightforward process and requires several intermediate steps and the use of some special equipment such as a vacuum furnace and brazing accessories. In this Chapter the fabrication procedures developed and adopted in the project are presented as well as the related equipment. This description is preceded by an introduction on the used materials.

2.1 Materials

Making a ceramic-metal joint is a process which involves at least three materials: the ceramic, the metal and the brazing filler. Actually in this work many additional materials were used, besides those three: some, such as the binder, were used for the fabrication of the specimens themselves, others in the vacuum brazing equipment, such as molybdenum. In the following the used materials will be listed, grouped in three categories, according to their function: joining partners, braze fillers and other materials.

Joining Partners

- \( \text{Si}_3\text{N}_4/\text{TiN} \): sintered silicon nitride ceramic features an excellent combination of mechanical, thermal, and chemical properties. The incorporation of titanium nitride in silicon nitride leads to two major improvements: an increase of the fracture toughness and a decrease of the electrical resistivity down to a level at which it is possible to machine the material by electro discharge machining [35, 46, 65]. A commercial-grade \( \text{Si}_3\text{N}_4-30 \text{ wt.\% TiN} \) composite, which was subject of previous research at EMPA [13],
was used in this work (its mechanical properties are summarized in Chapter 5, Table 5.5).

- **Steel**: a case-hardening steel, Böhler E200 (DIN 1.5752, ECN35, AISI3310), was chosen as metal joining partner, since it had already been successfully used in previous work on ceramic-metal joints at EMPA [14]. The mechanical properties are summarized in Table 5.6.

**Braze Fillers**

- **Incusil™ABA®**: it is an active filler produced by WESGO®, Erlangen, Germany. Its composition, \( \text{Ag}_{59}\text{Cu}_{27.25}\text{In}_{12.5}\text{Ti}_{1.25} \), is based on an AgCu eutectic alloy with addition of In to lower the melting point and Ti to activate the braze. It has solidus and liquidus temperatures of 605 °C and 715 °C respectively. It was used in foil form (50 µm thick) and in powder form (mesh 325, grain size less than 45 µm) for brazing and for the fabrication of dogbone specimens, while a small amount in wire form (diameter 1 mm) was used for additional tensile tests (as reported in Section 4.1). The use of AgCuTi and AgCuTiIn for the production of ceramic-ceramic and ceramic-metal joints is widely reported in literature, typically for joining Si₃N₄, but also other ceramics. For instance in [70, 71] Incusil™ABA® is used for various ceramic-metal combinations while in [130] AlN is brazed to different metals by a AgCuTiIn alloy.

- **Cu₇₃.₉Sn₁₄.₄Ti₁₀.₂Zr₁.₅**: it is an experimental active braze filler [11] which has a brazing temperature of 950 °C, about 200 °C higher than that of Incusil™ABA®. It was used to manufacture additional parts such as molybdenum moulds.

- **SiC**: although it is a ceramic, SiC is listed among the braze fillers since, to make composite fillers, Incusil™ABA® was reinforced with SiC particles (Alfa Aesar® SiC 99% mesh 325, particle size less than 45 µm).

- **Binder**: in the process of production of the composite filler a binder (octyl acetate - 0.4 wt.% cellulose nitrate) was used.

**Additional Materials**

- **Molybdenum**: it is a refractory metal typically used for vacuum technology applications due to its high melting temperature (about 2600 °C). Actually, it can work at temperatures above 1100 °C (in non-oxidizing conditions), which are higher than the service temperatures of steels and nickel-based superalloys. When exposed to temperatures in excess of 760 °C in air rapid oxidation can result. Thus, molybdenum
performs best in vacuum environments. In this project it was used for the fabrication
of crucibles and of the metallic parts of the jig for brazing ceramic-metal joints.

- MACOR: it is a glass ceramic which is machinable with ordinary metal working tools.
  Nevertheless it exhibits a rather high service temperature, 1000 °C, and almost no
  porosity and degassing. Thus it is widely used in high vacuum applications (in the
  present case the jig for brazing ceramic-metal joints is mainly made of it).

- Alumina (Al₂O₃): it is a ceramic material which has a wide range of applications due
to its versatility and low cost. Here it was used for the fabrication of accessories for
the vacuum furnace, e.g. supporting plates, and for some parts of the jig for brazing
ceramic-metal joints.

- PTFE: it was used in foil form as anti-stick for the casting of the composite filler.

2.2 The Vacuum Furnace

In active brazing the most important requirement for a successful result is the quality
of furnace in terms of vacuum level and temperature control. During this thesis all the
specimens were produced in a GERO F-VS 100-200/13 system which is a standard elec-
trically heated ceramic tube furnace combined with a high vacuum system (Figure 2.1).
The furnace allows a maximum heating rate of 300 °C/min and a maximum continuous
operating temperature of 1350 °C. No cooling system is provided, thus all the specimens
underwent the characteristic cooling of the furnace itself (Figure 2.2). The vacuum system
consists of turbomolecular pump (Leybold PT151) combined with a preliminary vacuum
pump (Leybold TRIVAC B) and is linked to the furnace tube by water-cooled flanges. This
furnace allowed to carry out all the sintering and brazing processes in optimal conditions
(at pressures lower than 1 · 10⁻⁵ mbar).

2.3 Production of the Reinforced Filler

To make a composite active braze filler, Incusil™ABA® was reinforced with 9, 18, 27 vol.%
SiC particles. The composite fillers were produced in two forms: dogbone specimens for
tensile tests and pills to be inserted between the joining partners in ceramic-metal joints.

2.3.1 Brazing Pills for Ceramic-Metal Joints

Incusil™ABA® and SiC powders were weighed and mixed with the addition of an equiva-
lent volume of binder (for Incusil™ABA® and SiC densities the values 9.7 g/cm³ and 3.2
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Figure 2.1: The vacuum furnace system: (a) overall view of the furnace; (b) the preliminary vacuum pump, the turbomolecular pump and the vacuum control system; (c) the vacuum flange and the pressure measuring tubes.

Figure 2.2: Typical cooling process after brazing.
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Figure 2.3: Incusil™ABA®-18 vol.% SiC pills after sintering.

$g/cm^3$ were assumed) The slurry was cast on a glass plate coated with PTFE and spread manually. To control the thickness of the pills the slurry was confined in a crucible formed by superposing layers of tape. The slurry was dried for four hours at 100 °C to obtain a green preform from which small pills of $4 \times 5$ mm$^2$ were cut. Since the pills were too fragile to be handled in the assembly of ceramic-metal joints they were sintered in vacuum for 240 minutes at 640 °C (in Figure 2.3 some Incusil™ABA®-18 vol.% SiC pills are shown).

2.3.2 Dogbone Specimens for Filler Characterization

The fabrication of active braze filler bulk specimens is a challenging task because the dogbone specimens have to be representative of the braze fillers actually obtained in the ceramic-metal joints; thus the histories of the two materials have to be as similar as possible. Moreover the whole processing is made more difficult by the active nature of these materials (this explains why in literature only few attempts of producing bulk active filler specimens are reported, despite the widespread interest in active brazing, e.g. in [104] a procedure for the production of bulk Nioro®ABA, Au$_{82}$Ni$_{15.5}$V$_{1.75}$Mo$_{0.75}$, and CusilABA®, Ag$_{63}$Cu$_{35.25}$Ti$_{1.75}$, is developed).

In the present work the bulk filler specimen were produced by melting Incusil™ABA® powder in molybdenum crucibles. High purity molybdenum in sheet and bar form was used for the crucible fabrication: a 1 mm thick sheet was cut and plied to obtain vessels whose ends were capped by means of fitting molybdenum pieces machined out of a bar. The caps were brazed onto the vessels by using the CuSnTiZr braze filler (a crucible can
be seen in Figure 2.4). Incusil™ ABA® and SiC were weighed and mixed without the aid of the binder, as in this case there was no need of shaping the filler alloy, and the composite powders were poured into the crucibles (each crucible was filled with about 40 g of powder). The crucibles were introduced into the vacuum furnace (due to the dimensions of the furnace hot zone a maximum of two crucibles could be processed at the same time) to undergo the thermal cycle reported in Figure 2.6. This thermal cycle is characterized by three dwell temperatures:

1. 510 °C (dwell time 150 min): between 400 °C and 500 °C the dehydrogenation of TiH$_2$ takes place [10]. Since the two crucibles contain a total of about 80 g of Incusil™ ABA® a considerable amount of H$_2$ is released with a consequent increase of pressure in the furnace chamber. The dwell step allows the vacuum system to evacuate the H$_2$ and to re-establish a sufficiently good vacuum;

2. 640 °C (dwell time 240 min): the powders undergo the same sintering as the composite filler pills for joints;

3. 750 °C (dwell time 20 min): at the same brazing temperature adopted for ceramic-metal joints the powders are melted. The dwell time in this case is slightly longer (5 minutes) due to the much larger amount of material to be molten.

Two rectangular plates ($6 \times 2 \times 55$ mm$^3$) of bulk braze filler were mechanically machined out of each mould (Figure 2.5). The last step of the fabrication procedure consisted in
2.4 Fabrication of Ceramic-Metal Joints

As highlighted in Chapter 1, one of the problems when directly comparing the joint strengths with data reported in literature is the absence of standard testing methods and the wide range of the used specimen types and geometries (some are displayed in Figure 1.4). In the present study the joint geometry was chosen with the aim of carrying out 4-point bend tests based on the standard EN 843-1 for advanced ceramic flexural testing, with a specimen size of $3 \times 4 \times 50$ mm$^3$. Thus the ceramic and steel joining partners were machined to form $3 \times 4 \times 25$ mm$^3$ bars and Incusil™ABA® in sheet form was cut into $4 \times 5$ mm$^2$ foils (the same size as the composite filler pills).

All the materials were degreased and cleaned prior to brazing by using wet chemical methods: the steel and the braze filler with acetone in an ultrasonic bath while the ceramic with aqua regia (nitric acid and hydrochloric acid in a volumetric ratio of one to three). The materials were then separately degassed in the vacuum furnace at temperatures of 550 °C, 950 °C and 1100 °C for the braze foils, steel and ceramic, respectively.

The brazing experiments were performed by placing the joining partners in a specially...
Figure 2.6: Thermal cycle for the fabrication of braze filler bulk specimens.

Figure 2.7: Braze filler dogbone specimen dimensions (units: mm).
constructed brazing jig (Figures 2.9 and 2.10) which was designed to host four joints and to guarantee the correct alignment. In the final stage of the assembly, the brazing filler was placed between the steel and the ceramic. To keep the braze in the correct position and to assure contact throughout the process, a small compressive load was applied on the ceramic joining partner, which was allowed to slide on the jig. Then the brazing jig was placed on an alumina plate and introduced into the vacuum furnace. Brazing was performed according to the thermal cycle reported in Figure 2.8: the specimens were heated up to a brazing temperature of 750 °C and held there for 15 minutes before cooling down in vacuum. After brazing, the quality of the brazed joint was checked by visual inspection to confirm that wetting of the ceramic had occurred and that neither misalignments of the joining partners nor significant defects in the braze region were present.
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Figure 2.9: The brazing jig inside the vacuum furnace

Figure 2.10: The brazing jig with four brazed joints.
Chapter 3

Homogenization Model

The composite fillers Incusil™ABA®-SiC can be classified as particle reinforced metal matrix composites (PRMMC). The family of particle reinforced or particulate composites has emerged as a possible alternative to conventional fiber reinforced composites. For example, PRMMCs have shown great potential and have been the object of intense research for the last twenty years in the aerospace field: typically, these materials consist of an aluminium alloy matrix reinforced with ceramic particles. Another important group of particulate composites is that of reinforced polymers with many applications for instance in the automotive industry. The particulate morphology can also be found in a number of other material systems: reinforced concrete can also be thought of as a particle reinforced composite or ceramics can also be modelled as particulate composites and are candidate materials for many high temperature applications. Consequently, the characterization and modelling of the mechanical behaviour of such materials are fundamental to their reliable use.

3.1 Review of Existing Models

The existing modelling approaches can be divided into two main groups [15]: the first includes methods which statistically describe the microstructures (mean field approaches and variational bounding methods) and the second those which are based on (numerical) modelling of discrete microstructures (periodic microfield, embedded cell and windowing approaches). Thanks to the progressive increase of available computing power, several models of the latter type have been proposed in recent years to study both linear and nonlinear mechanical behaviours of heterogeneous systems. However, most reported models are two dimensional. The morphology of the microstructure can be either directly derived from an experimental image, on which a finite element mesh is superposed, e.g. [33, 24], or reconstructed by assigning the particles a shape, usually circular or rectangular,
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e.g. [17]. Although they capture some of the physical aspects of the actual material properties, planar models are not able to predict the effective behaviour of composites with randomly distributed particles, especially in the elastoplastic range as suggested in [52] and extensively demonstrated in [16]. Plane stress models tend to underestimate the strengthening effect of the particles whereas plane strain models tend to overestimate it. As a consequence, three dimensional models are required.

The geometrical description of a three dimensional microstructure is much more challenging than in the planar case. Experimental techniques to obtain three dimensional images of actual microstructures are complex and expensive and can be used only in rare cases (e.g. in [55, 18] a real three dimensional image of microstructure obtained by holotomography is directly used as input for the model, while in [25, 102] the three dimensional microstructure is reconstructed from two dimensional images by means of a serial Sectioning process). As for the two dimensional approaches the alternative is constituted by methods in which particles are assumed to have arbitrary shapes (in most cases spherical). These approaches give more accurate results [37], but present two main drawbacks: particles with an imposed shape are not always representative of the real microstructure (as in the two dimensional case); moreover the generation and meshing of the geometry can be quite demanding especially if composites with different compositions and particle distributions are to be studied.

In the present work a novel technique to generate the microstructure geometry is proposed. This method allows reproducing the actual shape of ceramic particles normally used in particle reinforced composites. Unlike other methods, particles do not need to be drawn and then meshed but are generated in an existing finite element mesh; this makes it possible to easily model particle reinforced composites with different reinforcement volume fractions since the geometry does not need to be redefined for each composition.

The size of the representative volume element (RVE) is assessed for the thermoelastic behaviour and a procedure is developed to check the representativeness when plasticity is taken into account. No attempt is made to compare the present results with existing numerical and analytical models; however the developed model is tested on a real PRMMC for which the elastoplastic behaviour both of the matrix metal and of the actual composite are known.

3.2 Generation of the Multi-Particle Cell

A cubic multi-inclusion unit cell microstructural model is proposed. The domain is discretized by the Constrained Delaunay Tetrahedralization (CDT), a variation of the Delaunay tetrahedralization.

The Delaunay tetrahedralization can be defined as follows: Let $S$ be a finite set of...
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points in \( \mathbb{R}^3 \). Four non-coplanar points \( s_i, s_j, s_k \) and \( s_l \) are the vertices of a Delaunay tetrahedron \( t \) if and only if there exists a location \( x \) which is equally close to \( s_i, s_j, s_k \) and \( s_l \) and closer to \( s_i, s_j, s_k \) and \( s_l \) than to any other \( s_m \in S \). The location \( x \) is the center of circumsphere of \( t \).

The decomposition of a three dimensional geometric object \( \Omega \) into a tetrahedral mesh implies that the boundary (including internal boundaries and holes) of the object \( \partial \Omega \) has to be respected by mesh faces. The Delaunay tetrahedralization of the object vertices generally does not satisfy this requirement. The CDT is a variation of the Delaunay tetrahedralization which can respect an imposed boundary, thus allows meshing domains of a given shape. To define a constrained Delaunay tetrahedron it is necessary to introduce the concept of visibility between two points. The visibility between two points \( s_i \) and \( s_j \) is occluded if there is a constraining polygon \( f \in \partial \Omega \) such that \( s_i \) and \( s_j \) lie on opposite sides of the plane which includes \( f \) and the line segment \( s_is_j \) intersects \( f \). Four non-coplanar points are the vertices of a constrained Delaunay tetrahedron \( t_c \) if its circumsphere encloses no \( s_m \in S \) visible from any location in the relative interior of \( t_c \). Note that the two definitions are the same except for the fact that in the CDT the portion of volume of the circumsphere which lies outside \( \partial \Omega \) is ignored.

In our application the CDT is carried out by the software TetGen [101] which ensures quality mesh generation by controlling element distortion (the adopted metric is the maximum radius-edge ratio \( r_{\text{max}} \), which is the ratio between the radius of a tetrahedron circumsphere and its shortest edge). Moreover, it provides additional features such as the possibility to limit the maximum tetrahedron volume \( v_{\text{max}}^t \) and to impose the coordinates of an additional set of vertices \( \tilde{S} \). The latter feature is exploited to create vertices in random positions both on the surface and inside the domain, in order to allow a certain degree of perturbation in the CDT, which otherwise would lead to too regular meshes, not suitable for the purposes of this work.

In the present work the process of generating the multi-inclusion unit cell is divided into two main stages: the discretization of the cell volume and the creation of the microstructure. The first stage is made of four main steps:

1. Definition of the cell domain \( \Omega \) and of its boundary \( \partial \Omega \).
2. Creation of a set \( \tilde{S} \) of imposed vertices: \( \tilde{S} = \{ \tilde{s}_1, \ldots, \tilde{s}_n : \tilde{s}_i \in (\Omega \cup \partial \Omega) \} \).
3. Definition of \( r_{\text{max}} \) and \( v_{\text{max}}^t \).
4. CDT of \( \Omega \) with respect to \( r_{\text{max}} \) and \( v_{\text{max}}^t \).

The composite microstructure is produced in the second stage: the reinforcement volume fraction \( V_r \), the minimum and maximum particle volume (\( v_{\text{min}}^p \) and \( v_{\text{max}}^p \), respectively) are
imposed and particles are generated in the tetrahedralized cubic domain according to the following iterative procedure:

1. Choice of a random vertex $s$ as nucleation point for a particle $p$: the particle is the set of tetrahedra which share $s$: $p = \{t_1, \ldots, t_n : s \in t_i\}$.

2. Test on the particle volume: if the particle volume does not satisfy the prescribed constraints the particle is discarded and another random vertex is chosen.

3. Tests on the particle position: the particle is discarded if it overlaps (shares a tetrahedron $t_k$) or touches (shares a facet $f_k$) another particle, nevertheless particles are allowed to share edges.

4. The particle $p$ is included in the set $P$ of valid particles: $P = \{p_1, \ldots, p_n : v_{\text{min}}^p \leq v_i^p \leq v_{\text{max}}^p ; \forall f_k, t_k \in p_i, \forall p_j \in P \Rightarrow f_k, t_k \notin p_j\}$.

The procedure is repeated until the design reinforcement volume fraction $V_r$ is obtained (the algorithm flowchart is reported in Figure 3.1). The proposed approach is suitable to obtain statistically homogeneous particle distributions and is a variant of the Random Sequential Adsorption (RSA), in which particles placed sequentially at random positions are accepted if they do not overlap any of the formerly created particles and rejected otherwise [43]. The RSA has attracted a lot of attention in the last thirty years and has been applied in several fields, e.g. to reconstruct dispersions [97]. The most immediate way to characterize the RSA is by means of the jamming limit, which is the maximum
obtainable inclusion volume fraction and has been determined for different particle shapes, e.g. for two dimensional discs it is $0.547 \pm 0.002$ while for aligned squares it is $0.562 \pm 0.002$ [34].

The present algorithm has been applied to study almost monodisperse reinforcement powders (a 13% tolerance on the particle volume is allowed) randomly distributed in the volume under consideration (figure 3.2). Typically one particle consists of about 24-26 elements (12-13 in case of particles generated from nodes lying on the cube faces) and exhibits an almost convex shape which resembles that of ceramic powders actually used in composites, which are made of irregular polyhedral particles (figure 3.3).

To obtain a rough estimate of the jamming limit, tests were carried out with up to $10^7$ iterations and a value of about 0.26 was observed (in the case of identical spheres it is $0.382 \pm 0.003$ [100]). Note that particles were allowed to share edges in order to raise the jamming limit in the case of monodisperse reinforcement. However, in the case of a composite with 0.25 reinforcement volume fraction (the largest considered in the present work), the number of shared edges is less than 4% of the total number of edges on the surface of particles (the average particle surface consists of 36-39 edges). Moreover, due to the way particles are generated, one edge can be shared by no more than two particles and shared edges are randomly oriented. Thus it is very unlikely to find in the model chains of shared edges sufficiently long to significantly influence the strain field in the matrix material. Following these considerations it is assumed that the effect of particle shared edges on the model global response is negligible.

To achieve higher volume fractions without relaxing the constraints on the particle size distribution, more sophisticated algorithms are required: one possible strategy could be to identify all the particles having a compatible size and then to choose those leading to a higher $V_r$.

The obtained finite element model is solved and post processed with ABAQUS® software package [1]. Quadratic elements are employed to model the thermoelastic behaviour while in elastoplasticity modified 10-node elements are employed to avoid possible volumetric locking in yielded matrix regions. Perfect adhesion between particles and matrix is assumed throughout the whole study.

### 3.3 Elastic Behaviour

For heterogeneous elastic materials admitting a RVE, the effective stiffness tensor $\overline{C}_{ijkl}$ and the effective compliance tensor $\overline{D}_{ijkl}$ are linked to the average stress tensor $\langle \sigma \rangle_{ij}$ and the average strain tensor $\langle \varepsilon \rangle_{ij}$

$$\langle \sigma \rangle_{ij} = \overline{C}_{ijkl} \langle \varepsilon \rangle_{kl}$$

(3.1)
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Figure 3.2: An example of a unit cell with $V_r = 0.05$ (part of the matrix elements are not displayed to show the particles).

Figure 3.3: A typical SiC powder used as reinforcement in composites (image obtained by scanning electron microscopy) and a typical model particle.
3.3. ELASTIC BEHAVIOUR

\[ \langle \varepsilon \rangle_{ij} = \overline{D}_{ijkl} \langle \sigma \rangle_{kl} \]  

(3.2)

The macroscopic responses \( \langle \sigma \rangle_{ij} \) and \( \langle \varepsilon \rangle_{ij} \) are defined as

\[ \langle \sigma \rangle_{ij} = \frac{1}{\Omega} \int_{\Omega} \sigma_{ij}(x) \, d\Omega \]  

(3.3)

\[ \langle \varepsilon \rangle_{ij} = \frac{1}{\Omega} \int_{\Omega} \varepsilon_{ij}(x) \, d\Omega \]  

(3.4)

where \( \Omega \) stands for the volume of the region under consideration while \( \sigma_{ij}(x) \) and \( \varepsilon_{ij}(x) \) are the local stress and strain fields.

Comparison of (3.1) with (3.2) yields

\[ \overline{C}_{ijkl} = (\overline{D}_{ijkl})^{-1} \]  

(3.5)

By definition the effective stiffness tensor \( \overline{C}_{ijkl} \) and the effective compliance tensor \( \overline{D}_{ijkl} \) are assumed to be boundary condition independent. Actually \( \Omega \) can be considered a RVE when the responses under static and kinematic uniform boundary conditions coincide [42]. This approach in principle is valid only for bodies of infinite dimensions, nevertheless, if applied on sufficiently large volumes, leads to very precise estimates of the effective mechanical properties.

To evaluate the stiffness tensor under kinematic uniform boundary conditions \( \overline{C}_{ijkl}^{(e)} \) six simulations are required, one for each column (the matrix notation is employed):

\[
\begin{bmatrix}
\langle \sigma \rangle_{11} \\
\langle \sigma \rangle_{22} \\
\langle \sigma \rangle_{33} \\
\langle \sigma \rangle_{12} \\
\langle \sigma \rangle_{23} \\
\langle \sigma \rangle_{31}
\end{bmatrix} =
\begin{bmatrix}
\overline{C}_{1111}^{(e)} & \overline{C}_{1122}^{(e)} & \overline{C}_{1133}^{(e)} & \overline{C}_{1123}^{(e)} & \overline{C}_{1131}^{(e)} & \overline{C}_{1132}^{(e)} \\
\overline{C}_{2211}^{(e)} & \overline{C}_{2222}^{(e)} & \overline{C}_{2233}^{(e)} & \overline{C}_{2213}^{(e)} & \overline{C}_{2231}^{(e)} & \overline{C}_{2232}^{(e)} \\
\overline{C}_{3311}^{(e)} & \overline{C}_{3322}^{(e)} & \overline{C}_{3333}^{(e)} & \overline{C}_{3313}^{(e)} & \overline{C}_{3331}^{(e)} & \overline{C}_{3332}^{(e)} \\
\overline{C}_{1211}^{(e)} & \overline{C}_{1222}^{(e)} & \overline{C}_{1233}^{(e)} & \overline{C}_{1213}^{(e)} & \overline{C}_{1231}^{(e)} & \overline{C}_{1232}^{(e)} \\
\overline{C}_{2311}^{(e)} & \overline{C}_{2322}^{(e)} & \overline{C}_{2333}^{(e)} & \overline{C}_{2313}^{(e)} & \overline{C}_{2331}^{(e)} & \overline{C}_{2332}^{(e)} \\
\overline{C}_{3111}^{(e)} & \overline{C}_{3122}^{(e)} & \overline{C}_{3133}^{(e)} & \overline{C}_{3112}^{(e)} & \overline{C}_{3132}^{(e)} & \overline{C}_{3131}^{(e)}
\end{bmatrix}
\begin{bmatrix}
\langle \varepsilon \rangle_{11} \\
\langle \varepsilon \rangle_{22} \\
\langle \varepsilon \rangle_{33} \\
\langle \varepsilon \rangle_{12} \\
\langle \varepsilon \rangle_{23} \\
\langle \varepsilon \rangle_{31}
\end{bmatrix}
\]

(3.6)

With the same procedure the compliance tensor under static uniform boundary conditions \( \overline{D}_{ijkl}^{(e)} \) can be calculated along with its inverse \( \overline{C}_{ijkl}^{(e)} \), the stiffness tensor under static uniform boundary conditions

\[ \overline{C}_{ijkl} = (\overline{D}_{ijkl}^{(e)})^{-1} \]  

(3.7)

The RVE size is achieved when the difference \( (\overline{C}_{ijkl}^{(e)} - \overline{C}_{ijkl}^{(r)}) \) is negligible, typically less than 5%.

Homogenization was carried out for the elastic behaviour of a typical particle reinforced metal matrix composite with the mechanical properties of the components shown in Table
### Table 3.1: Young’s moduli, Poisson’s ratios and coefficients of thermal expansion of the components.

<table>
<thead>
<tr>
<th>Material</th>
<th>$E$ [GPa]</th>
<th>$\nu$</th>
<th>CTE [°C$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matrix</td>
<td>73</td>
<td>0.33</td>
<td>2.15·10$^{-5}$</td>
</tr>
<tr>
<td>Particles</td>
<td>480</td>
<td>0.17</td>
<td>3.8·10$^{-6}$</td>
</tr>
</tbody>
</table>

3.1 [77]. In this study composites with amounts of reinforcement up to $V_r = 0.25$ were considered. The RVE size was assessed for the composite with the largest amount of reinforcement and five unit cells of increasing dimensions were modelled: the smallest contained 6 particles while the largest 705. The main features of the models are summarized in Table 3.2. To measure the cell size with respect to the particle dimension the metric $\xi$ is defined:

$$\xi = \sqrt[3]{\frac{V_{uc}}{V_p}}$$

where $V_{uc}$ is the unit cell volume and $V_p$ is the average particle volume.

It can be seen that the developed algorithm allows to obtain the prescribed composition very precisely: even in the case of the smallest volume the difference between the prescribed and the actual reinforcement volume fraction is less than 1% of the total volume. Effective stiffness tensors under static and kinematic uniform boundary conditions were determined for all the models and average stress and strain components (3.3) and (3.4) were computed by weighting the values in each integration point by the associated volume.

In Figure 3.4 the calculated Young’s moduli are reported. The difference between the Young’s moduli calculated under kinematic and static uniform boundary conditions $E^{(e)}$ and $E^{(\sigma)}$ is already about 3% for the 360 particle model, however for the sake of consistency with the rest of the work the composite effective elastic properties were computed for the cell with the largest size ($\xi = 14.12$).

The calculated stiffness tensor was that of a linear elastic isotropic material. No appreciable difference could be observed between the shear modulus as a function of Young’s
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Modulus and Poisson’s ratio and that obtained in case of pure shear boundary conditions. The results for all the considered compositions are reported in Table 3.3.

Note that all the models provide results which respect the Hashin-Shtrikman bounds [38] as shown by the data obtained for the shear modulus in Figure 3.5.

<table>
<thead>
<tr>
<th>$V_r$</th>
<th>$E$</th>
<th>$\nu$</th>
<th>$G(E,\nu)$</th>
<th>$G$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[MPa]</td>
<td></td>
<td>[MPa]</td>
<td>[MPa]</td>
</tr>
<tr>
<td>0.05</td>
<td>79973</td>
<td>0.323</td>
<td>30226</td>
<td>30433</td>
</tr>
<tr>
<td>0.10</td>
<td>87897</td>
<td>0.315</td>
<td>33414</td>
<td>33714</td>
</tr>
<tr>
<td>0.15</td>
<td>96538</td>
<td>0.308</td>
<td>36912</td>
<td>37427</td>
</tr>
<tr>
<td>0.20</td>
<td>106784</td>
<td>0.299</td>
<td>41107</td>
<td>41661</td>
</tr>
<tr>
<td>0.25</td>
<td>117984</td>
<td>0.290</td>
<td>45725</td>
<td>46397</td>
</tr>
</tbody>
</table>

Table 3.3: Elastic properties of the different composites.
3.4 Thermoelastic Behaviour

If thermal expansion is taken into account and a linear thermoelastic behaviour is assumed for both the matrix and the reinforcement, the overall stress-strain relations can be written in the form

\[ \langle \varepsilon \rangle_{ij} = D_{ijkl} \langle \sigma \rangle_{kl} + \alpha_{ij} \langle \sigma \rangle_{ij} \Delta T \] (3.9)

\[ \langle \sigma \rangle_{ij} = C_{ijkl} \left( \langle \varepsilon \rangle_{kl} - \alpha_{ij} \langle \varepsilon \rangle_{ij} \Delta T \right) \] (3.10)

where \( \alpha_{ij}^{(\sigma)} \) and \( \alpha_{ij}^{(\varepsilon)} \) are the effective thermal expansion tensors under kinematic and static uniform boundary conditions, respectively; \( \Delta T \) is a spatially uniform temperature difference with respect to the stress-free reference temperature. Comparison of (3.9) and (3.10) with (3.5) yields

\[ \alpha_{ij}^{(\sigma)} = \alpha_{ij}^{(\varepsilon)} \] (3.11)

There is no need to check the size of the RVE for the CTE since \( \alpha_{ij} \) for two-phase materials is directly related to the elastic moduli of the composite [69]. Simulations were carried out under both types of boundary conditions on the same unit cells adopted to characterize the elastic behaviour and the material proved to be isotropic

\[ \alpha_{ij} \approx \delta_{ij} \alpha \] (3.12)
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where $\delta_{ij}$ is Kronecker delta. The calculated CTEs for the different compositions and the comparison with the Schapery’s bounds [98] are depicted in Figure 3.6.

3.5 Elastoplastic Behaviour

In the case of linear elastic statistically isotropic particle reinforced composites, cubic cells with edges five times the inclusion characteristic size lead to very precise effective moduli as indicated in [32] and confirmed in the present work: the difference between the computed effective Young’s moduli under static and kinematic uniform boundary conditions is about 5% for the cell with $\xi = 5.69$. For elastoplastic matrix behaviours, considerably larger cells are required to achieve the RVE size, especially when large plastic strain develops, because the strain field is significantly more inhomogeneous than in the elastic case. In such cases a criterion to define the RVE is needed.

The same typical particle reinforced metal matrix composite considered for the elastic behaviour was modelled. The matrix was assumed to be elastoplastic and to follow the von Mises yield criterion

$$\varphi (\sigma_{ij}, \varepsilon^p) = \sqrt{3J_2} - k (\varepsilon^p)$$

where $\varepsilon^p$ is the equivalent plastic strain, $J_2$ is the second invariant of the stress deviator.
and \( k(\varepsilon^p) \) is the isotropic hardening law with the form
\[
k(\varepsilon^p) = \sigma_y + h (\varepsilon^p)^q
\]
where \( \sigma_y, h \) and \( q \) are the yield stress and the strain hardening parameters, respectively. The matrix material is assumed to have the elastic properties reported in Table 3.1, the uniaxial yield stress \( \sigma_y = 170 \) MPa, the strain hardening parameters \( h = 577 \) MPa and \( q = 0.37 \) [77]. Preliminary studies showed that, for up to 0.05 imposed strain, the model response did not vary significantly whether small or large displacements were considered. Thus the simulations were carried out within the framework of the small displacements assumption.

Due to the presence of particles the stress-strain curve of the composite is expected to present a larger hardening than that of the matrix material. This effect can be described by following the approach proposed in [19, 106], in which the microstress \( \sigma_{ij}(x) \) is split into two parts: the one which would occur if the constituents were elastic and a self equilibrated residual stress field
\[
\sigma_{ij}(x) = L_{ijkl}(x) \langle \sigma \rangle_{kl} + \sigma^r_{ij}(x) \tag{3.15}
\]
where \( L_{ijkl}(x) \) stands for the elastic stress localization tensor. The average elastic energy in the material can be written as
\[
\langle U \rangle = \frac{1}{2} \int_\Omega D_{ijkl}(x) \sigma_{ij}(x) \sigma_{kl}(x) d\Omega \tag{3.16}
\]
where \( D_{ijkl}(x) \) is the local compliance tensor. By introducing (3.15) in (3.16) the following expression is obtained
\[
\langle U \rangle = \frac{1}{2} \overline{D}_{ijkl} \langle \sigma \rangle_{ij} \langle \sigma \rangle_{kl} + \frac{1}{2} \int_\Omega D_{ijkl}(x) \sigma^r_{ij}(x) \sigma^r_{kl}(x) d\Omega \tag{3.17}
\]
The first term is the average macroscopic elastic energy \( \overline{U} \) while the second is the average micro-stored elastic energy due to the residual stresses \( \langle U^r \rangle \). For the sake of simplicity (3.17) is rewritten as
\[
\langle U \rangle = \overline{U} + \langle U^r \rangle \tag{3.18}
\]
In an analogous manner the average dissipated energy \( \langle P \rangle \) can be computed
\[
\langle P \rangle = \int_0^t \frac{1}{\Omega} \int_\Omega \sigma_{ij}(x) \dot{\varepsilon}^p_{ij}(x) d\Omega dt \tag{3.19}
\]
where \( \dot{\varepsilon}^p_{ij}(x) \) is the local plastic strain rate. At the macroscopic level the plastic strain is the difference between the average total strain and the macroscopic elastic strain
\[
\varepsilon^p_{ij} = \langle \varepsilon \rangle_{ij} - \overline{D}_{ijkl} \langle \sigma \rangle_{ij} \tag{3.20}
\]
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Note that

$$
\varepsilon_{ij}^p \neq \frac{1}{\Omega} \int_{\Omega} \varepsilon_{ij}^p (x) \, d\Omega
$$

By introducing (3.15) in (3.19) the following expression for the average macroscopic plastic work is obtained

$$
\int_0^t \langle \sigma \rangle_{ij} \varepsilon_{ij}^p \, dt = \langle P \rangle + \langle U^r \rangle
$$

(3.22)

Therefore two contributions to the average plastic work at the macroscopic level are identified: the average dissipated energy \( \langle P \rangle \) and the average elastic energy due to residual stresses \( \langle U^r \rangle \), which is stored in the material and contributes to the macroscopic hardening (for further details refer to [106]).

In the present work the uniaxial tensile behaviour of the same increasingly larger cells (except for that with \( \xi = 2.85 \)) modelled in the framework of linear elasticity was considered (table 3.2). Their response was studied under four different sets of boundary conditions, all of them representative of a pure tensile test (additional boundary conditions to constrain rigid body displacements are not indicated):

\[
\begin{align*}
\begin{cases}
    u_1 (0, x_2, x_3) &= 0 \\
    u_1 (L, x_2, x_3) &= \bar{u} \\
    u_2 (x_1, 0, x_3) &= 0 \\
    u_2 (x_1, L, x_3) |_{x_2,x_3 \neq L} &= u_2 (0, L, L) \\
    u_3 (x_1, x_2, 0) &= 0 \\
    u_3 (x_1, x_2, L) |_{x_2,x_3 \neq L} &= u_3 (0, L, L)
\end{cases}
\end{align*}
\]

(3.23)

\[
\begin{align*}
\begin{cases}
    f_1 (0, x_2, x_3) &= -p \\
    f_1 (L, x_2, x_3) &= p \\
    u_2 (x_1, 0, x_3) &= 0 \\
    u_2 (x_1, L, x_3) |_{x_2,x_3 \neq L} &= u_2 (0, L, L) \\
    u_3 (x_1, x_2, 0) &= 0 \\
    u_3 (x_1, x_2, L) |_{x_2,x_3 \neq L} &= u_3 (0, L, L)
\end{cases}
\end{align*}
\]

(3.24)

\[
\begin{align*}
\begin{cases}
    u_1 (0, x_2, x_3) &= 0 \\
    u_1 (L, x_2, x_3) &= \bar{u} \\
    f_2 (x_1, 0, x_3) &= 0 \\
    f_2 (x_1, L, x_3) &= 0 \\
    f_3 (x_1, x_2, 0) &= 0 \\
    f_3 (x_1, x_2, L) &= 0
\end{cases}
\end{align*}
\]

(3.25)
Here \( u_i \) and \( f_i \) are the nodal displacement and the surface load in the \( x_i \) direction and \( L \) is the length of the edge of the cell. In (3.23) all faces are forced to stay planar during the deformation process while in (3.24) only those parallel to the tensile axis. Boundary conditions (3.25) are mixed static-kinematic with imposed uniform displacements on the tensile faces while (3.26) are purely static.

In this work periodic boundary conditions [16, 37, 54] were not adopted since they require mesh periodicity [107]. However, the effective composite behaviour obtained under mixed static-kinematic boundary conditions (3.23, 3.24, 3.25) is always bounded by those obtained under static and kinematic uniform boundary conditions [39].

The obtained effective uniaxial stress-strain curves for the unit cell with \( \xi = 14.12 \) and \( V_r = 0.25 \) are shown in Figure 3.7. The response of the model depends on the applied boundary conditions while, if the material were homogeneous, the four different sets of boundary conditions would lead to the same stress-strain curve. Results show that the effective curves obtained by imposing that two or four faces keep planar, (3.25) and (3.24), are bounded by those resulting from (3.23) and (3.26), where all faces keep planar or are free to deform, respectively. It can also be observed that the curve due to (3.26) flattens for \( \langle \varepsilon \rangle_{11} = 0.015 \). This is caused by the concentration of plastic strain in the corner regions of the cell because of the lack of confinement. This phenomenon increasingly affects the results as the prescribed tension \( p \) nears the load carrying capacity of the material and eventually causes the model to lose representativeness.

The effective mechanical behaviour of the composite resulting from the model and especially the macroscopic hardening strongly depends on the size of the unit cell (figure 3.8). To assess the size of the RVE the evolution of \( \langle U^r \rangle \) as a function of the cell size \( \xi \) was studied for unit cells with \( V_r = 0.25 \): pure traction simulations were carried out under boundary conditions (3.24) and (3.25), with applied macrostress \( \langle \sigma \rangle_{11} = 800 \text{ MPa} \) and applied macrostrain \( \langle \varepsilon \rangle_{11} = 0.05 \), respectively. The value of \( \langle U^r \rangle \) was obtained by means of (3.18), where \( \langle U \rangle \) was computed during the elastoplastic simulation and \( U \) was evaluated by simulating the material elastic behaviour under (3.24) and (3.25). To obtain a better accuracy, the energy \( U \) was calculated directly and not by using the results of the homogenization of the elastic properties reported in Table 3.3.

Results are reported in Figures 3.9 and 3.10. The values of \( U \) and \( \langle U^r \rangle \) are normalized
3.5. ELASTOPLASTIC BEHAVIOUR

Figure 3.7: Effective uniaxial stress-strain curves under different boundary conditions.

Figure 3.8: Effective uniaxial stress-strain curves under boundary conditions (3.25) for the considered unit cell sizes.
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by $U_0$, the average strain energy of the inclusion material under an applied tension of 800 MPa. With both sets of boundary conditions the average macroscopic elastic energy $\overline{U}$ at convergence is already achieved for a cell size $\xi = 8.43$, this can be explained by the fact that with mixed boundary conditions (3.24) the convergence of the effective elastic properties is faster in the case of uniform static or kinematic boundary conditions [39]. In the case of boundary conditions (3.24) the average elastic energy due to residual stresses $\langle U^r \rangle$ decreases significantly (about 25%) with the cell size for $5.69 \leq \xi \leq 11.29$, while its value varies slightly (about 6%) between $\xi = 11.29$ and $\xi = 14.12$ (figure 3.9). With boundary conditions (3.25), $\langle U^r \rangle$ exhibits an opposite trend: it increases with the cell size with variations of about 75% for $5.69 \leq \xi \leq 11.29$ and of only 1% between $\xi = 11.29$ and $\xi = 14.12$. The convergence of $\langle U^r \rangle / U_0$ implies that the unit cell with $\xi = 14.12$ can be considered a RVE for the elastoplastic uniaxial behaviour up to the considered applied average stress or strain.

The steadiness of the elastic energy due to residual stresses with respect to the cell size proves to be a valid criterion to evaluate the RVE for the uniaxial elastoplastic behaviour. This assessment is confirmed by the fact that the stress-strain curves obtained under different boundary conditions, (3.24) and (3.25), almost coincide up to $\langle \varepsilon \rangle_{11} = 0.05$, as shown in Figure 3.7 as well.

The cubic symmetry of the composite was verified for the elastoplastic behaviour as well. Pure traction simulations were carried out for the 1, 2, 3 directions and no significant difference could be observed in the effective stress-strain curves (boundary conditions of the type (3.25) were applied as they are less demanding in terms of computing time since they do not include the face planarity condition). The uniaxial tensile behaviour was determined for all the considered compositions (table 3.2) on unit cells with $\xi \approx 14$. The strengthening effect of the particles on the effective stress-strain curves (up to $\langle \varepsilon \rangle_{11} = 0.05$) can be observed in Figure 3.11.

3.6 Application to Experimental Data

The model was applied to the real case of the 2124 aluminum alloy reinforced with SiC particles studied in [80]. The composite contains 17 vol.% SiC particles of an average size of 1.4 µm. The authors carried out tensile tests at different temperatures both on the matrix metal and on the composite. The negligible amount of reaction products between 2124 aluminum alloy and SiC particles [8] allows to assume for the matrix material in the composite the uniaxial stress-strain curve obtained by testing the bulk material.

For the purposes of this work the mechanical behaviour at room temperature is considered and tensile tests are simulated under boundary conditions (3.25) up to 5% strain, a value which is compatible both with the small displacement assumption and with the
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Figure 3.9: Normalized average macroscopic elastic energy $\overline{U}/U_0$ and normalized average elastic energy due to residual stresses $\langle U^r \rangle / U_0$ as functions of the unit cell size under boundary conditions (3.24) with an applied tensile stress of 800 MPa.

Figure 3.10: Normalized average macroscopic elastic energy $\overline{U}/U_0$ and normalized average elastic energy due to residual stresses $\langle U^r \rangle / U_0$ as functions of the unit cell size under boundary conditions (3.25) with an applied tensile strain of 0.05.
chosen mechanical behavior. Moreover in this strain interval it is reasonable to assume that damage can be neglected thus the model hypotheses of particle and matrix integrity and of perfect interfaces between the two are acceptable.

The homogenization model consisted of a unit cell of 3375 $\mu$m$^3$ (corresponding to an edge length of 15 $\mu$m) containing about 380 particles. The particle average volume was 1.5 $\mu$m$^3$ with 0.1 $\mu$m$^3$ standard deviation, corresponding to an average equivalent diameter of 1.42 $\mu$m. The SiC particles were assigned linear elastic behaviour; the values $E = 415$ GPa and $\nu = 0.16$ were chosen [82]. The matrix material was assigned an elastoplastic behaviour following the Von Mises criterion with isotropic hardening (3.13). The strain hardening profile was extracted from the experimental uniaxial stress-strain curves at room temperature reported by the authors.

The stress-strain curve obtained by homogenization is compared with the experimental one in Figure 3.12, it can be noted that there is full agreement between the two up to $\langle \varepsilon \rangle_{11} = 0.05$. 

Figure 3.11: Effective uniaxial stress-strain curves of the different composites.
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Figure 3.12: Comparison between the Al2124-17 vol.% SiC experimental stress-strain curve and that obtained by homogenization.
Chapter 4

Characterization of the Braze Filler

The optimization of the braze layout with respect to residual stress relief can be carried out by finite element analyses. However, the accuracy of these analyses is critically dependent on the knowledge of the mechanical behaviour of the braze metal and of the effect of the reinforcement on it. In this chapter the combined numerical-experimental strategy developed for the assessment of the elastoplastic properties of Incusil™ABA® and of the composite braze fillers is described. The experimental investigation proceeded in two main directions: on one hand the mechanical behaviour was studied by means of tensile tests, on the other the microstructure was characterized by scanning electron microscopy and energy dispersive analysis using X-rays (SEM-EDX) and by optical microscopy. The experimental results highlighted that the matrix materials in the composite fillers are quite different from the original Incusil™ABA®. In [20] the plastic properties of the aluminium matrix in a composite reinforced with continuous alumina fibers are assessed by nano-indentation and other studies in which indentation is used to characterize the plastic properties of a metal are reported in literature [23, 64]. However, in the present case indentation-based methods could not be adopted, because, due to the presence of particles, the scatter in the experimental results would be too large (this was also confirmed by some preliminary tests whose results are not reported). Thus an inverse homogenization procedure was developed to identify the mechanical properties of the matrix alloys in the composites. The results of the identification were eventually used to carry out a classical homogenization which led to obtain temperature dependent mechanical properties of the composite fillers, suitable to be used as input data for the simulation of the cooling process which the joints undergo after brazing.

4.1 tensile Tests

The dogbone specimens described in Section 2.3.2 were tested in tension on a MTS 809 Axial/Torsional Test System. Custom self-centering grips were used (Figure 4.1). The tests
were carried out under displacement control with an imposed strain rate of 0.0001 s$^{-1}$ up to 0.02 strain and 0.001 s$^{-1}$ until rupture. The specimens were instrumented with electric resistance strain gauges with a gauge length of 1.5 mm (Figure 4.2). Since the experiments showed a high repeatability, four specimens (coming from two or three different batches) were tested for each braze filler composition: pure Incusil™ABA® and Incusil™ABA® reinforced with 9, 18, 27 vol% SiC. The experimental tensile stress-strain curves for the different materials are summarized in Figures 4.3, 4.4, 4.5 and 4.6.

For each material the average stress-strain curve $\bar{\sigma}(\varepsilon)$ and the standard deviation $\hat{\sigma}(\varepsilon)$ are plotted. The scatter of the experimental data, which was computed up to the minimum experimental values of the ultimate strain, is quite limited for all the four materials, thus it can be assumed that $\bar{\sigma}(\varepsilon)$ is representative of the material behaviour. The mechanical behaviour of the filler varies as a function of the amount of reinforcement. Two main effects can be identified:

1. the ultimate strain decreases with the amount of reinforcement: while Incusil™ABA® breaks at a nominal strain of about 0.1, the composites exhibit much lower ultimate strains (about 0.03, 0.01 and 0.005 for 9, 18, 27 vol.% SiC respectively);

2. the ultimate stress decreases with the amount of reinforcement: Incusil™ABA® breaks at about 370 MPa while for the composites with 9, 18, 27 vol% SiC the average ultimate stress is 330, 310 and 290 MPa respectively.

The addition of reinforcement leads also to an increase of Young’s modulus. This effect was not assessed experimentally because the geometry of the specimens and the experimental setup were not suitable for this purpose but it can be predicted by performing the homogenization of the elastic properties of the composite (e.g. by computing Hashin-Shtrikman’s bounds [38]). The mechanical properties of Incusil™ABA®, like other metal alloys, strongly depend on the manufacturing process. For the sake of comparison, tensile tests were carried out also on a set of eight wire specimens (length 120 mm and diameter 1 mm, one of the possible forms in which the material is supplied by the producer). The results summarized in Figure 4.7 show that Incusil™ABA® in wire form exhibits a yield stress, a hardening and an ultimate strain which are much higher than those obtained with the dogbone specimens and closer to those declared by the producer. These significant differences, which may be due to several reasons (cooling profile, extrusion process, ... ) highlight once more that characterizing this material is all but a trivial task and support the choice of the adopted manufacturing procedure which is as near as possible to the actual process undergone by the filler during the production of joints.
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Figure 4.1: Self-centering grips for tensile tests.

Figure 4.2: Tensile specimen instrumented with a strain gauge.
Figure 4.3: Experimental uniaxial tensile stress-strain curve for Incusil™ABA®.

Figure 4.4: Experimental uniaxial tensile stress-strain curve for Incusil™ABA®-9 vol.% SiC.
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Figure 4.5: Experimental uniaxial tensile stress-strain curve for Incusil™ABA®-18 vol.% SiC.

Figure 4.6: Experimental uniaxial tensile stress-strain curve for Incusil™ABA®-27 vol.% SiC.
4.2 Microstructural Analysis

Specimens for optical and electron microscopy analyses were extracted from the dogbone specimens both in the longitudinal and in the transverse direction and hot mounted in a conductive phenolic resin (Struers PolyFast). Then coarse grinding and fine grinding were performed by using SiC paper, down to a grit size of 1200. The last phase of the specimen preparation, polishing, was carried out by using diamond suspensions with a minimum grain size of 1 \( \mu \text{m} \) for the final stage of the process. A total of twelve specimens were prepared, three for each material.

4.2.1 SEM-EDX

The microstructure of pure Incusil™ABA® and of the Incusil™ABA®-based composite fillers was investigated by EDX technique in a Philips XL 30 scanning electron microscope. All the micrographs were taken by using Back Scattered Electron (BSE) signal to improve phase contrast. The phase weight compositions were assessed by EDX point measurements (three measurements were taken for each phase). In the series of Figures 4.8-4.11 one optical microscopy image and three BSE images at different magnifications are shown for each composition. The results of EDX point measurements are summarized in Table 4.1.

Figure 4.7: Comparison between the data declared by the producer and Incusil™ABA® stress-strain curves obtained from dogbone and wire specimens.

![Comparison between the data declared by the producer and Incusil™ABA® stress-strain curves obtained from dogbone and wire specimens.](image)
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<table>
<thead>
<tr>
<th>Material</th>
<th>Phase</th>
<th>Ag [wt.%]</th>
<th>In [wt. %]</th>
<th>Ti [wt.%]</th>
<th>Cu [wt.%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incusil™ABA®</td>
<td>AgIn</td>
<td>80.5</td>
<td>13.3</td>
<td>0.1</td>
<td>6.1</td>
</tr>
<tr>
<td></td>
<td>Cu</td>
<td>4.0</td>
<td>2.6</td>
<td>1.3</td>
<td>92.1</td>
</tr>
<tr>
<td></td>
<td>Cu₄Ti</td>
<td>1.8</td>
<td>0.6</td>
<td>14.9</td>
<td>85.7</td>
</tr>
<tr>
<td></td>
<td>Cu₂InTi</td>
<td>2.4</td>
<td>26.8</td>
<td>16.1</td>
<td>54.7</td>
</tr>
<tr>
<td>Incusil™ABA®-9 vol.% SiC</td>
<td>AgIn</td>
<td>81.0</td>
<td>13.1</td>
<td>0.2</td>
<td>5.7</td>
</tr>
<tr>
<td></td>
<td>Cu</td>
<td>5.1</td>
<td>3.2</td>
<td>1.7</td>
<td>90.0</td>
</tr>
<tr>
<td></td>
<td>Cu₄Ti</td>
<td>4.0</td>
<td>1.3</td>
<td>15.2</td>
<td>79.4</td>
</tr>
<tr>
<td></td>
<td>Cu₂InTi</td>
<td>2.6</td>
<td>25.5</td>
<td>15.9</td>
<td>56.1</td>
</tr>
<tr>
<td>Incusil™ABA®-18 vol.% SiC</td>
<td>AgIn</td>
<td>80.3</td>
<td>13.3</td>
<td>0.3</td>
<td>6.1</td>
</tr>
<tr>
<td></td>
<td>Cu</td>
<td>6.0</td>
<td>3.5</td>
<td>1.9</td>
<td>88.6</td>
</tr>
<tr>
<td></td>
<td>Cu₄Ti</td>
<td>2.6</td>
<td>1.4</td>
<td>15.2</td>
<td>80.9</td>
</tr>
<tr>
<td></td>
<td>Cu₂InTi</td>
<td>3.1</td>
<td>25.9</td>
<td>15.2</td>
<td>55.8</td>
</tr>
<tr>
<td>Incusil™ABA®-27 vol.% SiC</td>
<td>AgIn</td>
<td>80.9</td>
<td>12.1</td>
<td>0.2</td>
<td>6.8</td>
</tr>
<tr>
<td></td>
<td>Cu</td>
<td>4.8</td>
<td>1.9</td>
<td>1.7</td>
<td>91.7</td>
</tr>
<tr>
<td></td>
<td>Cu₄Ti</td>
<td>2.1</td>
<td>0.5</td>
<td>15.0</td>
<td>82.4</td>
</tr>
<tr>
<td></td>
<td>Cu₂InTi</td>
<td>3.8</td>
<td>23.1</td>
<td>14.0</td>
<td>59.1</td>
</tr>
</tbody>
</table>

Table 4.1: Weight composition of the phases in the four materials.

while the BSE images of the locations where the measurements were taken are shown in Figure 4.12.

Since the obtained results are analogous to those provided in [58], where Incusil™ABA® is investigated in the framework of the active brazing of diamond grits, their interpretation is based on the cited study itself. The microstructure of the brazing alloy consists of two main phases: primary precipitates of a Cu-rich solid solution phase, from now on indicated as Cu, and a AgIn-rich (labelled AgIn) solid solution phase, in which fine precipitates of the Cu phase can be found. Titanium is concentrated in two other phases: a phase having a composition close to Cu₄Ti and an intermetallic phase which Ti forms with Cu and In with a composition close to Cu₂InTi.

Experimental data highlight that, while the compositions of the single phases do not depend on SiC volume fraction, the matrix materials differ in terms of volume fraction of each phase. This is particularly evident if the microstructures of Incusil™ABA® and the matrix material in the 27 vol.% SiC composite are compared (Figures 4.8 and 4.11): in the composite the two titanium containing phases (grey in optical microscope images) have almost disappeared while they are well present in the original alloy.
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(a) Optical microscope

(b) SEM 500x

(c) SEM 1000x

(d) SEM 2000x

Figure 4.8: Microstructure of Incusil™ABA®.
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Figure 4.9: Microstructure of Incusil™ABA®-9 vol.% SiC.
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(a) Optical microscope

(b) SEM 500x

(c) SEM 1000x

(d) SEM 2000x

Figure 4.10: Microstructure of Incusil™ABA®-18 vol.% SiC.
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(a) Optical microscope

(b) SEM 500x

(c) SEM 1000x

(d) SEM 2000x

Figure 4.11: Microstructure of Incusil™ABA®-27 vol.% SiC.
Figure 4.12: EDX measurement points for the four materials.
4.2.2 Stereological Analyses

Stereological analyses were carried out with the two main objectives of evaluating the actual amount of reinforcement in the composites and of quantifying the amount of the titanium containing phases in Incusil™ABA® and in the composite matrix materials. In this case optical microscopy was preferred to SEM because images need to be taken at a lower magnification to be quantitatively representative of the microstructure. Moreover, while BSE images are greyscale, in optical microscope images the phases have different colours (white, orange, dark grey and light grey for AgIn, Cu, Cu₄Ti and Cu₂InTi, respectively), which is a major advantage if image analysis has to be performed.

The detection and quantification of particles was carried out by means of the software library IMAQ Vision Builder. For each composition ten images were analysed. The measured reinforcement volume fractions are close to the expected values but in all the three composites they are slightly larger (of about 0.01); this may be due a difference between the assumed and the actual value of SiC density which had not been measured.

The automatic detection and quantification of titanium containing phases is more difficult than that of the particles since the difference in colour is less marked; thus phase identification was performed manually (Corel DRAW® software was used) and followed by the quantification by IMAQ Vision Builder. For each image the volume fraction of titanium containing phases was calculated with respect to the volume of matrix alloy which is the difference between the total volume and that of the particles, computed previously. The results are summarized in Figure 4.13: as observed in Section 4.2.1 the volume fraction of titanium containing phases decreases as the amount of reinforcement increases with an almost linear trend which is to be expected since titanium participates in the wetting reactions between the particles and Incusil™ABA®, and the surface to be wetted increases linearly with the reinforcement volume fraction.

4.3 Inverse Homogenization

The results of the metallographic analyses show that the matrix materials in the composite fillers exhibit microstructures and compositions which differ significantly from those of Incusil™ABA®; as a consequence, it would be senseless to assume that their mechanical behaviour is that obtained by tensile testing of pure Incusil™ABA®. This was confirmed by applying under this assumption the homogenization model presented in Chapter 3 to Incusil™ABA®-9 vol.% SiC (Figure 4.14): experimental and numerical results are in agreement in the first part of the curve while, as soon as the non linearity of the matrix behaviour becomes dominant, the stress-strain curve predicted by the model differs significantly from that obtained experimentally, which has a much lower hardening.
Figure 4.13: Evolution of the volume fraction of Titanium containing phases as a function of SiC volume fraction.

The challenge of assessing the mechanical properties of the matrix material in the composite can be tackled by means of an inverse homogenization approach. In straightforward homogenization problems, the properties of the constituents are given and the unknowns are the composite properties whereas in the case of inverse homogenization the properties of the composite are known while those of the constituents need to be determined. In order to achieve this goal the homogenization model was introduced into an identification loop in which it was combined with an optimization algorithm. The implementation of this identification procedure was based on the framework developed in previous optimization studies in the field of modal analysis carried out at LMAF [28].

4.3.1 Mixed Numerical-Experimental Identification

Chosen a fitting model $M(x, u)$ (governed by a set $x$ of $n$ parameters), the goal of the identification procedure is to find the set of parameters $\tilde{x}$ which gives the best approximation of the experimental results. Given the experimental data points $(u_1, y_1), \ldots, (u_m, y_m)$, for any choice of $x$ it is possible to compute the residuals

$$f_i = y_i - M(x, u_i)$$  \hspace{1cm} (4.1)
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Figure 4.14: Comparison between experimental data and homogenization results for Incusil™ ABA®-9 vol.% SiC.

For a least squares fit, the parameters are determined as the minimizer $\tilde{x}$ of the sum of the square residuals

$$ F(x) = \frac{1}{2} \sum_{i=1}^{m} (f_i(x))^2 = \frac{1}{2} \| f(x) \|^2 = \frac{1}{2} f(x)^T f(x) $$

(4.2)

Thus the identification problem becomes the problem of the minimization of the objective function $F$ with respect to the unknown parameters $x$.

The objective function is assumed to be smooth enough for the following Taylor expansion be valid

$$ F(x + h) = F(x) + h^T F'(x) + \frac{1}{2} h^T H h + O(\|h\|^3) $$

(4.3)

where $F'(x)$ is the gradient

$$ F'(x) = \begin{pmatrix} \frac{\partial F}{\partial x_1}(x) \\ \vdots \\ \frac{\partial F}{\partial x_n}(x) \end{pmatrix} $$

(4.4)

and $H$ is the Hessian matrix

$$ H = F''(x) = \begin{bmatrix} \frac{\partial^2 F}{\partial x_i \partial x_j}(x) \end{bmatrix} $$

(4.5)
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If \( \tilde{x} \) is a local minimizer it is a stationary point and the Hessian matrix is positive definite

\[
F'(x) = 0 \tag{4.6}
\]

\[
h^T Hh > \delta \| h \|^2 \tag{4.7}
\]

where \( \delta \) is some positive constant. From equations (4.6) and (4.7) it is evident that in order to find \( \tilde{x} \) it is necessary to calculate the derivatives of \( F \). Provided that \( f \) has continuous second partial derivatives, it is possible to write its Taylor series

\[
f(x + h) = f(x) + J_f(x)h + O(\| h \|^2) \tag{4.8}
\]

where \( J \) is the Jacobian matrix containing the first partial derivatives of the function components

\[\begin{align*}
(J_f(x))_{ij} &= \frac{\partial f_i}{\partial x_j}(x) \tag{4.9}
\end{align*}\]

From (4.2) it follows that

\[
\frac{\partial F}{\partial x_j} = \sum_{i=1}^{m} f_i(x) \frac{\partial f_i}{\partial x_j}(x) \tag{4.10}
\]

thus the gradient (4.6) of \( F \) is

\[
F'(x) = J_f(x)^T f(x) \tag{4.11}
\]

From (4.10) it can be seen that the \((j, k)\) element of the Hessian matrix is

\[
\frac{\partial^2 F}{\partial x_j \partial x_k} = \sum_{i=1}^{m} \left( \frac{\partial f_i}{\partial x_j}(x) \frac{\partial f_i}{\partial x_k}(x) + f_i(x) \frac{\partial^2 f_i}{\partial x_j \partial x_k}(x) \right) \tag{4.12}
\]

showing that

\[
F''(x) = J_f(x)^T J_f(x) + \sum_{i=1}^{m} f_i(x) f''_i(x) \tag{4.13}
\]

In identification approaches, the optimization algorithm plays an essential role since the convergence rate of the identification process and the resulting residual errors depend directly on the effectiveness of the optimization step. In order to ensure the reliability of the identification method, the developments have been based on the well known MATLAB® optimization toolbox. There are several algorithms for solving non-linear least squares problems [79], each of them having of course specific advantages and limits. The present identification problem required robustness, accuracy and fast convergence. Thus the Levenberg-Marquardt algorithm [79, 81] was chosen.

If (4.6) is imposed for the linear approximation (4.8) of the components of \( f \), the following equation for determining the step in the descent direction \( h \) is obtained:

\[
J_f(x)^T J_f(x)h = -J_f(x)^T f(x) \tag{4.14}
\]
This way of calculating the descent direction is that of Gauss-Newton method. This approach has very good performance if \( x \) is near the local minimizer but far from it the Hessian matrix \( J(x)^T J(x) \) may not be positive definite thus the calculated direction might even be not descent (for further details refer to [79]). To overcome this problem, in Levenberg-Marquardt algorithm a damping parameter \( \mu > 0 \) is introduced into the stationarity condition (4.14) which becomes

\[
(J_f(x)^T J_f(x) + \mu I)h = -J_f(x)^T f(x)
\]  

(4.15)

The damping parameter has three main effects:

1. it ensures that \( h \) is a descent direction;
2. for large values of \( \mu \) a short step in the steepest descent direction is obtained \( h = -F'/\mu \);
3. small values of \( \mu \) lead to almost a Gauss-Newton step, which has good performance in the final stages of the identification when \( x \) is close to \( \hat{x} \).

The performance of the algorithm depends then on the way \( \mu \) evolves during the iterations. In the MATLAB® optimization toolbox, \( \mu \) is a function of a variable \( \alpha \), which is a metric of the non-linearity of \( F(x) \) and is estimated by searching for a minimum \( x^\alpha \) of a cubic interpolation \( F_C(x) \) of the error function (based on the values obtained in the current iteration \( F(x^i) \) and in the previous one \( F(x^{i-1}) \)). The effectiveness of the linear interpolation compared to the cubic one tells then whether \( \mu \) has to be increased or not (the implemented identification algorithm is reported in Table 4.2).

At the end of the process it is possible to have an a posteriori estimate of how the incertitude of the experimental results affects that of the identified parameters \( x^{id} \) by including the experimental scatter \( \Delta y_i \) in (4.1):

\[
f_i + \Delta f_i = y_i + \Delta y_i - M(x, u_i)
\]  

(4.16)

at the end of the identification process the residuals are negligible and (4.16) becomes

\[
\Delta f \approx \Delta y
\]  

(4.17)

by introducing (4.16) into (4.8) the overdetermined system of equations

\[
\Delta f = J_f(x^{id}) \Delta x^{id}
\]  

(4.18)

is obtained, where \( \Delta x^{id} \) is the variation of the constitutive parameters and can be computed by solving (4.18) in the sense of least squares.
Definition of an initial parameter vector \( x^0 \).
Iterative procedure repeated for a maximum number of iterations if the required convergence is not achieved:

1. calculation of the error vector \( f(x^i) \) and of its derivatives \( J_f(x^i) \)
2. evaluation of the damping parameter \( \mu \) for the current iteration:
   - (a) linear extrapolation of the error function \( F_L(x^i + h^i) \)
   - (b) cubic interpolation of the error function \( F_C(x) \) from the values of \( F(x^{i-1}) \) and \( F(x^i) \) and search for the minimum \( x^\alpha \) leading to \( F_C(x^\alpha) \) and to \( \alpha \)
   - (c) calculation of \( \mu_i \):
     i. if \( F_L(x^i + h^i) < F_C(x^\alpha) \) then \( \mu_i = \frac{\mu_{i-1}}{1 + \alpha} \)
     ii. if \( F_L(x^i + h^i) > F_C(x^\alpha) \) then \( \mu_i = \mu_{i-1} + \frac{F_C(x^\alpha) - F_C(x^i)}{F_C(x^i) - F_C(x^i + h^i)} \)
3. evaluation of the descent direction \( h^i \) by solving \( (J_f(x^i)^T J_f(x^i) + \mu^i I) h^i = -J_f(x^i)^T F(x^i) \)
4. assessment along the descent direction \( h^i \) of \( \beta \) which minimizes \( f(x^i + \beta h^i) \) by means of a line search procedure
5. update of the vector parameter \( x^{i+1} = x^i + \beta h^i \)

| Table 4.2: The implemented identification algorithm. |
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Figure 4.15: Model for the inverse homogenization of Incusil\textsuperscript{TM} ABA\textsuperscript{®}-9 vol.\% SiC.

4.3.2 Application to the Composite Filler

The homogenization model presented in Chapter 3 was combined with the previously described identification procedure and applied to assess the uniaxial tensile stress-strain curve of the matrix metal in the composite filler.

Since the maximum measured strain was about 0.03 (for the composite with 9 vol.\% SiC) unit cells with size $\xi \approx 11\ (3.8)$ were chosen. Note that this choice for the value of $\xi$ is conservative: as shown in Chapter 3 such a value corresponds to the estimated RVE size, for a maximum applied strain of 0.03, of a composite with similar mechanical properties of the constituents but 25 vol.\% of reinforcement.

The homogenization models consisted of unit cells with an edge length of 400 µm, containing 126, 254 and 381 particles, respectively. The particle average volume was $4.49 \cdot 10^5 \ \mu m^3$ with $3.3 \cdot 10^4 \ \mu m^3$ standard deviation, corresponding to an average equivalent diameter of $44 \pm 1 \ \mu m$ (which is the characteristic particle size of the mesh 325 SiC actually used). The models for the three compositions are reported in Figures 4.15, 4.16 and 4.17. The particles were assigned a linear elastic behaviour, with a Young’s modulus of 415 GPa and a Poisson’s ratio of 0.16 [82], while the matrix was assumed to be elastoplastic and to
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Figure 4.16: Model for the inverse homogenization of Incusil™ABA®-18 vol.% SiC.

Figure 4.17: Model for the inverse homogenization of Incusil™ABA®-27 vol.% SiC.
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<table>
<thead>
<tr>
<th>$E^0$ [MPa]</th>
<th>$\sigma_y^0$ [MPa]</th>
<th>$\sigma_\infty^0$ [MPa]</th>
<th>$B^0$</th>
<th>$K^0$ [MPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>88832</td>
<td>120</td>
<td>150</td>
<td>500</td>
<td>900</td>
</tr>
</tbody>
</table>

Table 4.3: Initial values for the constitutive parameters of the matrix alloy.

follow the von Mises yield criterion (3.13) with Voce’s [114] isotropic hardening law

\[
\sigma = \sigma_y + \sigma_\infty (1 - e^{-B\varepsilon^p}) + K\varepsilon^p
\] (4.19)

where $\varepsilon^p$ is the equivalent plastic strain and $\sigma_y$ the yield stress, while $\sigma_\infty$, $B$ and $K$ are the parameters which govern the exponential and the linear part of the strain hardening. The four constants in (4.19) and Young’s modulus are the unknowns of the identification procedure (for Poisson’s ratio the value 0.3 was assumed) and govern the response of the homogenization model which is actually the fitting model. To avoid conditioning problems, the values of the parameters in the vector $\mathbf{x}$ were normalized by their initial values:

\[
\mathbf{x} = \left(\begin{array}{c}
\frac{E}{E^0} \\
\frac{\sigma_y}{\sigma_y^0} \\
\frac{\sigma_\infty}{\sigma_\infty^0} \\
\log \frac{B^0}{B} \\
\frac{K}{K^0}
\end{array}\right)
\] (4.20)

The initial values of the parameters are summarized in Table 4.3 ($E^0$ was determined as the ratio $\bar{\sigma}/\varepsilon$ for $\varepsilon = 0.001$ obtained from the tensile test of Incusil™ABA®, Figure 4.3). Simulations were carried out under mixed static-kinematic boundary conditions (3.25). In this case displacements were not directly imposed at the nodes on the tensile faces but rather at virtual nodes rigidly linked to these faces by means of kinematic couplings [1]. Thus, to have the homogenized mechanical behaviour, it was not necessary to compute the average stress over the RVE but only the reactions at the virtual nodes, that being a major advantage in terms of computing time and implementation complexity. The residuals (4.1) were computed as the difference between the model response in terms of displacement and reaction in the tensile direction at one of the virtual nodes and the average experimental data. Each algorithm iteration $i$ consisted of eight to ten finite element simulations: one to evaluate $F(\mathbf{x}^i)$, five for $J_f(\mathbf{x}^i)$, two to four to find a suitable value of $\beta$. The algorithm was allowed to perform five iterations for each of the three composites. In the case of Incusil™ABA®-9 vol.% SiC four instead of five parameters were identified as Incusil™ABA®-9 vol.% SiC Young’s Modulus was imposed to be constant since during a first identification attempt it was found out that the algorithm tended to identify an unrealistically high value (around 200 GPa). The evolutions of the identified parameters (this time normalized by the final value) and of the error are reported in Figures 4.18 to 67.
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Figure 4.18: Evolution of the values of the constitutive parameters of Incusil™ABA®-9 vol.% SiC during the identification procedure.

4.21. By comparing the convergence of the different parameters in the three models it can be observed that imposing a constant Young’s modulus (as in the case of Incusil™ABA®-9 vol.% SiC) has a detrimental effect on the convergence rate of the other constitutive parameters especially the yield stress; this is due to the fact that the yield stress remains the only free parameter which controls the onset of plasticity. Nevertheless the results of identification are satisfactory. The diagram of the evolution of the error function during the identification process confirms that the chosen algorithm is robust: even when the initial value of the error function is large (as it is for both Incusil™ABA®-18 vol.% SiC and Incusil™ABA®-27 vol.% SiC) the algorithm converges. In all the three identifications the final value of the error function is below 0.01: 0.007, 0.002 and 0.003 for the composites with with 9, 18, 27 vol.% SiC, respectively. The worse performance of the algorithm in the case of Incusil™ABA®-9 vol.% SiC can be explained by the fact that the algorithm was not allowed to identify the linear behaviour of the matrix material since Young’s modulus had been assigned a constant value.

The identified uniaxial stress-strain curves of the matrix materials in the composites (figure 4.22) are significantly different from that of Incusil™ABA®: as expected their behaviour becomes non linear at lower stress levels; moreover they present a lower hardening, which decreases as the SiC content in the composite increases. This trend suggests that the “consumption” of titanium leads to softer alloys. However, a deep understanding of
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Figure 4.19: Evolution of the values of the constitutive parameters of Incusil™ABA®-18 vol.% SiC during the identification procedure.

Figure 4.20: Evolution of the values of the constitutive parameters of Incusil™ABA®-27 vol.% SiC during the identification procedure.
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Figure 4.21: Evolution of the objective function during the identification procedure.

Figure 4.22: Comparison between the stress-strain curve of Incusil™ABA® and those of the matrix alloys in the composites.
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Figure 4.23: Identified stress-strain curve of the matrix alloy of Incusil™ABA®-9 vol.% SiC.

this effect (e.g. whether it is due to the presence of the Cu₄Ti and Cu₂InTi phases or to the small amount of titanium dissolved in the other phases or to other mechanisms) exceeds the purposes of this work. The present findings suggest that there be room for optimization of the titanium content of Incusil™ABA® not only with respect to the wetting behaviour but also to the mechanical properties which eventually do influence the residual stresses in brazed joints.

The results of the a posteriori evaluation of the uncertainty of the identified mechanical behaviours are reported in Figures 4.23, 4.24 and 4.25. The standard deviation $\hat{\sigma}(\varepsilon)$ of the stress-strain curves was introduced in (4.16) as $\Delta y_i$, the experimental scatter, and the variations of the identified constitutive parameters were calculated by means of (4.18).

The experimental scatter has almost no influence on the identified stress-strain curve for Incusil™ABA®-9 vol.% SiC, which proves the robustness of the adopted approach. In the case of the other two composites, Incusil™ABA®-18 vol.% SiC and Incusil™ABA®-27 vol.% SiC, the uncertainty increases in the linear part of the hardening (especially for Incusil™ABA®-27 vol.% SiC). This is due to the fact that the measured ultimate strain (about 0.0045 for Incusil™ABA®-27 vol.% SiC) was sufficiently large to have a reliable identification of the first part of the plastic region of the curve, thus of four parameters out of five ($E$, $\sigma_y$, $\sigma_\infty$ and $B$), but not of the slope $K$ of the linear contribution to the hardening.
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Figure 4.24: Identified stress-strain curve of the matrix alloy of Incusil™ABA®-18 vol.% SiC.

Figure 4.25: Identified stress-strain curve of the matrix alloy of Incusil™ABA®-27 vol.% SiC.
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4.4 Temperature Dependent Mechanical Properties of the Composite Filler

The brazing process takes place at about 750 °C (section 2.4). Therefore to simulate the cooling of the joints it is necessary to evaluate how the mechanical properties of the brazing fillers vary in this temperature range. While the properties of SiC are almost constant [82] those of Incusil™ABA® and of the alloys in the composite drastically change with temperature. In particular a large decrease in the yield stress and in the ultimate stress is expected between 300 °C and 400 °C [70, 71]. During the present project the experimental work was limited to room temperature because extending the experimental characterization of the materials to a wider range of temperatures would have been too demanding both in terms of time and of production costs since a large amount of specimens should be produced. Thus an alternative approach for the assessment of temperature dependent properties is proposed. Since no temperature dependent data are reported in the literature for Incusil™ABA®, its uniaxial behaviour and those in the composite were assumed to have an analogous dependence on temperature to that of CusilABA® (Cu63Ag35.25Ti1.75), an active brazing alloy whose mechanical behaviour has been the subject of thorough studies at Sandia National Laboratories in recent years [83, 84]. The obtained temperature dependent mechanical properties of the alloys and those of SiC were introduced into the homogenization model to eventually obtain the temperature dependent elastic and plastic properties of the composite fillers.

4.4.1 Temperature Dependent Mechanical Properties of the Filler Alloys

In the cited works the mechanical behaviour of CusilABA® has been experimentally assessed in a wide range of temperatures, from room temperature up to 748 °C (the results are summarized in Table 4.4). Since the two alloys have different solidus temperatures $T_S^C$ and $T_S^I$ (815 °C and 605 °C for CusilABA® and Incusil™ABA®, respectively), in order to assign to the Young’s modulus and the yield stress of Incusil™ABA® and of the matrix alloys in the composites the same evolution of those of CusilABA®, the temperature range of interest was normalised by the solidus temperatures $T_S^C$ and the two properties by their values at room temperature $T_{RT}^C$ (the diagrams of $\frac{E_C}{E_{RT}}$ and $\frac{\sigma_y^C}{\sigma_{yRT}}$ are reported in Figure 4.26). This way it was possible to compute for each CusilABA® data point $(E_C, T_C^C)$ or $(\sigma_y^C, T_C^C)$ the corresponding Incusil™ABA® (or matrix alloy) data point...
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<table>
<thead>
<tr>
<th>$T[^\circ C]$</th>
<th>$E$[MPa]</th>
<th>$\sigma_y$[MPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>93600</td>
<td>330</td>
</tr>
<tr>
<td>250</td>
<td>83900</td>
<td>290</td>
</tr>
<tr>
<td>350</td>
<td>81000</td>
<td>250</td>
</tr>
<tr>
<td>450</td>
<td>77800</td>
<td>200</td>
</tr>
<tr>
<td>550</td>
<td>73500</td>
<td>75</td>
</tr>
<tr>
<td>650</td>
<td>67400</td>
<td>22.8</td>
</tr>
<tr>
<td>748</td>
<td>59100</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 4.4: Temperature dependent mechanical properties of CusilABA®.

<table>
<thead>
<tr>
<th>$T[^\circ C]$</th>
<th>$E$[MPa]</th>
<th>$\nu$</th>
<th>CTE[°C$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>88832</td>
<td></td>
<td></td>
</tr>
<tr>
<td>194</td>
<td>79626</td>
<td></td>
<td></td>
</tr>
<tr>
<td>271</td>
<td>76874</td>
<td>0.3</td>
<td>1.82 \cdot 10^{-5}</td>
</tr>
<tr>
<td>349</td>
<td>73837</td>
<td></td>
<td></td>
</tr>
<tr>
<td>427</td>
<td>69756</td>
<td></td>
<td></td>
</tr>
<tr>
<td>504</td>
<td>63967</td>
<td></td>
<td></td>
</tr>
<tr>
<td>580</td>
<td>56089</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.5: Temperature dependent mechanical properties of Incusil™ABA®.

$E_i^I(T^I)$ or $\sigma^I_y(T^I)$ by means of the following

$$T^I = T^C \frac{T_S^I}{T_S^C}$$  \hspace{1cm} (4.21)

$$E^I(T^I) = E^I(T^C_{RT}) \frac{E^C(T^C)}{E^C(T^C_{RT})}$$  \hspace{1cm} (4.22)

$$\sigma^I_y(T^I) = \sigma^I_y(T^C_{RT}) \frac{\sigma^C_y(T^C)}{\sigma^C_y(T^C_{RT})}$$  \hspace{1cm} (4.23)

The results obtained for the Young’s moduli and for the yield stresses of the three matrix alloys are summarized in Table 4.6. To obtain the full stress-strain curves, equation (4.23) was applied to the whole plastic region (the results are reported in Figures 4.27 to 4.30). As expected there is a big drop in the material flow stress between 300 °C and 400 °C and at temperatures above 580 °C the material ultimate strengths are less than 10 MPa.
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![Figure 4.26: Evolution of Young's modulus and of the yield stress as a function of temperature.](image)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>88832</td>
<td>192</td>
<td>194</td>
<td>79626</td>
<td>169</td>
<td>271</td>
<td>76874</td>
<td>145</td>
</tr>
<tr>
<td>349</td>
<td>73837</td>
<td>116</td>
<td>349</td>
<td>73837</td>
<td>116</td>
<td>427</td>
<td>69756</td>
<td>44</td>
</tr>
<tr>
<td>504</td>
<td>63967</td>
<td>13</td>
<td>504</td>
<td>63967</td>
<td>13</td>
<td>580</td>
<td>56089</td>
<td>6</td>
</tr>
<tr>
<td>580</td>
<td>56089</td>
<td>6</td>
<td>580</td>
<td>56089</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.6: Temperature dependent mechanical properties of the matrix alloys in the composite fillers.
CHAPTER 4. CHARACTERIZATION OF THE BRAZE FILLER

Figure 4.27: Temperature dependent stress-strain curves of Incusil™ABA®.

Figure 4.28: Temperature dependent stress-strain curves of the matrix alloy in the composite Incusil™ABA®-9 vol.% SiC.
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Figure 4.29: Temperature dependent stress-strain curves of the matrix alloy in the composite Incusil™ABA®-18 vol.% SiC.

Figure 4.30: Temperature dependent stress-strain curves of the matrix alloy in the composite Incusil™ABA®-27 vol.% SiC.
4.4.2 Homogenization of the Composite Properties at Different Temperatures

After having assessed the properties of the matrix metals all over the temperature range of interest, it was possible to apply the model presented in Chapter 3 to carry out the homogenization of the mechanical behaviour of the composites, that is to say the elastic properties, the coefficient of thermal expansion and the uniaxial stress-strain curves.

Homogenization was carried out for the seven temperature values at which the properties of the matrix alloys had been assessed previously: 16 °C, 194 °C, 271 °C, 349 °C, 427 °C, 504 °C and 580 °C. Despite the availability of the experimental data presented in 4.1, homogenization of the stress-strain curves was performed also at room temperature (16 °C) in order to obtain a smooth interpolation of the curves.

Simulations were carried out under mixed static-kinematic boundary conditions (3.25) up to the experimentally obtained nominal average uniaxial strain, that is to say 0.03, 0.01 and 0.045 for Incusil™ABA®-9 vol.% SiC, Incusil™ABA®-18 vol.% SiC and Incusil™ABA®-27 vol.% SiC, respectively. Since the contrast between the properties of the matrix materials and those of the particles is more pronounced at higher temperatures, the adopted unit cell size was larger ($\xi \approx 14$) than that considered for the inverse homogenization procedure ($\xi \approx 11$). The three unit cells had 247, 476 and 796 particles, for the composites with 9 vol.% SiC, 18 vol.% SiC and 27 vol.% SiC, respectively. As in the case of the inverse homogenization, the compatibility of the particle size with that of the mesh 325 SiC powder used in the experiments was verified (the three models are displayed in Figures 4.31, 4.32 and 4.33).

The temperature dependent properties previously obtained were assigned to the matrix materials. Their Poisson’s coefficients and CTEs were assumed to have the same values of those of Incusil™ABA®, that is to say 0.3 and $1.82 \cdot 10^{-5} \, ^\circ C^{-1}$ (declared by the producer) and to remain constant over the considered temperature range. The SiC particles were assigned temperature dependent elastic properties and a constant CTE, according to the data reported in [82] and summarized in Table 4.7.

Three simulations were carried out for each composite at each temperature: one for the elastic properties another for the CTE and a third one to assess the elastoplastic stress-strain curve. The calculation of the homogenized properties was carried out according to the framework presented in Chapter 3: the full stiffness matrix and the coefficients of thermal expansion were computed and the obtained composite behaviour proved to be isotropic. The results of the homogenization procedure of the elastic properties and of the coefficient of thermal expansion are reported in Tables 4.8 and 4.9, while the stress-strain curves of three composites at the different considered temperatures are displayed in Figures 4.34, 4.35 and 4.36.
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Figure 4.31: Model for the homogenization of Incusil™ABA®-9 vol.% SiC.

Figure 4.32: Model for the homogenization of Incusil™ABA®-18 vol.% SiC.
Figure 4.33: Model for the homogenization of Incusil™ABA®-27 vol.% SiC.

<table>
<thead>
<tr>
<th>T[°C]</th>
<th>E[GPa]</th>
<th>ν</th>
<th>CTE[°C⁻¹]</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>415</td>
<td>0.160</td>
<td></td>
</tr>
<tr>
<td>194</td>
<td>411</td>
<td>0.160</td>
<td></td>
</tr>
<tr>
<td>271</td>
<td>409</td>
<td>0.159</td>
<td></td>
</tr>
<tr>
<td>349</td>
<td>407</td>
<td>0.159</td>
<td>4.4 · 10⁻⁶</td>
</tr>
<tr>
<td>427</td>
<td>406</td>
<td>0.159</td>
<td></td>
</tr>
<tr>
<td>504</td>
<td>404</td>
<td>0.159</td>
<td></td>
</tr>
<tr>
<td>580</td>
<td>402</td>
<td>0.159</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.7: Temperature dependent mechanical properties of SiC particles.
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### Table 4.8: Temperature dependent elastic properties of the composite fillers.

<table>
<thead>
<tr>
<th>T[°C]</th>
<th>Incusil™ABA® 9 vol.% SiC</th>
<th>Incusil™ABA® 18 vol.% SiC</th>
<th>Incusil™ABA® 27 vol.% SiC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>E[MPa]</td>
<td>ν</td>
<td>E[MPa]</td>
</tr>
<tr>
<td>16</td>
<td>101690</td>
<td>0.2887</td>
<td>116985</td>
</tr>
<tr>
<td>194</td>
<td>91795</td>
<td>0.2885</td>
<td>103374</td>
</tr>
<tr>
<td>271</td>
<td>88794</td>
<td>0.2885</td>
<td>106561</td>
</tr>
<tr>
<td>349</td>
<td>85501</td>
<td>0.2884</td>
<td>99795</td>
</tr>
<tr>
<td>427</td>
<td>81121</td>
<td>0.2883</td>
<td>95126</td>
</tr>
<tr>
<td>504</td>
<td>74843</td>
<td>0.2881</td>
<td>88306</td>
</tr>
<tr>
<td>580</td>
<td>64231</td>
<td>0.2877</td>
<td>78938</td>
</tr>
</tbody>
</table>

### Table 4.9: Temperature dependent CTEs of the composite fillers.

<table>
<thead>
<tr>
<th>T[°C]</th>
<th>Incusil™ABA® 9 vol.% SiC</th>
<th>Incusil™ABA® 18 vol.% SiC</th>
<th>Incusil™ABA® 27 vol.% SiC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CTE[°C⁻¹]</td>
<td>CTE[°C⁻¹]</td>
<td>CTE[°C⁻¹]</td>
</tr>
<tr>
<td>16</td>
<td>1.646 · 10⁻⁵</td>
<td>1.472 · 10⁻⁵</td>
<td>1.306 · 10⁻⁵</td>
</tr>
<tr>
<td>194</td>
<td>1.651 · 10⁻⁵</td>
<td>1.480 · 10⁻⁵</td>
<td>1.317 · 10⁻⁵</td>
</tr>
<tr>
<td>271</td>
<td>1.653 · 10⁻⁵</td>
<td>1.486 · 10⁻⁵</td>
<td>1.324 · 10⁻⁵</td>
</tr>
<tr>
<td>349</td>
<td>1.655 · 10⁻⁵</td>
<td>1.489 · 10⁻⁵</td>
<td>1.329 · 10⁻⁵</td>
</tr>
<tr>
<td>427</td>
<td>1.656 · 10⁻⁵</td>
<td>1.491 · 10⁻⁵</td>
<td>1.332 · 10⁻⁵</td>
</tr>
<tr>
<td>504</td>
<td>1.657 · 10⁻⁵</td>
<td>1.493 · 10⁻⁵</td>
<td>1.335 · 10⁻⁵</td>
</tr>
<tr>
<td>580</td>
<td>1.660 · 10⁻⁵</td>
<td>1.500 · 10⁻⁵</td>
<td>1.344 · 10⁻⁵</td>
</tr>
</tbody>
</table>
Figure 4.34: Temperature dependent stress-strain curves of Incusil™ABA\textsuperscript{®}-9 vol.% SiC.

Figure 4.35: Temperature dependent stress-strain curves of Incusil™ABA\textsuperscript{®}-18 vol.% SiC.
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Figure 4.36: Temperature dependent stress-strain curves of Incusil™ABA®-27 vol.% SiC.
Chapter 5

Characterization of Ceramic-Metal Joints

Once the mechanical properties of particle reinforced brazing fillers had been assessed it was possible to study how they influence the characteristics of ceramic-metal joints. The experimental investigation on the joints followed two main directions: on one hand the residual strains were measured by X-ray diffraction while on the other hand the joint performance was evaluated by 4-point bend tests. Moreover, optical microscopy and SEM/EDX investigations were carried out with the aim of comparing the composite filler microstructures in the joints and in the tensile specimens. In parallel, finite element models were developed both for the prediction of residual stresses and for the evaluation of the evolution of the stress state in the joints during the bend tests. Finally a parametric finite element model was implemented to study different material assemblies and brazing gaps. The combination of the results of the experiments and of the simulations gives an insight on the understanding of how the different mechanical and geometrical parameters influence the residual stress state and suggests some of the guidelines to follow when designing a ceramic-metal joint.

5.1 Residual stress evaluation by X-ray diffraction

As already mentioned in section 1.2.2, among a number of methods available for experimental residual stress analysis, X-ray diffraction methods, employing the characteristic radiation emitted from a X-ray tube or medium-energy synchrotron radiation, are very suitable for investigating the residual stresses both on the surface layers of bulk materials and in thin films and allow the determination of the whole stress tensors of all crystalline phases (a review of the subject can be found in [75]).
5.1.1 Fundamental concepts in diffraction stress analysis

When a polycrystalline material is subjected to stress, the lattice spacing \( d \) of the lattice planes varies as a function of the load and of the orientation of the lattice planes with respect to the loading direction. By XRD it is possible to measure direction-dependent lattice spacings, which depend on the wavelength \( \lambda \) and on the diffraction angle \( 2\theta \) according to Bragg’s law:

\[
\lambda = 2d^{hkl} \sin \theta^{hkl}
\]

where \( hkl \) are Laue’s indices. Note that the lattice spacing is measured in the direction of the diffraction vector. Usually the diffraction angle is obtained from the position of the maximum or of the centroid of the \( hkl \) diffraction line. Then it is possible to calculate the elastic strain of the \( hkl \) planes:

\[
\varepsilon^{hkl} = \frac{d^{hkl} - d_0^{hkl}}{d_0^{hkl}}
\]

where \( d_0^{hkl} \) is the strain-free or reference lattice spacing of the \( hkl \) lattice planes.

The direction of the strain measurement (the direction of the diffraction vector) is usually identified by the angles \( \varphi \) and \( \psi \), where \( \psi \) is the angle of inclination of the specimen surface normal with respect to the diffraction vector and \( \varphi \) denotes the rotation of the specimen around the specimen surface normal. A diffraction line contains information on the elastic strain of crystallites only for such crystallites that have their \( hkl \) planes oriented perpendicular to the diffraction vector, so only the elastic strain of a subgroup of crystallites composing a polycrystalline specimen is analysed in a lattice-strain measurement. In general, the strain measured by XRD is not equal to the mechanical strain in the same direction, characterized by \((\psi, \varphi)\), as the mechanical strain is an average over all crystallites in the sample, while the diffraction strain represents only a subgroup. Thus, it is of fundamental importance in diffraction stress analysis to distinguish diffraction averages from the average components of mechanical strain. For diffraction stress analyses three reference frames are usually adopted (Figure 5.1):

1. The crystal reference frame \((x_1^C, x_2^C, x_3^C)\): In general, a convention for the definition of an orthonormal crystal system has to be adopted [36, 87, 88]. In the case of cubic crystal symmetry, the axes are chosen to coincide with the axes of the crystal lattice.

2. The specimen reference frame \((x_1^S, x_2^S, x_3^S)\): The \( x_3^S \) axis is oriented perpendicular to the specimen surface and the \( x_1^S \) and \( x_2^S \) axes lie in the surface plane. If a preferred direction within the plane of the surface exists, e.g. in the present case the direction parallel to the joint interface, the \( x_1^S \) direction is usually oriented along this preferred direction.
3. The laboratory reference frame \((x_1^L, x_2^L, x_3^L)\): This frame is chosen in such a way that the \(x_3^L\) axis coincides with the diffraction vector. For \(\varphi = \psi = 0\), the laboratory frame of reference coincides with the specimen frame of reference.

The simplest specimen for diffraction stress analysis is a polycrystal composed of elastically isotropic crystallites. The basic principle of the method will be discussed for such a specimen first, then the effects of single crystal elastic anisotropy will be introduced.

For a polycrystal composed of elastically isotropic crystallites, Hooke’s law holds for both the macroscopic body and for every crystallite in the aggregate and thus also for the strain probed by X-ray diffraction:

\[
\langle \varepsilon_{ij}^S \rangle = D_{ijkl}^S \langle \sigma_{kl}^S \rangle = C_{ijkl}^{ij} \langle \sigma_{ij}^C \rangle = \left( D_1 \delta_{ij} \delta_{kl} + \frac{1}{2} D_2 \frac{1}{2} (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}) \right) \langle \sigma_{kl}^S \rangle \tag{5.3}
\]

where angular brackets indicate averages for all the crystallites and \(D_1\) and \(\frac{1}{2}D_2\) are

\[
D_1 = -\frac{\nu}{E} \tag{5.4}
\]

and

\[
\frac{1}{2} D_2 = \frac{1 + \nu}{E} \tag{5.5}
\]
respectively. Moreover, \( D_{ijkl}^S \), the compliance tensor of the body referred to the specimen reference frame can be set equal to \( D_{ijkl}^C \), as the individual crystallites are elastically isotropic. The strain tensor is identical for all the crystallites, therefore

\[
\varepsilon_{hkl}^{ijkl} = \{ \varepsilon_{33}^{L} \} = \varepsilon_{33}^L = \langle \varepsilon_{33}^L \rangle \quad (5.6)
\]

where braces indicate averages for the diffracting crystallites only. The average strain \( \langle \varepsilon_{33}^L \rangle \) can be calculated from the strain tensor \( \varepsilon_{ij}^S \) in the frame of reference of the specimen:

\[
\varepsilon_{hkl}^{ijkl} = \langle \varepsilon_{33}^L \rangle = m_i^S \langle \varepsilon_{ij}^S \rangle m_j^S \quad (5.7)
\]

where \( m^S \) is defined as

\[
m^S = \begin{pmatrix} \sin \psi \cos \varphi \\ \sin \psi \sin \varphi \\ \cos \psi \end{pmatrix} \quad (5.8)
\]

By substitution of \( \langle \varepsilon_{ij}^S \rangle \) in (5.3), the so-called \( \sin^2 \psi \) law, relating the diffraction strain to the components of the mechanical stress tensor expressed in the specimen frame of reference, is obtained:

\[
\varepsilon_{hkl}^{ijkl} = \frac{1}{2} \left[ D_2 \sin^2 \psi (\langle \sigma_{11}^S \rangle \cos^2 \varphi + \langle \sigma_{12}^S \rangle \sin(2 \varphi) + \langle \sigma_{22}^S \rangle \sin^2 \varphi) + \frac{1}{2} D_2 (\langle \sigma_{13}^S \rangle \cos \varphi \sin(2 \psi) + \langle \sigma_{23}^S \rangle \sin \varphi \sin(2 \psi) + \langle \sigma_{33}^S \rangle \cos^2 \psi) + D_1 (\langle \sigma_{11}^S \rangle + \langle \sigma_{22}^S \rangle + \langle \sigma_{33}^S \rangle) \right] \quad (5.9)
\]

Note that, for a polycrystalline aggregate subjected to a homogeneous stress field and consisting of elastically isotropic crystallites, equation (5.9) holds also in the presence of crystallographic texture and direction-dependent grain interaction. The name of the equation stems from the proportionality of the measured strain to \( \sin^2 \psi \) if the principal stress frame of reference is adopted for the specimen frame of reference: in this case, a plot of the measured strain versus \( \sin^2 \psi \) yields a straight line (for constant \( \varphi \)) and the components of the stress tensor can be extracted from the slopes of the straight lines plotted for various values of \( \psi \).

In practice, polycrystals composed of elastically isotropic crystallites are seldom met. In a polycrystal composed of elastically anisotropic crystallites, stresses and strains vary over the differently oriented crystallites in the specimen, in contrast with a polycrystal composed of elastically isotropic crystallites, where stresses and strains are equal for all differently oriented crystallites. In the presence of this intrinsic elastic anisotropy, the distribution of stresses and strains that occurs is the result of the elastic grain interaction. Although the individual crystallites are anisotropic, the whole body can exhibit a macroscopic isotropic elastic behaviour and this is the case of the so-called quasi-isotropic materials. It can be
shown, by exploiting the symmetries of the elastic properties of subgroups of grains as selected by a diffraction experiment, that the concept of diffraction elastic constants can be extended to this set of materials. In this case a similar \(\sin^2\psi\) law is obtained, in which the elastic constants \(D_1\) and \(D_2\) are replaced by elastic constants which depend on the crystallographic orientation \(hkl\):

\[
\varepsilon_{hkl}^{\varphi\psi} = \left\{ \varepsilon_{33}^L \right\}_{hkl}^{\varphi\psi} = \\
\frac{1}{2} D_2^{hkl} \sin^2\psi \left( \left\langle \sigma_{11}^S \right\rangle \cos^2\varphi + \left\langle \sigma_{12}^S \right\rangle \sin(2\varphi) + \left\langle \sigma_{22}^S \right\rangle \sin^2\varphi \right) + \\
+ \frac{1}{2} D_2^{hkl} \left( \left\langle \sigma_{13}^S \right\rangle \cos\varphi \sin(2\psi) + \left\langle \sigma_{23}^S \right\rangle \sin\varphi \sin(2\psi) + \left\langle \sigma_{33}^S \right\rangle \cos^2\psi \right) + \\
+ D_1^{hkl} \left( \left\langle \sigma_{11}^S \right\rangle + \left\langle \sigma_{22}^S \right\rangle + \left\langle \sigma_{33}^S \right\rangle \right) 
\]

Note that according to the right-hand side of equation (5.10), in contrast with equation (5.9), the diffraction strain depends on the reflection \(hkl\). Stresses and strains of individual crystallites are not equal to the corresponding mechanical averages. Thus averaging brackets and averaging braces have to be used.

The ceramic composite used in this project is microscopically isotropic [13]. Therefore strain and stresses were computed according to (5.10). XRD techniques can be applied to macroscopically anisotropic materials as well. However, since the subject is not closely related to the present work, it is not presented (refer to the specific literature, e.g. [75]).

### 5.1.2 The testing facility

In general, microstructures are inhomogeneous and/or anisotropic thus, as stated in section 5.1.1, diffraction analyses require the variation of the orientation of the diffraction vector with respect to the specimen reference system. Parallel-beam diffractometers are particularly suitable for this purpose since they provide an instrumental diffraction line broadening which is independent of the orientation of the diffraction vector. This feature is made possible by the parallel-beam geometry which involves less instrumental aberrations than conventional focusing geometries.

All the measurements were carried out at Max Planck Institute for Metals Research in Stuttgart by means of a novel generation instrument consisting of a Bruker AXS D8 Discover X-ray diffractometer equipped with an Eulerian cradle (four-circle goniometer). Cu-K\(\alpha\) radiation emerging from the focus (0.1 \(\times\) 1 mm\(^2\)) of a rotating anode source (Bruker AXS Turbo X-ray source), operating at 50 kV and 20 mA, is converted into a quasi parallel beam by a single reflection X-ray mirror (FOX2D, XENOCS). As the mirror is mounted under a takeoff angle of 6° the focus size seen by the optic is 0.1 \(\times\) 0.1 mm\(^2\). The size of the beam at the mirror exit is 1 \(\times\) 1 mm\(^2\), and is then reduced by means of a circular collimator. The diffracted beam passes through a parallel plate collimator with an acceptance angle of
0.23° before being detected by a scintillation counter (for further details refer to [120]). An overall view of the instrument and images of the main components are reported in Figures 5.2 and 5.3.

Figure 5.2: Overall view of the XRD facility.
Figure 5.3: The main components of the XRD facility: a) from left to right: the scintillation counter, the goniometer (in this case, a fluorescent sample is mounted for instrument calibration), the position detector (consisting of a laser source and a CCD camera), the X-ray lens (partially hidden); b) the X-ray circular collimator.
5.1.3 Results and Discussion

Four specimens were investigated by XRD: two joints brazed by pure Incusil™ABA® and two joints brazed by Incusil™ABA®-27 vol.% SiC. Measurements were carried out on the ceramic joining partner on the 4 mm wide face and a 200 µm diameter circular beam was used. The specimens were mounted on the goniometer via a supporting plate (Figure 5.4), then by using the facility position detector the system was aligned to have for each specimen the $x_2^S$ axis parallel to the ceramic 25 mm long edge (a different position setting was recorded for each specimen). Since the specimens had not been polished to avoid inducing modifications of the surface stress state, the actual position of the ceramic-braze interface was detected both visually (as previously reported, the system is equipped with a CCD camera) and by means of a XRD linescan in $x_2^S$ direction.

Measurements were taken on a grid of six positions on each specimen, according to the schematic reported in Figure 5.5. In the choice of the measurement locations, a fundamental aspect, which was considered, is the change of the shape and size of the irradiated area [59]. If a cylindrical beam is used (and this was the case), the intersection with the surface is an ellipse, which becomes increasingly elongated with increasing sample tilt $\psi$. Moreover the intersection becomes more elliptical at small $2\theta$ angles and measurements should not be taken at $2\theta < 20^\circ$.

After a preliminary study by finite element simulations, it was checked that for the chosen diffraction peaks, the irradiated area does not intersect the ceramic region close to the interface, in which both the experimental and the model results are affected by stress concentrations. Furthermore, finite element simulations show that in the region where the measurements were taken the ceramic stress state is an almost uniaxial compression, $\langle \sigma_{11}^S \rangle$. Therefore the general stress-strain equation (5.10) reduces to:

$$\varepsilon_{hkl}^{\psi\varphi} = D_1^{hkl} \langle \sigma_{11}^S \rangle + \frac{1}{2} D_2^{hkl} \langle \sigma_{11}^S \rangle \sin^2 \psi \cos^2 \varphi$$

(5.11)

In this case to assess the stress value it is sufficient to measure $\varepsilon_{hkl}^{\psi\varphi}$ at several $\psi$ angles at $\varphi = 0$: when $\varepsilon_{hkl}^{\psi\varphi}$ is plotted as a function of $\sin^2 \psi$ a straight line is obtained and $\langle \sigma_{11}^S \rangle$ can be deduced from its slope. Equation (5.11) can be applied only if $d_0^{hkl}$ is known. When this is not the case, as for the present measurements, it is possible to obtain $d^{hkl}$ as a function of $\sin^2 \psi$ by introducing (5.2) into (5.11):

$$d^{hkl} = d_0^{hkl} + D_1^{hkl} \langle \sigma_{11}^S \rangle d_0^{hkl} + \frac{1}{2} D_2^{hkl} \langle \sigma_{11}^S \rangle \sin^2 \psi \cos^2 \varphi d_0^{hkl}$$

(5.12)

If $d^{hkl}$ is plotted against $\sin^2 \psi$ and the slope $m$ and the intercept $b$, the following system of two equations and two unknowns, $d_0^{hkl}$ and $\langle \sigma_{11}^S \rangle$, is obtained:

$$m = \frac{1}{2} D_2^{hkl} \langle \sigma_{11}^S \rangle \cos^2 \varphi d_0^{hkl}$$

(5.13)
\[ b = d^{hkl}_0 + D^{hkl}_1 \langle \sigma^{S}_{11} \rangle d^{hkl}_0 \] (5.14)

Thus it is still sufficient to carry out measurements at several \( \psi \) angles at \( \varphi = 0 \) to obtain the value of \( \langle \sigma^{S}_{11} \rangle \). After a preliminary study it was chosen to measure the shift for the diffraction peak 210 for Si\(_3\)N\(_4\), \( 2\theta \approx 35.91^\circ \), and 111 for TiN, \( 2\theta \approx 36.41^\circ \). Note that both choices satisfy the condition \( 2\theta > 20^\circ \). The peaks were fitted by a linear combination of a Gaussian and a Cauchy-Lorentz distribution. At each sampling point, seven measurements were taken, with \( \psi \) varying from 0° to 60° with a step of 10°, for a measurement duration of 10 hours for each location (which corresponds to 2.5 days per specimen).

A linear fit of the data was performed to assess the values of \( m \) and \( b \), which were then introduced into (5.13) and (5.14) to obtain \( \langle \sigma^{S}_{11} \rangle \) in each phase. The assumed values of the crystal elastic constants \( D^{hkl}_1 \) and \( 1/2D^{hkl}_2 \) were those reported in the database at Max Planck Institut: -1130 MPa\(^{-1}\) and 7990 MPa\(^{-1}\) for Si\(_3\)N\(_4\) and -490 MPa\(^{-1}\) and 2890 MPa\(^{-1}\) for TiN. The average stress in the composite was computed by weighting the stress on the two phases by their volume fractions which are 0.798 for Si\(_3\)N\(_4\) and 0.202 for TiN, obtained by assuming densities of 3.19 g/cm\(^3\) and 5.4 g/cm\(^3\), respectively [44]. The precision of the measurements depends on three main aspects:

- uncertainties related to the ceramic material: the values of the elastic constants were not directly measured but extracted from a database as well as the densities; moreover the presence of an intergranular glassy phase [13] was neglected;
- uncertainties related to the quality of the joints: the joints chosen for the measurements could only be visually inspected before the measurements; therefore possible sources of perturbation of the strain field such as slight misalignments or defects in the interface could not be excluded a priori;
- uncertainties related to the instrument itself: typically the counting-statistical error of each measured peak position is about 0.006° and directly influences the uncertainty of the linear regression.

To quantify how the data scatter in the \( \sin^2 \psi \) plots affects the values of the residual stresses, a study of error propagation was carried out and the standard errors on the coefficients \( m \) and \( b \) were calculated as well as their impact on the stress values: while the standard error on \( b \) is negligible, the average standard error on \( m \) is about 25% for Si\(_3\)N\(_4\) and 50% for TiN. To take into account the other factors an additional 10% uncertainty was added to that calculated via error propagation. The obtained total uncertainty is compatible with analogous results reported in literature [66, 85]. An example of a linear fit is reported in Figure 5.6, while the results of all the measurements are summarized in Table 5.1.
Figure 5.4: The ceramic-metal joints mounted on the XRD facility.
5.1. RESIDUAL STRESS EVALUATION BY X-RAY DIFFRACTION

Figure 5.5: Schematic of the positions chosen for XRD measurements (units: µm).

Figure 5.6: Example of a linear fit to $\langle \sigma_{xx} \rangle$: the data points refer to Si$_3$N$_4$ and the measurements were taken at point 4 on specimen LC060903_3 (Incusil™ABA®-27 vol.% SiC). The linear fit parameters are $m = -1.7922 \cdot 10^{-3}$ and $b = 2.4988$ Å.
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Table 5.1: Results of XRD measurements (units: MPa).

<table>
<thead>
<tr>
<th></th>
<th>Phase</th>
<th>Incusil™ABA®</th>
<th>Incusil™ABA®-27 vol.% SiC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Si₃N₄</td>
<td>-81±12</td>
<td>-75±7</td>
</tr>
<tr>
<td></td>
<td>TiN</td>
<td>-353±114</td>
<td>-79±127</td>
</tr>
<tr>
<td></td>
<td>average</td>
<td>-136±33</td>
<td>-76±31</td>
</tr>
<tr>
<td>2</td>
<td>Si₃N₄</td>
<td>-56±15</td>
<td>-66±13</td>
</tr>
<tr>
<td></td>
<td>TiN</td>
<td>-307±76</td>
<td>-111±104</td>
</tr>
<tr>
<td></td>
<td>average</td>
<td>-107±27</td>
<td>-76±31</td>
</tr>
<tr>
<td>3</td>
<td>Si₃N₄</td>
<td>-60±7</td>
<td>-43±8</td>
</tr>
<tr>
<td></td>
<td>TiN</td>
<td>-350±48</td>
<td>-84±105</td>
</tr>
<tr>
<td></td>
<td>average</td>
<td>-119±15</td>
<td>-51±27</td>
</tr>
<tr>
<td>4</td>
<td>Si₃N₄</td>
<td>-73±11</td>
<td>-95±18</td>
</tr>
<tr>
<td></td>
<td>TiN</td>
<td>-426±25</td>
<td>-316±67</td>
</tr>
<tr>
<td></td>
<td>average</td>
<td>-144±14</td>
<td>-140±28</td>
</tr>
<tr>
<td>5</td>
<td>Si₃N₄</td>
<td>-50±9</td>
<td>-74±27</td>
</tr>
<tr>
<td></td>
<td>TiN</td>
<td>-297±70</td>
<td>-242±29</td>
</tr>
<tr>
<td></td>
<td>average</td>
<td>-100±21</td>
<td>-108±27</td>
</tr>
<tr>
<td>6</td>
<td>Si₃N₄</td>
<td>-52±17</td>
<td>-65±13</td>
</tr>
<tr>
<td></td>
<td>TiN</td>
<td>-365±85</td>
<td>-161±95</td>
</tr>
<tr>
<td></td>
<td>average</td>
<td>-115±30</td>
<td>-84±30</td>
</tr>
</tbody>
</table>

5.2 4-Point Bend Tests

The mechanical strength of the joints was characterized by 4-point bend tests with an upper load span \( l_2 \) of 20 mm and a lower load span \( l_1 \) of 40 mm and a cross-head velocity of 0.015 mm/s. This test setup was derived from test standard EN 843-1 [3] and, as reported in Chapter 1, similar configurations are reported in literature. The tests were carried out on an Instron 5848 Microtester equipped with a ±2 kN load cell (Figure 5.7 shows a specimen during testing). The applied moment and the maximum nominal applied stress were calculated according to beam theory:

\[
M = \frac{P}{4} (l_1 - l_2) \quad (5.15)
\]

\[
\sigma_{\text{max}} = \frac{6M}{bh^2} \quad (5.16)
\]

where \( P \) is the total applied load (measured by the load cell) while \( b \) and \( h \) are the section width and height, 4 mm and 3 mm, respectively. It is important to highlight that \( \sigma_{\text{max}} \)
is a nominal stress, calculated as if the specimen were a homogeneous beam, and not the maximum principal stress in the material.

For each braze layout at least six specimens were tested. The nominal bend strengths were calculated from the rupture load according to (5.16). After bend tests it was also possible to measure the actual joint thickness: the filler in excess was ground away and the broken sample polished, then the thickness was measured by optical microscopy. The results are summarized in Table 5.2. Joints with Incusil™ABA® and Incusil™ABA®-18 vol.% SiC showed the highest average strengths (354 MPa and 341 MPa, respectively) while lower results were obtained for Incusil™ABA®-9 vol.% SiC and Incusil™ABA®-27 vol.% SiC (272 MPa and 247 MPa, respectively). The typical standard deviation was about 60 MPa, which is compatible with that of the bend strength of the ceramic (785±51 MPa, [13]).

5.3 Microstructural Analysis

Specimens for optical and electron microscopy analyses of the braze were extracted from the ceramic-metal joints after 4-point bend tests and hot mounted in a conductive phenolic resin (Struers PolyFast). Grinding and polishing were carried out by following the same procedure adopted for the specimens obtained from those for tensile tests, which is
Table 5.2: Results of the 4-point bend tests.

<table>
<thead>
<tr>
<th>Braze layout</th>
<th>Number of specimens</th>
<th>Ave. thickness [µm]</th>
<th>Ave. strength [MPa]</th>
<th>St. Dev. [MPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incusil™ABA®</td>
<td>10</td>
<td>35</td>
<td>354</td>
<td>62</td>
</tr>
<tr>
<td>Incusil™ABA®-9 vol.% SiC</td>
<td>6</td>
<td>317</td>
<td>272</td>
<td>68</td>
</tr>
<tr>
<td>Incusil™ABA®-18 vol.% SiC</td>
<td>7</td>
<td>316</td>
<td>341</td>
<td>28</td>
</tr>
<tr>
<td>Incusil™ABA®-27 vol.% SiC</td>
<td>6</td>
<td>399</td>
<td>247</td>
<td>72</td>
</tr>
</tbody>
</table>

The microstructures of Incusil™ABA® and of the composite fillers in the joints were investigated by EDX technique with the objective of comparing the phase compositions with those of the tensile specimens. The micrographs were taken by using the BSE signal and the phase weight compositions were assessed by EDX point measurement (three measurements were taken for each phase). One specimen for each Incusil™ABA®-SiC composite was analysed and the results of EDX point measurements are summarized in Table 5.3 and the corresponding BSE images in Figure 5.8.

In Incusil™ABA® and in the composite matrix materials the same four main phases were identified. In the following they will be referred to with the same names indicated named in Chapter 4: AgIn, Cu, Cu₄Ti and Cu₂InTi. The experimental data summarized in Table 5.3 highlight that the phase compositions of the filler metals in the joints are very similar to those in the tensile specimens (Table 4.1).

However, while the compositions of the single phases are similar, even without carrying out stereological analyses it could be observed that the volume fractions of Cu₄Ti and Cu₂InTi phases were lower than in the corresponding tensile specimens (with the same amount of reinforcement), to the point that in some Incusil™ABA®-27 vol.% SiC joints, these phases were absent (as a consequence the composition of these two phases for the Incusil™ABA®-27 vol.% SiC joints is not indicated in Table 5.3). This can be explained by the fact that in the case of the joints the filler alloy wets not only the particle surface but also those of the joining partners, thus more titanium participates to interface reactions. Due to this further decrease of Cu₄Ti and Cu₂InTi phases, the Incusil™ABA® and the composite matrix alloys probably have a slightly different mechanical behaviour from that identified by tensile tests and inverse homogenization. Nevertheless the incertitude on the filler mechanical behaviour related to this phenomenon is negligible if compared to those depending on other aspects, such as the assumptions on the influence of temperature on the mechanical properties or on the isotropic hardening of the composite.
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Figure 5.8: BSE images of the four Incusil™ABA®-SiC composites in the joints.
Table 5.3: Weight compositions of the phases of the four Incusil™ABA®-SiC composites in the joints.

<table>
<thead>
<tr>
<th>Material</th>
<th>Phase</th>
<th>Ag[wt.%]</th>
<th>In[wt. %]</th>
<th>Ti[wt.%]</th>
<th>Cu[wt.%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incusil™ABA®</td>
<td>AgIn</td>
<td>80.9</td>
<td>13.8</td>
<td>0.1</td>
<td>5.2</td>
</tr>
<tr>
<td></td>
<td>Cu</td>
<td>4.3</td>
<td>2.6</td>
<td>1.1</td>
<td>92.0</td>
</tr>
<tr>
<td></td>
<td>Cu₄Ti</td>
<td>2.5</td>
<td>1.2</td>
<td>15.0</td>
<td>81.2</td>
</tr>
<tr>
<td></td>
<td>Cu₂InTi</td>
<td>4.5</td>
<td>26.6</td>
<td>16.0</td>
<td>52.9</td>
</tr>
<tr>
<td>Incusil™ABA®-9 vol.% SiC</td>
<td>AgIn</td>
<td>79.2</td>
<td>15.0</td>
<td>0.2</td>
<td>5.6</td>
</tr>
<tr>
<td></td>
<td>Cu</td>
<td>3.3</td>
<td>2.8</td>
<td>1.0</td>
<td>92.9</td>
</tr>
<tr>
<td></td>
<td>Cu₄Ti</td>
<td>2.1</td>
<td>1.0</td>
<td>4.8</td>
<td>82.1</td>
</tr>
<tr>
<td></td>
<td>Cu₂InTi</td>
<td>2.1</td>
<td>29.0</td>
<td>15.6</td>
<td>53.3</td>
</tr>
<tr>
<td>Incusil™ABA®-18 vol.% SiC</td>
<td>AgIn</td>
<td>78.6</td>
<td>15.6</td>
<td>0.2</td>
<td>5.6</td>
</tr>
<tr>
<td></td>
<td>Cu</td>
<td>5.2</td>
<td>3.1</td>
<td>1.9</td>
<td>89.8</td>
</tr>
<tr>
<td></td>
<td>Cu₄Ti</td>
<td>2.1</td>
<td>1.0</td>
<td>14.8</td>
<td>82.1</td>
</tr>
<tr>
<td></td>
<td>Cu₂InTi</td>
<td>2.3</td>
<td>24.0</td>
<td>13.9</td>
<td>59.8</td>
</tr>
<tr>
<td>Incusil™ABA®-27 vol.% SiC</td>
<td>AgIn</td>
<td>76.3</td>
<td>17.4</td>
<td>0.2</td>
<td>6.1</td>
</tr>
<tr>
<td></td>
<td>Cu</td>
<td>3.5</td>
<td>5.1</td>
<td>0.7</td>
<td>90.7</td>
</tr>
<tr>
<td></td>
<td>Cu₄Ti</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cu₂InTi</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5.4 Heat Transfer Problem

Residual stresses develop in ceramic-metal joints during the cooling from brazing (750 °C) to room temperature. In the simulation of this process, the first investigated aspect was the possible coupling between the thermomechanical and the heat transfer problems, that is to say the influence of the temperature distribution on the strain and stress fields.

The specimens are quite small (3x4x50 mm³); moreover, the cooling process takes place in the vacuum furnace in high vacuum conditions such that temperature decreases slowly (its evolution with time is reported in Figure 2.2) with a cooling rate always lower than 10 °C/min. These two facts suggest that there should be no significant temperature gradients in the joints, which was confirmed by means of a preliminary heat transfer simulation.

A two dimensional finite element model of a joint with a 50 µm interlayer of Incusil™ABA® was considered (4-node linear elements were used). The materials were assigned the thermal properties reported in Table 5.4. Given the purpose of the simulation, to be on the safe side, a much faster cooling process was modelled: the specimen surface was imposed to reach room temperature from 800 °C in one minute and it was observed that the temperature in the specimen is almost uniform throughout the whole cooling process (the
maximum temperature difference between the core and the surface of the ceramic joining partner is less than 4 °C. In addition, note that the choice of a two dimensional model is conservative, since a three dimensional model would lead to a lower temperature difference (a much larger surface would participate to the heat exchange).

Following these results it was concluded that the cooling process could be studied as a thermo-mechanical problem in which the temperature varies uniformly all over the specimen.

5.5 Thermomechanical Problem

After having tackled the heat transfer aspects it was possible to develop finite element models for the comparison with experimental results. Thus simulations of the cooling process for the prediction of residual stresses and simulations of 4-point bend test were carried out. In the following section the main features adopted in the finite element models will be described, then the obtained results will be compared with the corresponding experimental data.

5.5.1 The Finite Element Model

A three-dimensional finite element model of the ceramic-metal joint specimen was developed by using ABAQUS®. The model features are described following the same order in which they are generated in the software.

Geometry and Mesh

The first step in developing a finite element model is usually the generation of the object geometry. In the case of the ceramic-metal joints studied in this thesis, this step was straightforward and the model geometry was drawn directly by using the tools included in ABAQUS® with no need to use any additional CAD software, as it is often the case when analysing systems with more complex geometries.

From a preliminary study it was assessed that residual stresses develop only in a close region around the braze, as it can also be concluded by considering the two joining partners as beam-like structures to which Saint-Venant’s principle applies; furthermore, the results of 4-point bend tests show that the joints always break in the ceramic material close to the interface with the braze. These considerations showed that it was not necessary to model the whole joint but only the central region, thus it was possible to significantly reduce the model size and only the central 10 mm of the specimen were considered. Moreover, the model could be further simplified by exploiting the two symmetries. However, to simulate
bending as a second loading step after cooling on the same models, only one symmetry plane was considered. Material properties were assigned by partitioning the model volume into three regions. The joint thickness was varied by editing the partition sketch (a schematic of the model geometry is depicted in Figure 5.9). While the advantages of such a simple specimen geometry are evident, especially for the experimental activity, this choice leads also to some complexity in the modelling and interpretation of the experimental and numerical results. As already stated in section 1.2.2, in the case of joints between two flat surfaces the stress field exhibits singularities at the free edges and even when plasticity is considered, as it is the case in the present work, these stress concentrations affect the response of the model in the nearby region (the effect of stress singularities in joints have been the subject of specific studies reported in literature [5, 62]). In the present work, in order to limit as much as possible the region of the model influenced by the high stress gradients, fine meshes were used in the braze region, of course with a consequent increase in computing time. The adopted mesh is depicted in Figure 5.10: far from the braze region larger elements are used (the typical element is 115 × 115 × 250 µm³) while in the central part the mesh is refined in the direction normal to the braze layer, with an element thick-
ness of 12.5 µm. 20-node quadratic brick elements with reduced integration were used.

Material Properties

The steel and the ceramic were assumed to remain in the elastic range throughout both the processing and the mechanical testing and were assigned the temperature dependent mechanical properties which are summarized in Tables 5.5 and 5.6. Those of the steel were obtained from the producer data sheet, while those of the ceramics from literature [13]. The braze fillers were assigned the properties obtained according to the procedure described in Chapter 4 and summarized in Tables 4.5, 4.8 and 4.9 and Figures 4.27 to 4.30.

Boundary Conditions and Loads

The simulations consisted of two stages: a first cooling step, during which the specimen reaches room temperature and a second loading step, during which the specimen undergoes a 4-point bend test.

One first important issue to deal with was constituted by the modelling of the influence of the cooling ratio on stress relaxation: as described in section 2.4 the brazing of ceramic-metal joints was carried out at 750 °C and during the following slow cooling the creep of the filler could play an important role. Since time-dependence could not be implemented because of the lack of experimental data (as valid calculations would require constitutive laws for the filler which accurately predict the strain rate over a wide range of temperatures), it was assumed that the arising residual stresses were completely relieved when cooling from processing temperature down to 580 °C. Below this temperature, residual stresses developed depending only on the elastoplastic behaviour of the brazing alloy. Thus in the cooling simulation the specimen temperature varied from 580 °C, the reference stress-free state, to 20 °C, temperature at which the four point bend test was modelled. These assumptions were also supported by the findings of the already cited study on Cusil® ABA [83, 84].

As previously stated, only the central part of the specimen is modelled while the regions of the joining partners which are not modelled can be assimilated to beams, in other words the end sections keep planar during deformation. This feature was included in the model by imposing kinematic couplings [1] at the end faces: the longitudinal (in the specimen length direction) displacements of the nodes of each end face were rigidly constrained to the six degrees of freedom of a virtual node on the symmetry plane at a distance of 1 mm from the face (Figure 5.11). During the cooling the specimens lay on the brazing jig, which substantially lets the specimen free to shrink. Thus in the simulation isostatic
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<table>
<thead>
<tr>
<th>Material</th>
<th>Density [kg/m$^3$]</th>
<th>Thermal Conductivity [W/(m·K)]</th>
<th>Specific Heat [J/(kg·K)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si$_3$N$_4$/TiN</td>
<td>3200</td>
<td>25</td>
<td>1000</td>
</tr>
<tr>
<td>steel</td>
<td>7850</td>
<td>34</td>
<td>500</td>
</tr>
<tr>
<td>Incusil™ABA®</td>
<td>9700</td>
<td>70</td>
<td>300</td>
</tr>
</tbody>
</table>

Table 5.4: Thermal properties assigned to the materials in the heat transfer simulation.

<table>
<thead>
<tr>
<th>T[^{°C}]</th>
<th>E[GPa]</th>
<th>$\nu$</th>
<th>CTE[^{°C}^{-1}]</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td></td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>100</td>
<td></td>
<td></td>
<td>2.80 \cdot 10^{-6}</td>
</tr>
<tr>
<td>200</td>
<td></td>
<td></td>
<td>3.08 \cdot 10^{-6}</td>
</tr>
<tr>
<td>300</td>
<td>330</td>
<td>0.3</td>
<td>4.40 \cdot 10^{-6}</td>
</tr>
<tr>
<td>400</td>
<td></td>
<td></td>
<td>3.50 \cdot 10^{-6}</td>
</tr>
<tr>
<td>500</td>
<td></td>
<td></td>
<td>3.66 \cdot 10^{-6}</td>
</tr>
<tr>
<td>600</td>
<td></td>
<td></td>
<td>3.79 \cdot 10^{-6}</td>
</tr>
</tbody>
</table>

Table 5.5: Temperature dependent mechanical properties of Si$_3$N$_4$/TiN (the CTE at 20 °C is not indicated since this is the reference temperature).

<table>
<thead>
<tr>
<th>T[^{°C}]</th>
<th>E[GPa]</th>
<th>$\nu$</th>
<th>CTE[^{°C}^{-1}]</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>210</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>100</td>
<td>205</td>
<td></td>
<td>1.11 \cdot 10^{-5}</td>
</tr>
<tr>
<td>200</td>
<td>195</td>
<td></td>
<td>1.21 \cdot 10^{-5}</td>
</tr>
<tr>
<td>300</td>
<td>185</td>
<td>0.3</td>
<td>1.29 \cdot 10^{-5}</td>
</tr>
<tr>
<td>400</td>
<td>175</td>
<td></td>
<td>1.35 \cdot 10^{-5}</td>
</tr>
<tr>
<td>500</td>
<td>165</td>
<td></td>
<td>1.39 \cdot 10^{-5}</td>
</tr>
<tr>
<td>600</td>
<td>155</td>
<td></td>
<td>1.41 \cdot 10^{-5}</td>
</tr>
</tbody>
</table>

Table 5.6: Temperature dependent mechanical properties of Böhler E200 steel (the CTE at 20 °C is not indicated since this is the reference temperature).
Figure 5.10: The mesh of finite element of the joint.
boundary conditions were imposed at the virtual nodes while symmetry conditions were applied on the nodes lying on the symmetry plane. To simulate bending opposite rotations were applied at the virtual nodes and the bending moment was measured as the reaction moment at a virtual node.

5.5.2 Metric of Failure

The bend test results show that the joints always break in the ceramic joining partner at a small distance from the interface. Therefore, to compare the different joint layouts and to check the agreement between experimental and numerical results, a metric of failure for the ceramic material is required. Ceramics are brittle materials and the composite Si₃N₄/TiN is no exception. Thus in the present work three different metrics of brittle failure were applied to the results of the finite element modelling: maximum tensile stress, elastic strain energy and failure probability.
5.5. THERMOMECHANICAL PROBLEM

Maximum tensile stress

The simplest fracture criterion for brittle materials, associated to the names of Galileo, Rankine and Navier [27] assumes that a material breaks in tension or compression when the maximum or minimum principal stress reaches a critical value, with the limit in tension much lower in absolute value than that in compression. The main advantage of this criterion derives from its simplicity; moreover, principal stresses are one of the default outputs in every finite element commercial code.

Elastic strain energy

The maximum tensile residual stress has frequently been used as strength metric. However, this criterion has some severe limitations both from the theoretical point of view (e.g. the maximum value of a certain component of residual stresses alone cannot explain fracture) and in numerical applications since the presence of the high stress gradients can affect the results of FE calculations. These problems were addressed first in [12] and then in [91] by using the total strain energy in the ceramic as a metric for failure. According to the authors the advantages of this approach are a lower dependency on the mesh formulation and rapid convergence of strain energy. The strain energy in the ceramic was calculated by multiplying the strain energy density magnitude at each Gauss point \( g \) by the associated volume \( V_g \):

\[
U = \sum_g \frac{1}{2} \sigma_{ij} \varepsilon_{ij} V_g
\]  

(5.17)

Failure probability

The most commonly used approach for the treatment of the statistics of brittle failure is Weibull’s, which is based on two main assumptions (for an extended description of the application of Weibull’s theory to ceramics refer to [115]):

1. a weakest link argument: the material is homogeneous in the sense of the distribution of flaws throughout the volume and failure at any flaw leads to total failure;

2. a distribution function: it characterizes the stress dependence of the cumulative failure probability per unit volume at the limit of an infinitesimal volume.

These assumptions lead to the following expression for the survival probability:

\[
P_s = e^{-\int_V \left( \frac{\sigma - \sigma_u}{\sigma_0} \right)^m dV}
\]  

(5.18)

Note that \( V \) must be nondimensional so it should be expressed as \( V/V_0 \) where \( V_0 \) is some chosen unit volume. The three constants \( m, \sigma_u \) and \( \sigma_0 \) are generally treated as empirical
parameters and determined experimentally. The parameter $\sigma_u$ is the stress level below which there is zero probability of failure. For ceramics the remote possibility exists of having a very large flaw in a specimen so that the safest assumption is to take $\sigma_u = 0$ as it is usually done. Weibull’s approach allows the treatment to be extended to situations where stress varies with position in the specimen such as four point bend tests at quarter points; in this case the failure probability assumes the form:

$$P_f = 1 - e^{-\left(\frac{\sigma_{4b}}{\sigma_0}\right)^m V (\frac{m+2}{4m+1})}$$

(5.19)

where $\sigma_{4b}$ has the following expression:

$$\sigma_{4b} = \frac{\sigma_0}{V^{\frac{1}{m}}} \left( \frac{4(m+1)^2}{m+2} \right)^{\frac{1}{m}} \Gamma \left( 1 + \frac{1}{m} \right)$$

(5.20)

where $\Gamma (x)$ is the Gamma function.

Weibull parameters for the composite $\text{Si}_3\text{N}_4/\text{TiN}$, used in the present work were determined in 4-point bending (with the same setup used for the joints) during the already cited precedent project at EMPA, but the results were not included in the relative publication [13]. The obtained values for $m$ and $\sigma_0$ are 14.8 and 810.8 MPa, respectively (for a chosen unit volume $V_0$ of 1 mm$^3$).

In [31] Weibull’s approach is generalized to multiaxial stress states and the failure probability depends on the values of the three principal stresses:

$$P_f = 1 - e^{-\int_V \left( \left( \frac{\sigma_1}{\sigma_0} \right)^m + \left( \frac{\sigma_{II}}{\sigma_0} \right)^m + \left( \frac{\sigma_{III}}{\sigma_0} \right)^m \right) dV}$$

(5.21)

5.5.3 Residual Stress Predictions

This section focuses on the results of the first step of the simulations, the cooling, and especially on the two assemblies on which XRD measurements were carried out: a joint
brazed with Incusil\textsuperscript{TM} ABA\textsuperscript{®} and another with Incusil\textsuperscript{TM} ABA\textsuperscript{®}-27 vol.\% SiC. Models were developed for all the joints which were tested in 4-point bending:

- 35 µm thick Incusil\textsuperscript{TM} ABA\textsuperscript{®} braze;
- 320 µm thick Incusil\textsuperscript{TM} ABA\textsuperscript{®}-9 vol.\% SiC braze;
- 320 µm thick Incusil\textsuperscript{TM} ABA\textsuperscript{®}-18 vol.\% SiC braze;
- 400 µm thick Incusil\textsuperscript{TM} ABA\textsuperscript{®}-27 vol.\% SiC braze.

In all the cases the residual stresses after cooling are higher in the corner regions of the ceramic at a small distance (about 100 µm) from the interface and not at the interface itself (Figure 5.12). This effect is due to the specimen geometry (the edge is responsible for this concentration effect) and is beneficial from the point of view of the interpretation of the simulation results since maximum stresses are recorded in elements which are sufficiently far from the interface (according to [117] the results obtained within the two elements closest to the singularity are not valid and in the present case the maximum is found at six elements from the interface). These considerations led to the conclusion that for the present geometry the influence of the stress concentration at the interface on the failure metrics based on single stress values is negligible.

Figures 5.13, 5.14 and 5.15 show the plots of the three chosen failure metrics against temperature during cooling for the four considered joints. These diagrams lead to some remarks on the differences between the joint assemblies and on the significance of the failure metrics:

- the values of all the failure metrics exhibit a significant increase between 450 °C and 300 °C, as expected, since in this range of temperature there is the largest increase in the flow stresses of the filler metals.

- The plots of the maximum principal stress and of the failure probability for the joint with Incusil\textsuperscript{TM} ABA\textsuperscript{®}-18 vol.\% SiC and Incusil\textsuperscript{TM} ABA\textsuperscript{®}-27 vol.\% SiC highlight that these two systems exhibit a decrease in the peak values of residual stresses during the last stage of the cooling process. This is due to the redistribution of stress which derives from the development of plastic strain also in the core the braze. Such an effect has to be evaluated carefully since it directly depends on the filler metal properties: Incusil\textsuperscript{TM} ABA\textsuperscript{®}-18 vol.\% SiC and especially Incusil\textsuperscript{TM} ABA\textsuperscript{®}-27 vol.\% SiC were assumed to have a limited ultimate strain (as stated in section 4.4.2, homogenization was carried out up to the maximum strain obtained in the tensile tests) while in the case of the joint they could have a larger one.
• The joint with Incusil™ABA® exhibits the lowest residual maximum principal stress after cooling, about 438 MPa, and the joint with Incusil™ABA®-9 vol.% SiC the highest, 474 MPa.

• The results obtained with the failure metric based on the maximum principal stress and on the failure probability are equivalent with the latter being a sort of amplification of the former; this derives from the fact that in the region where residual stresses are higher the stress state is almost uniaxial. Thus the mid and the minimum principal stress have almost no influence on the result of (5.21).

• The results provided by the strain energy failure metric are not in agreement with those obtained with the other approaches: Figure 5.15 shows that in the case of the joint with Incusil™ABA® the amount of elastic strain energy stored in the ceramic after cooling is much larger than for the other joints. This is confirmed by the contour plots of the strain energy density for the Incusil™ABA® and Incusil™ABA®-27 vol.% SiC joints (Figures 5.16 and 5.17), which show that in the first specimen the strain energy in the core region is higher than in the second. However, this difference in the strain energy is mainly due to the higher compressive stresses in the region for Incusil™ABA® (the contour plots of the minimum principal stress in the two cases are reported Figures 5.18 and 5.19). This remark leads to conclude that the failure criterion based on strain energy can be misleading since it assumes that compressive and tensile stress states have the same influence on the failure of the ceramic material.

The data by XRD were not compared directly with finite element results for the corresponding locations but rather with the average stress component which was computed by accounting for the average illuminated area, which varies as a function of the tilt angle (as described in section 5.1.3). Figures 5.20 to 5.23 summarize the results. As already stated in section 5.1.3 the experimental uncertainty is compatible with analogous results reported in literature [66, 85]. It can be seen that there is a good agreement between experimental data and numerical estimations for both Incusil™ABA® joints (Figures 5.20 and 5.21) and for one Incusil™ABA®-27 vol.% SiC specimen, LC060609-3, while for the other, LC060609-4, numerical and experimental results are quite far, with the latter exhibiting an increase of stresses far from the interface, a trend which is opposite to the expected one. This anomaly suggests the presence of a defect, possibly a not perfect interface between ceramic and braze which could have caused some stress relief at the local level.
Figure 5.12: Maximum principal stress distribution after cooling: stresses are higher along the ceramic edges at a small distance from the interface with the braze (units: MPa).

Figure 5.13: Evolution of the volume maximum principal stress in the ceramic during cooling.
Figure 5.14: Evolution of the failure probability (5.21) of the ceramic joining partner during cooling.

Figure 5.15: Evolution of the strain energy in the ceramic during cooling.
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Figure 5.16: Strain energy density distribution after cooling inside the ceramic joining partner in the Incusil™ ABA® specimen (units: mJ).

Figure 5.17: Strain energy density distribution after cooling inside the ceramic joining partner in the Incusil™ ABA®-27 vol.% SiC specimen (units: mJ).
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Figure 5.18: Minimum principal stress distribution after cooling inside the ceramic joining partner in the Incusil™ABA® specimen (units: MPa).

Figure 5.19: Minimum principal stress distribution after cooling inside the ceramic joining partner in the Incusil™ABA®-27 vol.% SiC specimen (units: MPa).
Figure 5.20: Comparison between XRD measurements at points 1 to 3 (along the specimen axis) and numerical results for the two joints brazed with Incusil™ABA®.

Figure 5.21: Comparison between XRD measurements at points 4 to 6 (200 µm from the specimen axis) and numerical results for the two joints brazed with Incusil™ABA®.
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Figure 5.22: Comparison between XRD measurements at points 1 to 3 (along the specimen axis) and numerical results for the two joints brazed with Incusil™ABA®-27 vol.% SiC.

Figure 5.23: Comparison between XRD measurements at points 4 to 6 (200 µm from the specimen axis) and numerical results for the two joints brazed with Incusil™ABA®-27 vol.% SiC.
5.5.4 Simulation of 4-Point Bend Tests

The simulation of the 4-point bend test followed that of the cooling, as described in section 5.5.1. Figure 5.24 shows the distribution of the maximum principal stress in the ceramic during bending: it can be observed that the region where stresses are higher is again around the edge at a short distance from the interface (of course on the tensile side), which is in agreement with fracture observations (section 5.2). Furthermore, far from the braze the stress distribution is linear along the thickness of the specimen, as predicted by beam theory, with the maximum principal stress coinciding with the stress component normal to the joining partner section (this is confirmed by the contour plot of the longitudinal stress 5.25).

In Figures 5.26 to 5.29 the results of the simulations are reported along with those of the mechanical tests for each of the considered systems: for each simulation the maximum principal stress in the ceramic is plotted against the nominal applied stress and compared with an experimental point having as abscissa the nominal bend strength (with the relative standard deviation) and as ordinate the bend strength of the composite Si$_3$N$_4$/TiN (with the standard deviation, as well). It can be observed that in the case of Incusil™ABA® experiments and simulations are in good agreement while for the other joint layouts the simulations tend to underestimate the stress level. Provided that the assumption of a maximum principal stress failure criterion is acceptable, this discrepancy might be due to an underestimation of the composite fillers hardening (as already mentioned in section 5.5.3): during bending additional plastic strain is developed in the braze region and larger areas reach the equivalent plastic strain value beyond which the stress-strain curve flattens. The difference in the structural behaviour between the joint with Incusil™ABA® and those with the composite fillers is confirmed by Figure 5.30 where the plots of the maximum principal stress in the ceramic against the nominal applied stress are compared for the four joints: the behaviour of the joint with Incusil™ABA® is linear while the others exhibit a decreasing stiffness as the applied load increases.

The other two failure metrics were assessed for the bending simulations as well: the failure probability criterion proved to be also in this case an amplification of that based on the maximum principal stress (as shown in Figure 5.31) while Figure 5.32 shows that the criterion based on the strain energy does not yield significant results in describing the joints in bending: since the total strain energy is considered, the responses of the different joints tend to be similar (furthermore note that only the strain energy of the modelled portion of ceramic joining partner was considered).
Figure 5.24: Maximum principal stress distribution in the Incusil™ABA® joint under an applied moment of about 2 Nm: stresses are higher along the ceramic edges at a small distance from the interface with the braze (units: MPa).

Figure 5.25: Longitudinal stress distribution in the Incusil™ABA® joint under an applied moment of about 2 Nm: far from the interface stresses evolve linearly along the joint thickness as predicted by beam theory (units: MPa).
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Figure 5.26: Four point bend test: comparison between simulations and experiments for joints with Incusil™ABA®.

Figure 5.27: Four point bend test: comparison between simulations and experiments for joints with Incusil™ABA®-9 vol.% SiC.
Figure 5.28: Four point bend test: comparison between simulations and experiments for joints with Incusil™ABA®-18 vol.% SiC.

Figure 5.29: Four point bend test: comparison between simulations and experiments for joints with Incusil™ABA®-27 vol.% SiC.
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Figure 5.30: Evolution of the volume maximum principal stress in the ceramic during the bend test.

Figure 5.31: Evolution of the failure probability (5.21) of the ceramic joining partner during the bend test.
5.6 Parametric Study

The experiments and the simulations show that the development of plastic strain in the braze is a determinant factor in the development of residual stresses. However, in the choice of the brazing alloy for a ceramic metal assembly, the importance of the plastic properties of the filler alloy has traditionally been put in second order, in favour of other parameters such as the brazing temperature, the brazing gap or the coefficient of thermal expansion. To study the role and the weight of each of these parameters, a parametric finite element model for the prediction for residual stresses was developed.

5.6.1 Parametric Model

In this section the finite element model will be described by following the same order adopted for the bend specimen model. The model was implemented in ABAQUS® by means of a Python script.

Geometry and Mesh

Given the large number of simulations involved in a parametric study, a three dimensional model would be too demanding in terms of computation time. Therefore an axisymmetric
model was implemented: the total length of the joint was imposed to be 50 mm and the radius 2.5 mm (a solid visualization of the specimen is shown in Figure 5.33).

The central part of the joint (2.5 mm), including the braze, was meshed finely with 0.0125 mm thick elements, while in the rest of the model the mesh was coarser, with 0.25 mm thick elements. The element size in the radial direction was imposed to be constant, 0.125 mm, corresponding to twenty elements along the radius (Figure 5.34 shows a detail of the mesh). 8-node biquadratic elements with reduced integration were used.

Six different values of the joint thickness were considered: 0.025 mm, 0.05 mm, 0.1 mm, 0.25 mm, 0.5 mm and 1 mm.

Material properties

Five different joining partners were considered: three ceramic materials (alumina, which has a relatively high CTE, tungsten carbide, which has a very high Young’s modulus, and the composite Si₃N₄/TiN) and two metal alloys (Kovar®, which has a low CTE, and the same steel considered in the rest of the work). The thermomechanical properties of these materials are summarized in Table 5.7.

The braze filler was assumed to be elastic perfectly plastic: Young’s modulus and Poisson’s coefficient were assigned the values of 75 GPa and 0.3, constant with temperature, while the yield stress was assumed to decrease linearly with temperature and to reach a minimum value of 10 MPa at 0.75 Tₜ₃, where Tₜ₃ is the brazing temperature.

Three different values for each parameter were considered: 50 MPa, 150 MPa and 250 MPa for the yield stress at room temperature and 700 °C, 850 °C and 1000 °C for the brazing temperature. The CTE was assigned four values: $5.0 \times 10^{-6} \, ^\circ C^{-1}$, $1.0 \times 10^{-5} \, ^\circ C^{-1}$, $1.5 \times 10^{-5} \, ^\circ C^{-1}$ and $2.0 \times 10^{-5} \, ^\circ C^{-1}$.

<table>
<thead>
<tr>
<th>material</th>
<th>E[GPa]</th>
<th>ν</th>
<th>CTE[°C⁻¹]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al₂O₃</td>
<td>150</td>
<td>0.22</td>
<td>$8.2 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>WC</td>
<td>627</td>
<td>0.2</td>
<td>$5.1 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>Si₃N₄/TiN</td>
<td>330</td>
<td>0.26</td>
<td>$3.79 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>Steel</td>
<td>210</td>
<td>0.3</td>
<td>$1.41 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>Kovar®</td>
<td>138</td>
<td>0.317</td>
<td>$6.15 \cdot 10^{-6}$</td>
</tr>
</tbody>
</table>

Table 5.7: Thermomechanical properties of the joining partners considered in the parametric model.
Figure 5.33: Three dimensional visualization of the axisymmetric model used for the parametric study.

Figure 5.34: Transition between coarse and fine mesh in the axisymmetric model used for the parametric study.
Boundary conditions and loads

Since in the parametric model only the cooling step was considered, isostatic boundary conditions were applied. The specimen was imposed to uniformly cool down to 20 °C from 0.75 $T_B$.

Metric of failure

The study on the beam specimen showed that, among the examined failure metrics, the maximum principal stress is the most appropriate to make comparisons between different braze layouts. Therefore it was chosen for this a parametric study, too. While in the beam specimen the maximum principal stress in the ceramic occurred at a certain distance from the interface (thanks to the edge effect), in the cylindrical joint the highest stress concentration is located at the singular point. To overcome this problem it was chosen to exclude from the region of interest the 300 µm of ceramic closer to the interface with the braze.

5.6.2 Results and discussion

For each of the considered joints 216 simulations were carried out. In the following the results will be presented by considering the influence of each parameter separately and some of the results of the simulations will be reported (for the full set of results refer to appendix A).

Influence of the brazing temperature

In all the considered assemblies it was observed that the brazing temperature had nearly no influence on the residual stresses, as it can be seen in Figure 5.35 for the joint WC-steel: given the yield stress and the CTE of the filler metal, the plots of the maximum principal residual stress against the braze temperature are almost flat. This result is quite important since in the traditional approach a preference is given to alloys with lower brazing temperatures. This approach derives from the fact that residual stresses were estimated by means of simple models based on elasticity, thus they roughly depended on the mismatch between the CTEs of the two joining partners multiplied by the brazing temperature. If plasticity is introduced it can be observed that the difference in the brazing temperature does not lead to higher residual stresses but results in a larger amount of plastic strain in the braze. This can be developed provided the filler metal is sufficiently ductile, as it is always the case for commonly used braze alloys, which often exhibit ultimate strains larger than 0.2.
Influence of filler metal plastic properties

The development of plastic strain in the braze is the mechanism which influences more significantly residual stresses. As a consequence the yield stress of the filler metal is a fundamental parameter. The results of the simulations show that braze fillers with lower yield stresses lead to lower residual stresses both for joints in which the mismatch between the CTEs of the two joining partners is large (as the Si₃N₄/TiN-steel system) and for joints in which the CTEs are similar (as in the case of WC and Kovar®). The results for these two joints are reported in Figure 5.36. In both cases a brazing gap of 0.1 mm and a brazing temperature of 700 °C are considered, while the braze filler has a CTE of 2 · 10⁻⁵ °C⁻¹.

Influence of the CTE of the filler metal

As stated previously all the factors which can improve the development of plastic strain in the braze metal will have a positive effect on residual stress relief and this is the case of the CTE, too. Simulations show that in general it is better that the filler metal has a CTE higher than those of the base metals (as it is often the case with conventional filler alloys) while the worst effects are obtained when the CTE has an intermediate value. This result is explained by the fact that the development of plastic strain is proportional to the CTE mismatch not only between the ceramic and the metal but also between the filler alloy and each of the joining partners. Figure 5.37 shows the results for the two joints Si₃N₄/TiN-steel and Al₂O₃-steel. The brazing gap is 0.1 mm, the brazing temperature 700 °C and the yield stress of the braze material 150 MPa: in all cases the lowest residual stresses are obtained with the highest CTE for the filler. These results are remarkable since they confirm that reducing the CTE of the braze metal does not lead in general to an increase of the joint performance. As stated in Chapter 1 some successful attempts in this direction are present in literature (e.g. in [128, 129] it is reported that when the braze metal in an Al₂O₃-steel is reinforced with carbon fibers a higher joint strength is obtained). In all these cases the improvement in the joint performance is not to be attributed to the CTE reduction but to some other effect.

Influence of the brazing gap

The brazing gap is the only geometrical parameter which was considered in this study. By changing its value it is possible to influence the structural behaviour of the braze layer which can vary from that of an interlayer to that of a three dimensional body. Simulations show that small brazing gaps (typically less than 100 μm) in most cases lead to lower residual stress: the braze filler is subject to a larger shear deformation which leads to large plastic strains. As a consequence small brazing gaps are recommendable in most cases. However, when the difference between the CTEs of the two joining partners is less
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Figure 5.35: Evolution of the maximum principal stress in the ceramic as a function of the brazing temperature for the joint WC-steel (the CTE of the filler metal is $2 \cdot 10^{-5}$ °C$^{-1}$).

Figure 5.36: Evolution of the maximum principal stress in the ceramic as a function of the filler metal yield stress (the CTE of the filler metal is $2 \cdot 10^{-5}$ °C$^{-1}$).
Figure 5.37: Evolution of the maximum principal stress in the ceramic as a function of the filler metal CTE.

Figure 5.38: Evolution of the maximum principal stress in the ceramic as a function of the brazing gap (the brazing temperature is 700 °C and the yield stress of the filler metal 50 MPa).
important (Si$_3$N$_4$/TiN-Kovar®, WC-Kovar® and Al$_2$O$_3$-steel) larger brazing gaps can be beneficial, probably because in these cases the thermal stresses related to the elastic strain of the braze filler play a non negligible role. Therefore having a larger amount of a material with a lower Young’s modulus in the joint can improve residual stress relief. The case of the WC-Kovar® joint is reported in Figure 5.38.
Chapter 6

Summary, Conclusions and Perspectives

Residual stresses play a major role in determining the strength of ceramic-metal joints, thus predicting and controlling them is of vital importance. The most important factor affecting the residual stress state is represented by the thermomechanical properties of the filler. To study how variations of the properties of the braze alloy influence residual stresses, an active brazing filler metal, Incusil™ABA®, was modified by adding SiC particles and was used to join a ceramic composite, Si₃N₄/TiN, to steel. By reinforcing the filler, interlayers with tailored thicknesses can be formed thus it is possible to study the role of the brazing gap, too.

One first result which was achieved during this work is the development of procedures for the production and testing of both joints and bulk active filler specimens. Then the bulk specimens were tested in tension while the joints in bending. The residual strain in the ceramic was measured by XRD.

At the same time much effort was produced on the modelling side: a homogenization model was developed for the characterization of the composite fillers while pertinent finite element models accompanied and guided the experiments on the joints.

The composite Incusil™ABA®-SiC can be considered a metal matrix composite reinforced with randomly arranged particles. There is a vast amount of literature which deals with the characterization of the mechanical behaviour of MMCs: many models were developed which consider different geometries and constitutive laws of the reinforcement (fibres, whiskers or particles, rigid, elastic or elastoplastic). In this work a novel technique to generate three dimensional microstructural models for the homogenization of the mechanical properties of particle reinforced composites was developed. Particles were created in an already existent tetrahedral mesh, obtained by means of the CDT. Thus models for materials with different compositions can be developed from the same mesh without the need to draw
and mesh the model geometry for each of the considered reinforcement volume fractions. Moreover, a polyhedral reinforcement morphology is obtained, with particles resembling those of the ceramic powders often used as reinforcement. As validation, the model was applied for the homogenization of the elastoplastic behaviour of a PRMMC whose properties are reported in literature. The effective stress-strain curve obtained by homogenization fitted very well the experimental data, proving the consistency of the proposed approach. 

Since the microstructural analyses showed that the matrix materials in the composite fillers are quite different from Incusil™ABA® an inverse homogenization procedure was developed. The homogenization model was integrated in an identification loop based on the Levenberg-Marquardt algorithm to assess the mechanical properties of the matrix alloys in the composites. The output of the identification was used to carry out a classical homogenization. The obtained temperature dependent mechanical properties of the composite fillers were used as input data for the simulation of the behaviour of the joints.

The modelling of the joint lead to tackle the problem of identifying a suitable failure criterion for the ceramic material. Three criteria proposed in literature, maximum principal stress, elastic strain energy and failure probability, were adopted and the comparison of the respective results lead to conclude that the maximum principal stress, despite its simplicity, is the most reliable indicator. The finite element predictions of the residual stress field in the joints resulted compatible the the XRD measurements. The modelling of the four point bend tests was also compared with experimental results and showed a good agreement, especially for the joints brazed with Incusil™ABA®.

The present project has been carried out with a combined experimental and modelling approach and some possible further developments in both domains are identifiable:

- Experimental characterization of the filler metal mechanical properties: the reinforced fillers showed a limited ductility in the tensile tests while in the joints large plastic strains develop. To validate and extend the obtained results two main experiments can be envisioned: tensile specimens with the same composition of the matrix metal could be produced and tested with the aim of checking the results of the inverse homogenization, while to validate those of the straightforward homogenization the behaviour of the composite fillers in the joints could be identified from tests on the joints themselves (an analogous procedure has been successfully applied to identify the properties of solder alloys in copper joints [29, 30]). Due to the brittleness of ceramics this procedure however would not be directly applicable to the ceramic-metal joints. Therefore other base metals should be chosen (one candidate could be Inconel®718, since it exhibits a high yield stress, about 1200 MPa, even after undergoing the brazing cycle). Moreover, to improve the accuracy of the simulation of the cooling process after brazing, tests at high temperature should be carried out and creep could be characterized too.
• Residual strain measurements: to improve the accuracy of XRD measurements the joint geometry could be optimized with the objective of having large ceramic surface regions with an almost constant stress distribution (e.g. lap joints). In this case larger X-ray beams could be used and strain could be measured at several points, thus improving the quality of the measurements.

• Homogenization model: the algorithm to generate particles can be improved to meet wider requirements in terms of reinforcement volume fraction and of particle size distribution. To generate particles having aspect ratios larger than one, sets of two or more vertices, instead of single vertices, could be chosen as nucleation sites while larger particles could be generated by assigning the inclusion material not only to the elements which share the nucleation point, or points, but also to the surrounding layers of tetrahedra. Both solutions could then be extended to study materials in which particles are not randomly oriented. Moreover other material constitutive behaviours could be taken into account (e.g. elastoplasticity of the particles or viscoplasticity of the matrix) along with the effect of the residual stresses deriving from the fabrication process.

• Inverse homogenization model: the approach could be applied for the identification of the properties of the metal matrix in PRMMC, in which size effects are expected (e.g. the increase of hardening due to particle size and interparticle distance [61, 76]). Furthermore with the broadening of the capabilities of the homogenization model the inverse homogenization could be performed for material properties other than elastoplasticity.
Appendix A

Parametric Model

In this appendix the output of the parametric finite element model of the cooling process is summarized. The results are grouped according to the joining partners. For each assembly twelve diagrams are provided, in which $\sigma_I$ in the ceramic is plotted against the brazing gap at constant $\alpha$ and $\sigma_{yRT}$.

A.1 Si$_3$N$_4$/TiN-steel

Figure A.1: Si$_3$N$_4$/TiN-steel: $\alpha = 5.0 \cdot 10^{-6}$ °C$^{-1}$, brazing temperature 700°C.
Figure A.2: Si₃N₄/TiN-steel: $\alpha = 5.0 \cdot 10^{-6}$ °C⁻¹, brazing temperature 850°C.

Figure A.3: Si₃N₄/TiN-steel: $\alpha = 5.0 \cdot 10^{-6}$ °C⁻¹, brazing temperature 1000°C.
Figure A.4: $\text{Si}_3\text{N}_4$/TiN-steel: $\alpha = 1.0 \cdot 10^{-5}\, ^\circ\text{C}^{-1}$, brazing temperature 700°C.

Figure A.5: $\text{Si}_3\text{N}_4$/TiN-steel: $\alpha = 1.0 \cdot 10^{-5}\, ^\circ\text{C}^{-1}$, brazing temperature 850°C.
Figure A.6: Si$_3$N$_4$/TiN-steel: $\alpha = 1.0 \cdot 10^{-5}$ °C$^{-1}$, brazing temperature 1000°C.

Figure A.7: Si$_3$N$_4$/TiN-steel: $\alpha = 1.5 \cdot 10^{-5}$ °C$^{-1}$, brazing temperature 700°C.
Figure A.8: Si$_3$N$_4$/TiN-steel: $\alpha = 1.5 \cdot 10^{-5}$ °C$^{-1}$, brazing temperature 850°C.

Figure A.9: Si$_3$N$_4$/TiN-steel: $\alpha = 1.5 \cdot 10^{-5}$ °C$^{-1}$, brazing temperature 1000°C.
Figure A.10: Si₃N₄/TiN-steel: \( \alpha = 2.0 \cdot 10^{-5} \, ^{\circ}C^{-1} \), brazing temperature 700°C.

Figure A.11: Si₃N₄/TiN-steel: \( \alpha = 2.0 \cdot 10^{-5} \, ^{\circ}C^{-1} \), brazing temperature 850°C.
A.2. \( \text{Si}_3\text{N}_4/\text{TiN-KOVAR}^\circledR \)

Figure A.12: \( \text{Si}_3\text{N}_4/\text{TiN-steel} \): \( \alpha = 2.0 \cdot 10^{-5} \, ^\circ\text{C}^{-1} \), brazing temperature 1000°C.

A.2 \( \text{Si}_3\text{N}_4/\text{TiN-Kovar}^\circledR \)

Figure A.13: \( \text{Si}_3\text{N}_4/\text{TiN-Kovar}^\circledR \): \( \alpha = 5.0 \cdot 10^{-6} \, ^\circ\text{C}^{-1} \), brazing temperature 700°C.
Figure A.14: Si₃N₄/TiN-Kovar®: $\alpha = 5.0 \cdot 10^{-6}$ °C⁻¹, brazing temperature 850°C.

Figure A.15: Si₃N₄/TiN-Kovar®: $\alpha = 5.0 \cdot 10^{-6}$ °C⁻¹, brazing temperature 1000°C.
Figure A.16: Si$_3$N$_4$/TiN-Kovar®: $\alpha = 1.0 \cdot 10^{-5}$ °C$^{-1}$, brazing temperature 700°C.

Figure A.17: Si$_3$N$_4$/TiN-Kovar®: $\alpha = 1.0 \cdot 10^{-5}$ °C$^{-1}$, brazing temperature 850°C.
Figure A.18: Si$_3$N$_4$/TiN-Kovar®: $\alpha = 1.0 \cdot 10^{-5}$ °C$^{-1}$, brazing temperature 1000°C.

Figure A.19: Si$_3$N$_4$/TiN-Kovar®: $\alpha = 1.5 \cdot 10^{-5}$ °C$^{-1}$, brazing temperature 700°C.
Figure A.20: $\text{Si}_3\text{N}_4$/TiN-Kovar®: $\alpha = 1.5 \cdot 10^{-5}$ °C$^{-1}$, brazing temperature 850°C.

Figure A.21: $\text{Si}_3\text{N}_4$/TiN-Kovar®: $\alpha = 1.5 \cdot 10^{-5}$ °C$^{-1}$, brazing temperature 1000°C.
Figure A.22: Si₃N₄/TiN-Kovar®: $\alpha = 2.0 \cdot 10^{-5} \, ^\circ\text{C}^{-1}$, brazing temperature 700°C.

Figure A.23: Si₃N₄/TiN-Kovar®: $\alpha = 2.0 \cdot 10^{-5} \, ^\circ\text{C}^{-1}$, brazing temperature 850°C.
A.3 WC-STEEL

Figure A.24: Si$_3$N$_4$/TiN-Kovar$®$: $\alpha = 2.0 \cdot 10^{-5}$ °C$^{-1}$, brazing temperature 1000°C.

A.3 WC-steel

Figure A.25: WC-steel: $\alpha = 5.0 \cdot 10^{-6}$ °C$^{-1}$, brazing temperature 700°C.
Figure A.26: WC-steel: $\alpha = 5.0 \cdot 10^{-6} \, ^{\circ}C^{-1}$, brazing temperature 850°C.

Figure A.27: WC-steel: $\alpha = 5.0 \cdot 10^{-6} \, ^{\circ}C^{-1}$, brazing temperature 1000°C.
Figure A.28: WC-steel: $\alpha = 1.0 \cdot 10^{-5}$ °C$^{-1}$, brazing temperature 700°C.

Figure A.29: WC-steel: $\alpha = 1.0 \cdot 10^{-5}$ °C$^{-1}$, brazing temperature 850°C.
Figure A.30: WC-steel: $\alpha = 1.0 \cdot 10^{-5} \, ^\circ\text{C}^{-1}$, brazing temperature 1000°C.

Figure A.31: WC-steel: $\alpha = 1.5 \cdot 10^{-5} \, ^\circ\text{C}^{-1}$, brazing temperature 700°C.
A.3. WC-STEEL

Figure A.32: WC-steel: $\alpha = 1.5 \cdot 10^{-5}$ °C$^{-1}$, brazing temperature 850°C.

Figure A.33: WC-steel: $\alpha = 1.5 \cdot 10^{-5}$ °C$^{-1}$, brazing temperature 1000°C.
Figure A.34: WC-steel: $\alpha = 2.0 \cdot 10^{-5}$ °C$^{-1}$, brazing temperature 700°C.

Figure A.35: WC-steel: $\alpha = 2.0 \cdot 10^{-5}$ °C$^{-1}$, brazing temperature 850°C.
Figure A.36: WC-steel: $\alpha = 2.0 \cdot 10^{-5} \, ^\circ C^{-1}$, brazing temperature 1000\textdegree C.

Figure A.37: WC-Kovar\textsuperscript{®}: $\alpha = 5.0 \cdot 10^{-6} \, ^\circ C^{-1}$, brazing temperature 700\textdegree C.
Figure A.38: WC-Kovar®: $\alpha = 5.0 \cdot 10^{-6} \, ^{\circ}\text{C}^{-1}$, brazing temperature 850°C.

Figure A.39: WC-Kovar®: $\alpha = 5.0 \cdot 10^{-6} \, ^{\circ}\text{C}^{-1}$, brazing temperature 1000°C.
A.4. WC-KOVAR®

Figure A.40: WC-Kovar®: $\alpha = 1.0 \cdot 10^{-5}$ °C$^{-1}$, brazing temperature 700°C.

Figure A.41: WC-Kovar®: $\alpha = 1.0 \cdot 10^{-5}$ °C$^{-1}$, brazing temperature 850°C.
Figure A.42: WC-Kovar®: $\alpha = 1.0 \cdot 10^{-5} \, ^\circ\text{C}^{-1}$, brazing temperature 1000°C.

Figure A.43: WC-Kovar®: $\alpha = 1.5 \cdot 10^{-5} \, ^\circ\text{C}^{-1}$, brazing temperature 700°C.
A.4. WC-KOVAR®

Figure A.44: WC-Kovar®: \( \alpha = 1.5 \cdot 10^{-5} \, ^{\circ}\text{C}^{-1} \), brazing temperature 850°C.

Figure A.45: WC-Kovar®: \( \alpha = 1.5 \cdot 10^{-5} \, ^{\circ}\text{C}^{-1} \), brazing temperature 1000°C.
Figure A.46: WC-Kovar®: $\alpha = 2.0 \cdot 10^{-5} \, ^\circ\text{C}^{-1}$, brazing temperature 700°C.

Figure A.47: WC-Kovar®: $\alpha = 2.0 \cdot 10^{-5} \, ^\circ\text{C}^{-1}$, brazing temperature 850°C.
A.5. **Al₂O₃-steel**

Figure A.48: WC-Kovar®: $\alpha = 2.0 \cdot 10^{-5}$ °C⁻¹, brazing temperature 1000°C.

$$\sigma_y^{RT} = 50 \text{ MPa}$$

$$\sigma_y^{RT} = 150 \text{ MPa}$$

$$\sigma_y^{RT} = 250 \text{ MPa}$$

Figure A.49: Al₂O₃-steel: $\alpha = 5.0 \cdot 10^{-6}$ °C⁻¹, brazing temperature 700°C.
Figure A.50: Al₂O₃-steel: $\alpha = 5.0 \cdot 10^{-6} \, ^\circ\text{C}^{-1}$, brazing temperature 850°C.

Figure A.51: Al₂O₃-steel: $\alpha = 5.0 \cdot 10^{-6} \, ^\circ\text{C}^{-1}$, brazing temperature 1000°C.
Figure A.52: $\text{Al}_2\text{O}_3$-steel: $\alpha = 1.0 \cdot 10^{-5} \, ^\circ\text{C}^{-1}$, brazing temperature 700°C.

Figure A.53: $\text{Al}_2\text{O}_3$-steel: $\alpha = 1.0 \cdot 10^{-5} \, ^\circ\text{C}^{-1}$, brazing temperature 850°C.
Figure A.54: Al₂O₃-steel: \( \alpha = 1.0 \cdot 10^{-5} \, {}^\circ\text{C}^{-1} \), brazing temperature 1000°C.

Figure A.55: Al₂O₃-steel: \( \alpha = 1.5 \cdot 10^{-5} \, {}^\circ\text{C}^{-1} \), brazing temperature 700°C.
A.5. **AL$_2$O$_3$-STEEL**

Figure A.56: Al$_2$O$_3$-steel: $\alpha = 1.5 \cdot 10^{-5}$ °C$^{-1}$, brazing temperature 850°C.

Figure A.57: Al$_2$O$_3$-steel: $\alpha = 1.5 \cdot 10^{-5}$ °C$^{-1}$, brazing temperature 1000°C.
APPENDIX A. PARAMETRIC MODEL

Figure A.58: Al₂O₃-steel: \( \alpha = 2.0 \cdot 10^{-5} \, ^\circ\text{C}^{-1} \), brazing temperature 700°C.

Figure A.59: Al₂O₃-steel: \( \alpha = 2.0 \cdot 10^{-5} \, ^\circ\text{C}^{-1} \), brazing temperature 850°C.
A.6. $\text{Al}_2\text{O}_3$-KOVAR®

Figure A.60: $\text{Al}_2\text{O}_3$-steel: $\alpha = 2.0 \cdot 10^{-5}$ °C$^{-1}$, brazing temperature 1000°C.

Figure A.61: $\text{Al}_2\text{O}_3$-Kovar®: $\alpha = 5.0 \cdot 10^{-6}$ °C$^{-1}$, brazing temperature 700°C.
Figure A.62: Al₂O₃-Kovar®: $\alpha = 5.0 \cdot 10^{-6}$ °C$^{-1}$, brazing temperature 850°C.

Figure A.63: Al₂O₃-Kovar®: $\alpha = 5.0 \cdot 10^{-6}$ °C$^{-1}$, brazing temperature 1000°C.
Figure A.64: $\text{Al}_2\text{O}_3$-Kovar®: $\alpha = 1.0 \cdot 10^{-5} \, ^\circ\text{C}^{-1}$, brazing temperature 700°C.

Figure A.65: $\text{Al}_2\text{O}_3$-Kovar®: $\alpha = 1.0 \cdot 10^{-5} \, ^\circ\text{C}^{-1}$, brazing temperature 850°C.
Figure A.66: Al$_2$O$_3$-Kovar®: $\alpha = 1.0 \cdot 10^{-5}$ °C$^{-1}$, brazing temperature 1000°C.

Figure A.67: Al$_2$O$_3$-Kovar®: $\alpha = 1.5 \cdot 10^{-5}$ °C$^{-1}$, brazing temperature 700°C.
Figure A.68: $\text{Al}_2\text{O}_3$-Kovar$^\text{®}$: $\alpha = 1.5 \cdot 10^{-5}$ °C$^{-1}$, brazing temperature 850°C.

Figure A.69: $\text{Al}_2\text{O}_3$-Kovar$^\text{®}$: $\alpha = 1.5 \cdot 10^{-5}$ °C$^{-1}$, brazing temperature 1000°C.
Figure A.70: $\text{Al}_2\text{O}_3$-Kovar®: $\alpha = 2.0 \cdot 10^{-5} \text{ °C}^{-1}$, brazing temperature 700°C.

Figure A.71: $\text{Al}_2\text{O}_3$-Kovar®: $\alpha = 2.0 \cdot 10^{-5} \text{ °C}^{-1}$, brazing temperature 850°C.
Figure A.72: Al₂O₃-Kovar®: $\alpha = 2.0 \cdot 10^{-5}$ °C⁻¹, brazing temperature 1000°C.
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