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Abstract

Therehave beenseveralefforts to build life-lik e autonomousreaturesn virtual worlds, but
only few of themhave focusedtheir intentionsin presentinghuman-like autonomousgreatures.
In this paperwe discussthe problemof building autonomouwirtual humanoidswith goal di-
rectedbehaiors. We presenthe decision-makingsa procesompouncbf: goalachiezement
planning,dynamicbelief managemengvolving goals,internalstatesandconfidencdevels. As
simulatingrealhumansywe appliedto our modeltheoriesof Humans'Trustto beableto interact
with thevirtual humanoidsanddirectthematrealtime.

Keywords. Agent-orientecapproachgoal achiazement,dynamicbeliefs,decision-making,
planning,trust,confidence.



1 Intr oduction

Virtual ervironmentsare becomingmore impor-
tantevery dayespeciallyin educationabndenter
tainmentprograms. With this evolution, the user
getsmoredemandingandtherealismof thisworld
is akey point. Userswantto control andinteract
with virtual environmentsin realtime, they want
to be immersedin thesenen worlds. Oneim-
portantcontrikution to the ernvironments realism
is the humanlik e performanceof the humanoids
who inhabitsthoseervironments. Theserequire-
mentsarethe motivationfor this work, we endav
the virtual humanoidswith a reasoningayer al-
lowing themto take their own decisionsto have
goal-directeehaiors, to actbasedonemotional
levelsandto take advantageof opportunisticsitu-
ationsin dynamicernvironments.

Therehave beenfew developedsystemwhere
the charactetbehaesin an intelligent and goal-
directedway. Improv, (Perlin and Goldbeg [7])
is atool to createactorsthatrespondo usersand
to eachother This systemis completelyprepro-
grammed,and during the simulation actorsjust
follows somescripts, even time betweenactions
are also predefined.This scriptedsystemis very
rigid to beableto adaptto changingervironments
andthe definition of actors’actionsis madeat a
verylow level (in termof degreeof freedom).

Blumbeg in [3] shoved an interestingarchi-
tectureto designcharactersn interactve virtual
environmentswith competenautonomousctions
and capableof respondingo an external control.
In this case,this architectureis more orientedto
animal-like simulation, wherethe dog Silas was
oneof theapplicationof thesystem.

Someworkshavegotcloserto human-likechar
actersasthe onepresentedn: Cosmosby Lester
et al [5], the PPPpersonexplainedby Elisabeth
André [1], and Steve by Rickel and Johnson9].
Howeverthesecharacterbave verydifferentgoals:
they arepedagogicahgentsn chage of providing
adviceandexplanationgo the attendants.

Thework presentedby Batesin his TOK archi-
tecture[2] is very interesting. The architecturdas
composeaf Hapthatisin chageof reactvity and
goaldirectedbehaiorsandEmin chage of emo-
tions andsocialrelationship.The problemin this

systemis thattheEmmoduleonly recevestheac-
tion selectedy Hap,this meanghattheemotions
don't take part of the decisionmaking process.
Also, their agentsdon’t have emotionalreactions
to objectsthatthey arenot currentlysensing.

The secondopic of this paperis the directabil-
ity of thesecharacters.Whenwe talk aboutvir-
tual humanoidsand userinteractions,it is worth
mentioningthe controllability thatthe userhason
thesehumanoidsMoreoverif wetalk aboutageng,
we shouldtalk aboutautonomy but how canwe
bind virtual humanoidsandageng without loos-
ing the desiredcontrollability of the first oneand
the autonomyof the secondone? We proposea
controllability modelbasedon humantrust theo-
ries.

Therehave beensomeworks in this area,for
examplein the controlling approachfor Improv
[7], theuserhasdirectcontrolthroughactor's mo-
tor skills. Also in Silas(Blumbexg [3]) thecontrol
is madeaccessingnternal variablesof the agent
which representnotivationsandgoals,for exam-
ple increasingthe hungerlevel ensurethat Silas
will eat.BadlerandZeltzerhave proposedsimilar
decompositiormf control. In theseapproachesac-
torsareunavareof changesndthey cannotlearn
from experience.

In this paperwe presentsomecontributionsto
the creationof virtual creatures:

e We focusedon simulatinghumans-like char
acterswherespecialattentionis paidto trust
models,beliefsaboutotheragentsandinter-
nal states.

e The processf action-selectionss a process
whichintegrategoalachiazementsfforts, dy-
namicbeliefmanipulationjnternalstatesates
andbeliefsaboutotheragents.

e Themodelwe introduceto controlthe agent
looksforwardto achieve a closerhuman-lile
feeling of the virtual humanoids.This model
allows the agentto be aware of the changes
heis acceptingandallow him to learnfrom
them.

Therestof this papelis organizedasfollows: In
the secondsection,a descriptionof the Intelligent
Virtual Agentis given. Thethird sectionpresents



thetrustmodelappliedto the virtual humanoidto
be ableto controlit. The fourth sectionpresents
in depthexplanationsof the systems intelligent
modulecalledIntelMod Thefifth sectionbriefly
describes concreteexample. Finally we endour
expositionwith a conclusionof the currentwork
andwe presensomefuture extensions.

2 Thelntelligent Virtual Agent

To obtainhuman-like virtual humanoidswe have
modelleda reasoningunit called“Intellig ent Vir -
tual Agent” (IVA). This unit will be pluggedasa
“brain” to thevirtual humans.

IVAs arebasedon a BDI architecturgBeliefs,
desiresand intentions),widely describedin [8].
This architecturas promisingbut needssomeex-
tensiongfor achiezing our goal: giving to the vir-
tual humanoidthe ability to act by himselfin a
dynamicervironmentrelying on his beliefs,inter-
nal states,currentstateof the surroundedworld
andthe assumptioraboutotheragents.It should
alsoallow usto controlit in realtime. The main
additionswe have doneare:

e Catgyorizethe beliefs,in orderto be ableto
simulatea simple framavork of short term
memoryandlong termmemory

e Inclusion of internal statesfor the agentsin
orderto simulatebasicemotionsand mental
stateslike fear, shynessgcourageand happi-
ness.

¢ Reliability on trust Agentsshouldtrustto
eachother andthis reliancewill evolve over
time. In ourmodeleachagentstoressomebe-
liefs aboutotheragents.Thesebeliefsarethe
basedor collaboratve work basedn trust.

e Inclusionof emotionsin the plan’s structure
andin the evaluationplans.

Before going ary fatherlets put a scenarioas
example,theLIG’slounge(seeFigure12), where
agentscan go to have a drink, to dance,to meet
otheragent justto havealook for awhile. Claire
who hasto decidewhatto do at ary giventime
of the simulationinhabitsthe scenario.Claire in
this cases onelVA andshehasall herknowledge

Set of plans

Plans to steal something
Plans to have a rest

Secondary goals Plans for hobbies

turn-on light

ask someone
get the diskette

turn-off light

Beliefs
I'm a woman
I'm a stealer

I don’t know where
/ can | found information |Dynamic
I'min LIG area

Statics

Claire j

Goal
Steal LIG’s
-

Emotional states

Tiredness 0 100 80 DSC
Anxiety 0 100 30 DSC
. \ LIG's_Lab
Beliefs about others
John is my friend -

Figurel: Theintelligentvirtual agentlVA.

organizedin sets, as shovn in Figure 1, which
aredistributedaccordingo their functionality: set
of Beliefs setof Goals setof CompetingPlans
setof Internal states setof BeliefsAboutOther.
Basedon all his knowledge, the IVA is able to
selectthe correctactionto perform, in orderto
achieve its goal. This processs doneby the Be-
havioral Enginewhich will be explainedlaterin
this paper Figure2 shows theinitial definition of
Claire’s knowledge.

((name Claire)
(environment LIG'S Lab)

(internaltates ' trecness 0 10080 DSC)

(anxiety 0 100 30 DSC)
(curiosity 0100 60-))

(assumptionsAboutOther (john friend))
(mainGoal steal LIG'S information)
(secondaryGorals ni)

(plans *PStealer* *P Walker!

(

longTermBeliefs ‘(I'm a stealer)
(' a woman)
empiy-it))

(shortTermBeliefs (| don' know where o find the information)
(minLIGs area)))

Figure2: Agentspecification.

2.1 Beliefs

Beliefsrepresentheknowledgeof thelVA, These
area setof statementshatthe IVA believesto be
true. Theagents beliefsareorganizedn two cat-



egories:

Long term beliefs(LTB) arebeliefsthatwill not
changeduring the entire simulation. These
beliefs build up the everlastingmemoriesof
theagent.i.e.. 'm awoman

Short term beliefs (STB) arebeliefsthatmaycha-

nge. During the simulationsomeof thesebe-
liefs will beremovedandsomewill beadded,
i.e. At the beginning when Claire arrivesto
the LIG’s Loungeshehasa believe: | have
notdancedyet butwhenshedancethisstate-
mentwill be corvertedinto | have danced
ThelVA remembershingsfor a givenperiod
of time. Adding an expiration period of time
to eachof theshorttermbelief simulateghis.
Shorttermbeliefsareforgottenwhenthetime
is over.

Thebelief s semantids a positivecloseworld,
thismeanghatif somethings notspecifiednside
the agents beliefsis considerto be false. i.e. If
we wantto searchnto Claire’s memoriego seeif
shehasbeenin the barbefore,we look for (I have
beenin the bar) insideherbeliefs. If this beliefis
not found, thenwe assumehat (!( | havebeenin
thebar)) is true.

2.2 Goals

An IVA hasonemaingoalandoneor severalsub-
goals. Themaingoalis the objectve thatthe IVA
is trying to achieve ata certainmoment.Withouta
goaltheagents lost, aimlessandno planwill be
invokedbecausehereis nothingto fight for. i.e. |
wantto drink a beer.

During the processf achiezing agoal,an VA
hasto dealwith smallergoalson which the out-
comeof the larger onerelieson, thatis what we
call subgoals.i.e. Looking at the previous main
goal’s example,somethings are neededo geta
beer thereforeduringthis goal achiezementthere
will be subgoalssuchasgo to the bar, askif they
sellbeer askfor thebeer paythebeer andfinally
drinkit.

2.3 Competingplans

An IVA usesa setof competingplansthatspecify
a sequencef actionsto be performedin orderto

reachits maingoal. A competingplan P; is de-
scribedas:

P, = (isia p¢;, efi)
where:

e is; isalist of internalstateso bechecledbe-
fore the plan can be executed. Eachof the
internal stateshasan associatedsalid value
or range.The Behavioal Engineis in chage
of checkingwhetherthe currentlevel of the
agentsinternalstateis adequatéwithin agiven
range)for executingthe plan. i.e. For Claire
to beableto dancehertirednesdevel cannot
betoo high.

e pc; is alist of preconditionswhich have to
betruebeforethecompetingplancanbetrig-
gered.The preconditionselongeitherto the
agents beliefs or to the generalknowledge
storedin theworld.

e ef; isalist whichcontaingheeffectsof aplan
execution. Whena plan is selectedchanges
at agentor at world level will occur These
changesare consequencesf the plan’s ef-
fects(SeeFigure3)

ADD ADDW

| /\ /\ World
{/ \/ “.__ "
T

@ - -
Virtual Human

o | e
Internal states
Figure3: Plans’effects.

ADD usedto add new beliefs to the agent,
beliefsthatwill becameruewhentheplan
is executed. i.e. Claire wantsto take a
train,andshehasa planthattells herthat
aticketis arequiremenfor takingatrain,
also one of her beliefs tell her that she
doesnot have one. The Behavioal En-
gine then activatesthe plan for goingto
the counterin orderto getit. At theend
of the planexecutionClairewill have the



ticket,andthedynamicbeliefswill beac-
cordingly updated,now the statement
havethe ticket is part of her Short Term
Belief

DEL usedfor deletingbeliefsthatwon't be
true any moreafterthe plan’s execution.
Referringto the previous example,once
Claire getsthe ticket, it is not true ary
morethatsheneedsone.

ADDW usedto addgeneraknowledge.This
is anatomicoperationin orderto ensure
the systemreliability. i.e. Claire sit on
chairnumberl, shewill updatetheworld
commonknowledge by sendingChairl
beingusedasnewn generaknowledge.

DELW usedo deletegeneraknowledgethat
isnottrueary more. Thisis alsoanatomic
operation. i.e. When Claire standup,
shehasto deletethe generalknowledge
Chairl beingused

ACT usedto sendanactionto be performed
by thevirtual humanoid.i.e. Clairewants
to drink abeerandherplanstell herto go
to thebarto getit. In orderto executethe
plansuccessfullan ACT actionis gener
atedClaire goesto bar.

CH reflectssomechangen theinternalstate
of theIVA. i.e. WhenClaire dancesher
tirednesdevel increases.

A competingplanis executableat time t when
all of its preconditionsareobseredto betrueand
whenall theinternalstateshave the desiredevels
in thatspecificmoment.Oneexampleof aplanis
shovedby Figure4.

Clairewill executethisplanwhenshearrivesat
thebar, if andonly if sheis acuriousagent.To be
a curiosagentin this casemeanghatherlevel of
curiosity is biggerthan50. The plan alsochecks
if sheis atthebarandif shehadneverbeingthere
before. The conclusionof this planis to perform
theactionlnspecttheplacewhich consistof look-
ing aroundit. Someupdatego the ShortTermBe-
liefs arealsoneededShehasbeingin thebar and
Sheis inspectingthe bar

Eachagenthasasetof plansavailablefor choos-
ing which is the next actionto perform. Someof

(RememberPlan
(newPlan ’inspect-place
'((curiosity 50 >))
‘((is at (? place))
(! (has been is (? place)))

)

"((Act (inspect the (? place)))
(Add (inspecting the (? place)))
(Add (has been in (? place)))

)
*P_Walker*)

Figure4: Planexample.

the plans’ ADD effectsare at the sametime pre-
conditionsof anotherplans,this generatea light

connectiorbetweemlans,asshovedby Figureb.

Onenodeof thetreerepresents plan. Onenode
is afather(i.e. nodel) if it hasanADD effectthat
atthesameimeis preconditiorof anotherplan,in

this casecalledson(i.e. node2 is sonof nodel).

The ovalsindicateinternalvaluesor stimulusand
circles represenexternal events, which are nec-
essaryto trigger the plan. The leavesof the plan
arethe actionsto be performedby the virtual hu-
manoid.

‘ l:| Plan Q Internal stimuluso external event%

Figure5: Plans’structure.

2.4 Internal states

The agenthasa set of internal statesrepresent-
ing physiologicalor psychologicalariablesof the
virtual humanoid suchaslevel of hunger fearor
boredom.Thisinternalstatesactsasa stimulusfor
the agent,i.e. a high hunger level will stimulate
theagentto eat An internalstateis; is described



asatuple:
is; = (n;, min;, max;, c;, cat;)

for ary giveninternalstatei:

e n; is hisname suchashungertirednesssad-
nessandhappiness.

e min; is hisminimumacceptedialue.
e max; is hismaximumaccepted/alue.
e ¢; is his currentvalue.

e cat, is his categyory. (To beexplainin section
3.2)

Internalstatesareconstantlybeingadjustedas

thesimulationevolvesandplansareadopted Changes

in theinternalstateareconsequencead:

e The autonomougrowth or dampingassoci-
atedto the internal state. i.e. Thehunger’s
level increasesover time in a specificrate if
nofoodis given.

e The side-efects of an active behaior. i.e.
Eatingdecreaseghelevel of hunger

Internal stateshave two differenteffectsin the
plans’executions:

¢ Plan Inhibition the internal statesare values
thatarechecledto triggeraplan,someof the
plansareinhibitedbecaussomelevelsof the
internalstatesaretoo high or too low. i.e. In
the plan shoved before,if Claireis not curi-
ousenough(her curiosity level is lower than
50) theplanwill notbetriggered.

e ActionIntensityModulationtheinternalstate
influenceghe strengthof the actiontaken by
the virtual humanoid. i.e. The way Claire
walks dependson herlevel of happinessthe
higherthe happinesshe livelier the way she
walks.

2.5 The Behavioral Engine (BE)

The paradigmof action selectionis not a recent
topic, andis not only a problemfocusedby ar
tificial intelligenceresearchesSomeethologists

suchasTinbegen[11], suggestedhatthe beha-
ior of an animalshouldbe consideredasa result
of competingbehaiors, whereeachonefollowsa
self-interestedjoal. In our modeltheactionselec-
tion problemis handledby the IVA's Behavioal
Engine(BE), who decideswhich of the compet-
ing plansshouldcontrolthe IVA, asshown in the
Figure6.

Set of plans IVA :

L%re]: |et1?srm Plan Shl?erlti(ta%m
\Eelief Y )/(Belief
_Perception Behavioral | ACtoN
Engine
Event Internal state
List of

internal states

Virtual Humaoid

Figure6: Behavioral engine.

TheBehavioal Enginefirst checksn thepend-
ing eventlist for thoseeventsthattriggerin a spe-
cific time slot. The selectedeventsareintegrated
in the IVA's knowledge, being associatedy de-
fault with the short-termbeliefs, otherwiseif it
is specifiedit goesto the long term beliefs. i.e.
When triggering the event Music turned on, the
agentwill updatehis shortterm belief Music on.
TheBE alsochecksthe perceptiorof theerviron-
mentto seeif this coincidewith his beliefs state
andmakesthenecessarypdates.

Thenthe BE chooseghe suitableplanfor that
specifictime slot, basedon the interplayof IVA's
internalandexternalfactors. Eachplan hassome
pre-conditionssomeof theseconcernsaboutthe
IVA'sbeliefs,othersconcerraboutthegeneraknowl-
edgestoredin the world agent. Also the levels
of the internal stateshasto be suitableto be able
to performa plan, wheresuitability is definedas
having the minimum level specifiedin the plan’s
requirementsasmentionbefore.

TheBE shouldgo throughthe agents planshi-
erarchy finding the plan to be executed. More



thanone plan canbe trigger in a given moment,
but only one action cantake place. i.e. PlanA,
B andC aretriggerin time t;, andplanA andC
hasan ACT effect. By default, first checled plan
is first to beexecutedjn this cases planA andan
actiona; is started.ThenplanB is alsotriggered,
in this casethereis no actionto beperformedjust
internalupdatesso the planis acceptecandalso
executed But whenthe BE triesto triggerplanC,
this is not executedbecauset hasan ACT effect,
andthereis alreadyone action being performed.
Thenthe BE storethe actionof plan C asa pend-
ing action.

Someauthordlike McFarlandg6], pointedout
the importanceof the interplay betweeninternal
and external factors: plansshouldguide to goal
achiezementbasedon the stateandknowledgeof
theagentput alsotakingadvantageof opportunis-
tic situationsin the world. This characteristids
alsoreflectedn ourmodel,becaus¢heBE is able
to askfor environments dataat any moment. If
the Behavioral Enginenoticethat one of the pre-
conditionsis notfulfilled by the agentseliefs,he
will checkin the ervironmentdata®. i.e. If Claire
wantsto take chairnumberlonepreconditionfor
thisis : Chairl free Claire doesnot have this
information,thereforeher BE looks up the world
knowledgeif Chairlfreeexist. If it existtheplans
will betrigger.

The BE is alsoin chage of updatingthe dy-
namic beliefs and the internal statesof the IVA,
andupdatingtheworld generaknowledge.

3 Trusting agents

Many psychologisthave studiedhow humansuse
trustin every dayslife, but almostnoauthorin Ar-
tificial Life hasmentionit. We think thatto be
ableto simulatebelievableintelligent virtual hu-
manoidswe needto implementas closeas pos-
sible the humans’behaiors, andtrust cannot be
excluded.

Before going ary further lets assumehe defi-
nition of trust given by R. Swinth[1(: "Choose
to take anambiguougpaththat canleadto a ben-
eficial eventor a harmful eventdependingon the

1To beexplainediaterin this paper

behaior of the otherperson- wherethe harmful
eventis more punishingthanthe beneficialevent
is rewarding”.

In our modeleachlVA is autonomousandhe
canaccepibr rejectanordercomingfrom theuser
or from anotheragent.EachlVA hasa setof Be-
liefs aboutothersin whichhestoreghetrustlevels
associateavith them(SeeFigurel). An IVA sees
the useras anotheragent,and dependingon the
userscategory hewill acceptheorderornot. The
levels of trustwill evolve during the simulation,
but beforeexplaining how doesit works lets dis-
cussa little abouthumantrust. Someresearches
in psychologyhadshown that: "T rust, onceestab-
lishedin somedegreg is oftenself-reinforcing be-
causandividualshavestronger tendencieso con-
firm their prior beliefsthanto disprovethem” [4].
Thischaracteristicanbeexplainedthroughahys-
teresiscurve asshown in Figure7. Letsimaginea
humanA whodoesnottrustin B. At thebeginning
it is very difficult to corvince him to trustin B, B
mustdo a lot of effort to make A starttrustingin
him alittle bit. Whenthis happenagentA will be
dramaticallyeasychangehis opinionto starttrust-
ing in B. Oncethelevel of trustis veryhigh, it gets
stuckallittle bit andlittle progressanbesee.The
sameideais appliedto stoptrustingin somebody
onceagentA trustin B deeply it is very difficult
to make him to changehis opinion, but aftersome
small steps,the trustlevel will drop dramatically
andthenjust smallchangesanbenoticed.

Acceptance

/_// Trusting
T Untrusting ——
Average

Figure7: Trustingcurve.

To be ableto show this behaior we have cho-
sensomecategories,from thelowesttrustinglevel
to the highesttrustinglevels: 0-Low, Low, Low-



Medium,Medium,Medium-High,High, High-Blind,
Blindly.

All IVAS storagethe nameof the otheragent
andthelevel of trustassociatedo it. Thevalueof
acceptancéor any ordercomingfrom a userwith
certaintrustinglevel canbe seenfrom Figure8,in
whichthehigherthetrustlevel, thehigherthepos-
sibility of acceptingthe order andthe lower the
trust level, the lower the possibility of accepting
it. Thesevaluesof trustarenotfixedandthey will
evolve during the simulation,as we will explain
laterin this section.

1.2----

=
|

o
o]
1

Acceptance
o
(o]
|

o
~
|

o
N
|

o

Figure8: Levelsof acceptance.

If thelVA doesnothave anentryaspecificuser
in his Beliefsaboutothersthenanew entryis cre-
atedwith adefaultvalue: MediumLevel.

3.1 Controlling the agentat two levels

Theusercaninteractwith thelVA throughagraph-
ical userinterfacewherehe cansendsomeorders
to the agent.The userhastwo typesof command
thatcanbesentto arny IVA:

Beliefs the userwantsthe agentto startbelieving
something. For example,the userwant that
the agentA believesthat”It is raining”, on
otherwordsthe userwantsthat:

(BELA (It is raining)y

This type of commands intendedto be used
as collaborationparadigm,the userwant to
help the agentto succeedwith his goal. i.e.

2Following the Cohen-Leesquemulti-modallogic.

Claireis lostin thevirtual world, sheis look-

ing for tickets and she doesnt know where
they can be found, and neither the world’s
commorknowledgehasthatinformatior? The
usercanpasghisinformationatrealtimethrough
thegraphicaluserinterface,ticketsare found
atcounter If Claireaccepthebeliefwhichis
sentmaybeherbehaioral enginewill trigger
somenew planswhichwill solvethesituation

of finding aticket.

Orders the userwant that the agentperform an
actiondirectly. For exampletheuserwantthe
agentA to dancejn our syntax:

(ACT (dance))

This type of commandis sentto control the
agentjnsteadof trying to cooperatevith him,
we wanttheagentto do something.

WhenthelVA recevesoneof thesecommands,
thebehavioal engineselectshesendeandchecks
in the setof beliefsaboutother the trustinglevel
of that user who is seenasanotheragent. Then
thebehavioal engineappliesthe adequateccep-
tanceprobabilityto accepbor rejectthiscommand.
But whatdoesit meanto accepta command?or
a belief this meansto be addedto the agents be-
liefs, andfor anactionit meanghattheagentwill
performit in the next slot of time if heis not do-
ing anything atthe moment,or whenhefinish the
currentaction.

3.2 Categorizingthe internal states

To be ableto implementthe dynamicchangesn
thetrustinglevels,we categyorizetheinternalstates,
becausehesearethe basedf this trustingmodel.
ThelVAs will updatethe valuesof thetrustbased
ondramaticchangesn his internalstatelevels.

We wont make ary concretedefinition of what
anemotionmeanspecausehisis atopic thatstill
beendiscussby psychologistneitherwe wantto
explain the differencebetweenmoods, feelings,
passionsneedsor sensibilitiespecausghisis not
clearlydistinguishedandit is not our goalto do it
SO.

3The world agentand all the commonknowledgewill be explainedin the next
section.




We categyorizethe internal statesasascendants
anddescendant$or example,happinesss ascen-
dant, the higherthe level the betterfor the IVA,
andhungeris descendanthe lower the level the
better Someinternalstatewon’t be cateyorizedas
curiosity, becausave cannot saythat a high cu-
riosity levelis goodor not.

Looking at someinternal statewe can cateyo-
rize themasshaowvnin Figure9.

Emotion | Category Emotion | Category
Impatience DSC | Love ASC
Enthusiasm ASC Curiosity —
Boredom DSC Excitement ——

Figure9: Catgyorazingtheinternalstates.

3.3 Changingthe trust levels

Whenthe IVAs acceptsa commandcomingfrom
theuser thefirst actionthatthe behaioral engine
performssto checkwhichplansaretriggeredand
theinfluencethatthey havein theinternalstate.If
therearechangebiggerthanthe20% of themax-
imum level of the internal state,then, the agent
passto analyseghe cateyory of theinternalstate.

e For anincrementbiggerthanthe 20% in as-
cendantinternal state, the trust level of the
userwill increaseby one cateyory, because
this meangthat what the agentacceptmakes
him feel better andhe cantrust morein that
user

e For anincrementbiggerthanthe 20% in de-
scendaninternal state,the trust level of the
userwill decreasdoy one cateyory, because
this meangthat what the agentacceptmakes
him feel worse,and he will trustlessin the
usernext time.

¢ Incrementor decrement non-catgorized
internalstatedoesnot count.

4 The Intelligent Module

The IVAs arenotisolatedin our systemthey are
one active elementof an intelligent module we

have calledIntelMod. The IntelMod is composed
of five componentsEvents’interface,Dispatcher
Module, World Agent, IVA's Familiesandthe In-
telligentVirtual AgentalreadypresentedSeeFig-
urel0).

From the environment

’ Defl: Train 787 will ’

arrive at gate 6 at 7pnl Preprogramed Gul

At time 10 agentl
needs to take the train

] Events’ Interface \
T

[

|

! |

| List of events
: Dispatcher module

| <
|

|

|

|

|

\

- ~
- \ ~
- ~

&
Intelligent virtual
gent,,

Intelli%ent \{irtual
gent,

Figurel0: IntelMod.

4.1 Events' Interface

The events’ interfaceis in chage of passingthe
eventssentby the userto the dispatchemrmodule
whowill decidetheirfinal destination.

In orderto interactwith thelVA, andeventually
animatethevirtual humanoid we have definedan
eventframavork. Eventsaresentto theintelligent
virtual agentsandtheworld. An eventE; hasthe
following structure:

E; = (name;, content;, target,, timeTrigger,, id;)

An eventE; is deliveredto thelVA specifiedby
target, in a giventime slot timeTrigger,, then
thelVA is in chage of manipulatingthe datacon-
tainedin content;. The eventscomefrom three
differentsources:

The ervironment’s definition the eventscoming
from the ervironments definitionbelongto a
specificworld, andthey mustbe specifiedin
advancedby the programmer (e.g. Therock
musicin thebar is turnedon at 10pn).

User’s pre-programmedfile , theusercandefine,
prior to thesimulation,someeventsto betrig-
geredataspecifictime duringthe simulation.
(e.g. Thegoal of Claire is to havefun). In

From the user at real time



oppositionto the eventscomingfrom the en-
vironmentdefinition, theseeventsbelongto
the agentsyratherthanto the world, but they
aretreatedequallyin the simulation.

Graphical userinterface , duringthesimulation,
the useris offered the possibility to specify
agentsgoalsin realtime,to definenew events
thatcouldchangahedevelopmenbf thesim-
ulation,or sendordersto the agents.

4.2 Dispatcher Module

Once an event hasbeenretrieved from the spe-
cific sourcetheevents’interfacepasseshelist of
eventsto thedispatchemodulewhichis in chage
of deliveringthe eventto the concernedagent,as
showvn in Figure10. Eventscanhave threediffer-
entkinds of tamgets:

A specificl VA in this casethe dispatchemodule
useghetargetnameto find thecorresponding
agent.

All IVAs thesemessagearedeliveredby thedis-
patchermoduleto all IVAs available, like a
broadcasiessage.

World agent in thiscasg¢hemessageoncern®nly

to theworld, andthe messagés passedo it.

4.3 World Agent

WhenthelntelMod startsrunning,it doesnothave
ary informationaboutthe systemandignoresev-
erything aboutthe ervironment, the distribution,
the positionand orientationof the agentsandthe
objects’position.

An instanceof a world agentmustbe already
active for anIVA to beableto loadandstartinter-
actingwith the associatedirtual humanoid.The
world agentmanageshe generalinformation of
the ervironment,storesthe namesandthe IDs of
all active humanoidsin the virtual ervironment.
Also eachlVA hasareferenceo the IVA's world
which it belongsto, in orderto be ableto access
informationaboutothersthroughit.

The first world agents actionis to connectto
thesystento getthe numberof virtual humanoids
availablein the virtual world andtheir respectre
namesand IDs. When the world agenthasthis

information,theintelligentagentsareableto con-
nectand to startinteractingwith the virtual hu-
manoids.

The world agentstorescommonand relevant
informationfor all IVA's. It is organizedin two
differentgroups:

Static Common Knowledge whereresidesall the
unchangeable/orld’sinformation.(e.g.Cold
drinksarefoundin thebar oftheLIG’sLounge.)
Thisknowledgeis loadednto theworld atthe
beginning of the simulation, and only addi-
tionsareallowedat run-time.

Dynamic Common Knowledge whereall thedy-
namic world’s information resides. This in-
formation can be changeddynamically dur-
ing the developmentof the simulation. (e.g

In a specificmoment,the musicis off in
the LIG’s Lounge). But later in the simula-
tion, therewill beaneventthattellstheworld
agentthatthe musicis turnedon.

An exampleof theworld specificatioris shaved
in Figurell.

((name 'LIG’s_Lounge
(agentsList ’(Claire))
(staticCommonKnowledge

'((drink is found at bar-place)

((dancing can be done at dancing-area)
((relax can be done at chair)

((time is found at watch)

empty-list)))))
(dynamicCommonKnowledge

'((chair_1 is free bar-chair)
((chair_2 is free bar-chair)

empty-list)))
)

Figurell: World specification.

4.4 |VA'sFamilies

A societyroleis describedy a setof skills, which
the agentneedsto have in orderto fulfil its role
requirements. This skills are grupedand speci-
fied insidethe IVA's families. i.e. clientrole and
waitressrole in a bar All agentsbelongto one
or several agentfamilies. Two agentsbelonging
to the samefamily have the sameabilities (equal



Figurel2: LIG’s Lounges simulation.

setof plans)but their beliefsandemotionalstates
aredifferentat ary givenmoment. e.g. In a vir-
tualLIG’ sLoungewe canfind clientsandwaitress
(Figure12). All clientsarein the LIG’s Lounge
for the samereason: they would like to have a
nicetime, but they behave differentlybecause¢hey
have differentinternalstatesdifferentbeliefsand
differentassumptionsboutothers. The clients’
family hasall theplansthatallow anlVA to take a
drink, take achair, danceor jJustmeetsomepeople.
Waitressdoesnot care aboutdancingor having
fun, they arejust working andservingthe clients,
thereforethe waitress’family hasanotherset of
plans.A clientdoesnot knowhow to serne some-
one,unlesswe createa client-waitress’family.

Whenthe userwantsto instantiatean VA, one
of theavailablelVA's familiesis picked up, anda
messagés sentto theworld agentin orderto ob-
tain the control of a virtual humanoid. Oncethe
IVA hasthe nameandthe ID of the virtual hu-
manoid, it createsa soclet usingthis name,and
startsthe bi-directional communicationbetween
thevirtual humanoidandthe IVA.

5 Arealexample

As we have beenmentionin this paper we have
developedasimulationof anLIG’sLounge where
the agentcango to have a drink, talk, listen mu-
sic and dance. In our casewe put a client agent

calledClaire. Claire wentto the bar becauseshe
wantedio danceanddrink somethingandbecause
thiscanbefoundatabar Whenshearrivesshein-
spectshe placebecausehehasnever beenthere
before. Thenshedecideso stay Sheis nottired
enough,thereforeshedecidednot to sit, but she
goesto the servingbar looking for somethingto
drink (SeeFigure 12a). Nothingis happening...
thenshestartsgettingbored(SeeFigure 12b). A
musicon eventoccurs,andshegoesto dance(See
Figure12c). Thenanothereventoccursmusicoff.
Shestopsdancingandshedecidesnow to sit. Her
temperaturés high,thenshesweatsandshehates
this, thenshecleansherfaceandtakesaseat.She
is attractedoy a poster shegoesto seeit, andthen
sit again. Her boredomlevel hasincreased lot,
reasorwhy shejustleavesthebar.

6 Conclusions

In this paperwe presentedsomekey points for
simulatinghuman-likevirtual actors.We presented
the action selectionparadigmas a processcom-
pound of: goal achiesementplanning, dynamic
beliefsmanagemengvolving goals,internalstates
and confidenceevels. We also presentedch nev
approachto control virtual humanoids pasedon
Human Trust theories,where the agentis com-
pletely autonomousof acceptingor rejectingan
ordet



Enhancement® bedoneincludeimprovingthe
memorymodel,the managemenof unsolhed sit-
uationsdueto lack of suitableplansto apply in
thatspecificmoment. The trustmodelwill be ap-
plied in virtual humanoidsdirect communication
andcollaboration.Our future work will focuson
theseproblemsandwe will dealwith the imple-
mentationof verbalcommunicatiorto be ableto
add cooperation,and collaboratve group beha-
iorsto thevirtual ervironments.
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