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Abstract—Videos representing flames, water, smoke, etc., are
often defined as dynamic textures: “textures” because they are
characterized by the redundant repetition of a pattern and ‘dy-
namic” because this repetition is also in time and not only in space.
Dynamic textures have been modeled as linear dynamic systems
by unfolding the video frames into column vectors and describing
their trajectory as time evolves. After the projection of the vectors
onto a lower dimensional space by a singular value decomposi-
tion (SVD), the trajectory is modeled using system identification
techniques. Synthesis is obtained by driving the system with
random noise. In this paper, we show that the standard SVD can
be replaced by a higher order SVD (HOSVD), originally known as
Tucker decomposition. HOSVD decomposes the dynamic texture
as a multidimensional signal (tensor) without unfolding the video
frames on column vectors. This is a more natural and flexible
decomposition, since it permits us to perform dimension reduction
in the spatial, temporal, and chromatic domain, while standard
SVD allows for temporal reduction only. We show that for a
comparable synthesis quality, the HOSVD approach requires, on
average, five times less parameters than the standard SVD ap-
proach. The analysis part is more expensive, but the synthesis has
the same cost as existing algorithms. Our technique is, thus, well
suited to dynamic texture synthesis on devices limited by memory
and computational power, such as PDAs or mobile phones.

Index Terms—Dynamic textures, tensors, texture synthesis, sin-
gular value decomposition (SVD).

1. INTRODUCTION

YNAMIC textures synthesis is the process of creating ar-
Dtiﬁcial textures. This can be achieved starting either from a
description (model) of a physical phenomenon or from existing
video sequences.

The first approach is called physics-based and leads to a de-
scription of the dynamic texture that usually requires few pa-
rameters. This approach has been extensively adopted for the
reproduction of synthetic flames or fire, since they are often used
in gaming applications or digital movies [2], [3]. Even though
parameter tuning is not always straightforward, the synthesis re-
sults are impressive, but computationally extremely expensive.
This limits the use of this type of model to cases where synthesis
can be done offline, such as during editing in the movie making
process.

The second approach is called image-based, as it does not
aim at modeling the physics underlying the natural process, but

Manuscript received March 27, 2007; revised August 24, 2007. This work
was supported by the Swiss National Science Foundation (SNSF) under Grant
21-067012.01. The associate editor coordinating the review of this manuscript
and approving it for publication was Dr. Michael Elad.

The authors are with the School of Computer and Communication Sciences,
Ecole Polytechnique Fédérale de Lausanne (EPFL), CH-1015 Lausanne,
Switzerland.

Digital Object Identifier 10.1109/TIP.2007.910956

TABLE I
BRIEF SUMMARY OF THE DIFFERENT APPROACHES FOR DYNAMIC TEXTURE
ANALYSIS/SYNTHESIS. LOW, AVERAGE, AND HIGH VALUES
INDICATE A RELATIVE SCALE

Physics-based Image-based
Patch | Parametric
Analysis Cost HIGH LOW LOW
Synthesis Cost HIGH LOW LOW
Model Size LOW HIGH LOW
Specificity HIGH LOW LOW
Flexibility HIGH LOW HIGH

at replicating existing videos. This can be done in two ways.
In the first, synthesis is done by extracting different clips from
the original video and patching them together to obtain a longer
video, ensuring that the temporal joints are not noticeable and
that the dynamic appearance is maintained [4], [5]. This type
of synthesis is called nonparametric or patch-based, since it is
not based on a model and reduces the synthesis to a collage of
patches. It has the advantage of ensuring high visual quality
because the synthetic video is composed of the original video
frames, marginally modified by morphing operations only along
clips discontinuities. However, the entire synthetic video has to
be created in one step and stored in memory, thus not allowing
for on-the-fly synthesis. In addition, this technique is not flex-
ible, since it permits to modify the appearance of single frames,
but not the texture dynamics.

In the second, a parametric image-based approach is used to
build a model of dynamic textures. The dynamic texture is ana-
lyzed and model parameters are computed. The visual quality
of the synthesis is generally less good than for patch-based
techniques, but the parametric approach is more flexible, more
compact in terms of memory occupation, and usually permits
on-the-fly synthesis. Moreover, it can also be used for other
applications, such as segmentation [6], recognition [7], and
editing [8].

Table I summarizes the different methods for analysis/syn-
thesis of dynamic textures, highlighting their advantages and
drawbacks. The model size is the number of coefficients of the
model. The term “specificity” indicates if a given approach is
specific to a certain type of dynamic texture, such as fire, water,
or smoke, or can be used for all kinds of dynamic textures. The
term “flexibility” indicates if the characteristics of the generated
texture can easily be changed during the synthesis.

The physics-based approaches have high flexibility, but also
high specificity, since a model for fire cannot be used for the
generation of water or smoke, for instance. They have high flex-
ibility since the visual appearance of the synthetic texture can
be modified by tuning the model parameters. They have, how-
ever, high synthesis and analysis cost. Image-based approaches
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Fig. 1. Schematic representation of the tensor-based linear model approach
for analysis and synthesis. The input video is analyzed directly as a multidi-
mensional signal using a tensor decomposition technique. This is followed by a
MAR(1) fitting, where the system dynamic is estimated. This gives as an output
the parameters of the linear model that are used for synthesis.

are less specific, since the same model can be used to repre-
sent different dynamic textures by just changing the parame-
ters. Low-memory occupation and synthesis cost favor the use
of parametric models in situations where synthesis has to be
done very fast, such as real-time applications.

Recently, the parametric model proposed by Doretto et al.
[1], [9] was shown to be a valid approach for analysis/syn-
thesis of dynamic textures. Each video frame is unfolded into
a column vector and constitutes a point that follows a trajectory
as time evolves. The analysis consists in finding an appropriate
space to describe this trajectory and in identifying the trajec-
tory using methods of dynamical system theory. The first part is
done by using a singular value decomposition (SVD) to perform
dimension reduction to a lower dimensional space. The point
trajectory is then described using a multivariate auto-regressive
(MAR) process of order 1. Dynamic textures are, thus, mod-
eled using a linear dynamic system and synthesis is obtained by
driving this system with white noise. In this model, the SVD ex-
ploits the temporal correlation between the video frames but the
unfolding operations prevent the possibility of exploiting spatial
and chromatic correlations.

We use the parametric approach of [1] but perform the dy-
namic texture analysis with a higher order SVD, which permits
to simultaneously decompose the temporal, spatial, and chro-
matic components of the video sequence. This approach was
proposed by the authors in [10] and here it is described in de-
tail. Our scheme is depicted in Fig. 1. SVD in the analysis is
substituted by HOSVD, while the MAR(1) model fitting is the
same as in [1].

HOSVD is an extension of the SVD to higher order dimen-
sions. It is not an optimal tensor decomposition in the sense of
least squares data fitting and has not the truncation property of
the SVD, where truncating the first n singular values permits to
find the best n-rank approximation of a given matrix. Despite
this, the approximation obtained is not far from the optimal one
and can be computed much faster [11]. In fact, the computation
of HOSVD does not require iterative alternating least squares
algorithms, but needs standard SVD computation only.

The major advantage of the HOSVD is the ability of simul-
taneously considering the spatial, temporal, and chromatic cor-
relations. This allows for a better data modeling than a standard
SVD, since dimension reduction can be performed not only in
the time dimension but also separately for spatial and chromatic
content. Differences in vertical and horizontal spatial frequency
content can be accounted for.

The separate analysis of each signal component allows
adapting the signal “compression” given by the dimension
reduction to the characteristics of each dynamic texture. For
comparable visual synthesis quality, we, thus, obtain a number
of model coefficient that is on average five times smaller than
those obtained using standard SVD, as shown in Section IV.
Creating more compact models is also addressed in [12],
where dynamic texture shape and visual appearance are jointly
addressed, thus enabling the modeling of complex video se-
quences containing sharp edges. Their and our approach are
both characterized by a more computationally expensive anal-
ysis, but also a fast synthesis. In our case, synthesis can be done
in real-time. This makes our technique very appropriate for
applications with memory constraints, such as mobile devices.

Webelieve that HOSVDis a very promising technique for other
video analysis and approximation applications. Recently, it has
beensuccessfully used inimage based texture rendering [ 13], face
superresolution [14], and in face analysis and recognition [15].

The article is structured as follows. In Section II, we present
the definitions and properties of HOSVD, highlighting its dif-
ference with respect to standard SVD. In Section III, we de-
scribe the synthesis model based on HOSVD analysis and show
how it is used for synthesis. Section IV describes the setup used
to evaluate the algorithm performance. Section V presents the
comparisons between the performance of our method and those
obtained from two different methods having similar computa-
tional cost: standard SVD [1] and FFT [16]. Finally, Section VI
concludes the article.

II. HIGHER ORDER SVD

Tensor decomposition was studied in psychometric data
analysis during the 1960s, when data sets having more than two
dimensions (generally called “three-way data sets”) became
widely used [17]. A fundamental achievement was brought by
Tucker (1963), who proposed to decompose a 3-D signal using
directly a 3-D principal component analysis (PCA) instead of
unfolding the data on one dimension and using the standard
SVD. This three-way PCA [18] is also known as Tucker3
decomposition. In the 1980s, such multidimensional techniques
were also applied to chemometrics analysis.

The signal processing community only recently showed
interest in the Tucker3 decomposition. The work of
Lathauwer et al. (2000) [11], [19] proved that this decom-
position is a multilinear generalization of the SVD to mul-
tidimensional data. Studying its properties with a notation
more familiar to the signal processing community, the authors
highlighted its properties concerning the rank, oriented energy,
and best reduced-rank approximation. As the decomposition
can have higher dimensions than 3, they called it higher order
SVD (HOSVD). In the following, we consider the notation of
[11] and define the HOSVD decomposition.
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A. Definitions and Properties

We denote tensors as calligraphic letters (A, 3, etc.), matrices
as bold capital letters (A, B, etc.), vectors as bold small letters
(a, b, etc.), and scalar as small letters (a, b, etc.).

Tensors are generalization of matrices of orders higher than
2; atensor A € RU1x12xXIp) hag order p and Iy, I, . . . I,
are integer numbers indicating the number of elements for each
dimension. For example, a grayscale video sequence can be con-
sidered a tensor of order 3, with Iy = N, I = M,and I3 = 7,
if it is composed by 7 video frames of dimension N x M pixels.

By unfolding its elements along dimension A, a matrix un-
folding A (5, is obtained, whose columns are called ~-mode vec-
tors. The h-rank of tensor A is the rank of the A-mode matrix
unfolding A .

The product of a tensor A € RU1xTxxIgxxIp) apd

matrix B € R7<* 1« is denoted by A x, B and is a tensor C €
R(Il112v---qu—lv']q-,Iq+11---vIp)’ where

Citit.ig—10qiqt1--ip — E Aiydy.dg—19qigr1--ip Wjgiq-
2q

Note that this is the product between B and the matrix unfolding
A ) along the g dimension: C(,) = BA(,).

In tensors, the matrix unfoldings can have different ranks and
the notion of tensor rank does not coincide with the notion of
h-rank in the 2-D case. A rank 1 tensor is a tensor given by the
outer product of p vectors ui, uy,...,u,

()i, (1)

for all values of the indices, where (u;);, is the ith component
of vector u;. The rank of an arbitrary p-order tensor .A, denoted
as rank(.A), is the minimal number of rank-1 tensors that yield
A in a linear combination. Thus, the rank of a tensor can be
different form its h-rank, even when all h-ranks are equal, and,
in general, is difficult to determine in a direct way [11].

The standard SVD is schematically depicted in Fig. 2(a). In
the top half, it is formulated according to standard notation, i.e.,
as the matrix product between a left matrix U, a diagonal matrix
S, and a right matrix VH  Since bidimensional matrices are a
particular case of tensors of order 2, this product can also be
expressed using tensor notation. This is shown in the bottom
half of Fig. 2(a).

The HOSVD introduced in [11] is an extension of the
three-way Tucker decomposition to higher orders. A p-order
tensor A is decomposed as

Wiyiy iy = (W1)i, (W2)i, - -
P

A:SX1 U(l) XQU(Z)...XPU(P) (2)

where U(1), U(z),..., U, are orthogonal matrices that con-
tain the orthonormal vectors spanning the column space of the
matrix unfolding A ;) withé = 1,2,...,p. An example in the
case p = 3 is depicted schematically in Fig. 2(b). S is defined as
the core tensor. It corresponds to the generalization of the ma-
trix S in the standard SVD. Generally, S is a full tensor, not a
diagonal matrix as S.

The HOSVD is computed in two steps according to the fol-
lowing algorithm.

1) For: = 1,2,..., p, compute the unfolding matrix A;})

from A and compute its standard SVD: A ;) = USV*H;
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Fig. 2. Standard and multiway SVD. (a) Standard SVD of a matrix F and its
components U, V (unitary matrices), and S (diagonal matrix); we depict the
decomposition using both matrix and tensor notation; the best n-rank approx-
imation of F is obtained taking the first n rows/columns of matrices U and
V, and an X n diagonal matrix from S, as indicated. (b) Multiway SVD: the
3-D input signal is decomposed into a product of a tensor core S (a full matrix)
and three unitary matrices U(1), U(?) and U(®). An approximation of A is
obtained by taking the first r1, ro, and r3 components as shown; this will not
give the best (71, 12, 1‘3)—rank approximation of .4, but the computation is much
faster and the difference in approximation is generally small.

the orthogonal matrix U® is defined as U® = U,i.e., as
the left matrix of the SVD.
2) Compute the core tensor using the inversion formula

S=Ax,; UO" w,u®” ... X, u®»” 3)

where the symbol 7 denote the Hermitian matrix transpose
operator.

Standard SVD, illustrated in Fig. 2(a), is used as a dimen-
sion reduction technique. If F is a matrix that is decomposed
using standard SVD, the product of the first n columns of the
left and n rows of the right matrices with the first n elements of
the diagonal matrix S produces the best n-rank approximation
matrix for F. This property does not extend to orders greater
than 2. In tensors where ps > 2, simple truncation of the first
1 < I,r9 < Iy,...,mps < I, columns of the matrices U®
[see Fig. 2(b)] does not produce the best rank-(r1,72,...,7,)
approximation of 4. The computation of the best rank approxi-
mation requires an iterative alternated least-square (ALS) algo-
rithm and is quite time consuming [19]. However, the approxi-
mation obtained from simple truncation has been proven to be
in most cases quite similar to the optimal approximation [11].

III. HOSVD-BASED ANALYSIS AND SYNTHESIS

A dynamic texture can be considered as a multidimensional
signal. In the case of a grayscale image video, it can be rep-
resented with a 3-D tensor by assigning spatial information to
the first two dimensions and time to the third. In a color video
sequence, chromatic components add another dimension. The
input signal then becomes 4-D.

The analysis is done by first decomposing the input signal
using the HOSVD and then by considering the orthogonal ma-
trix derived from the decomposition along the time dimension.
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Fig. 3. Schematic representation of the product between truncated matrices
U () and tensor S, resulting in the approximated tensor A;. Here, we consider
a 3 D tensor representing a grayscale video sequence. I; and I are the spatial
dimension and I the temporal dimension. The jth video frame is obtained by
considering the product of the tensor S, the matrices U(}) and U(2), and the
7th row of matrix U(? The latter matrix corresponds to the decomposltlon of
the input tensor along the time axis and is used in the analysis part to find the
MAR(1) model of dynamics.

This matrix contains the dynamics of the video sequences,
since its columns, ordered along the time axis, correspond to
the weights that control the appearance of the dynamic texture
as time evolves.

Let Abea (I; x I X - - - X I, )p-order tensor and let (¢) be the
index corresponding to the temporal dimension. For example, a
grayscale video sequence composed by 7 video frames of size
N x Mhasp=3s, 1y =N, I =M, I3 =7,and (t) = (3).
For a color video sequence p = 4 and the fourth dimension is
1, = 3, corresponding to the number of color channels. Let &
be the discrete time index £ = 1,2,...,T.

A. Analysis

First Step: We decompose the tensor A using the HOSVD as
A=8x; UM x, U ... x, UM x4y ... x, UP), We have
specifically highlighted the contribution given by the orthogonal
matrix U as it corresponds to the decomposition of the input
signal unfolded along the time axis. Before the decomposition,
we subtract the temporal pixel average M, in order to have a
zero-mean component in the time axis

Iy
1
il...itflitfl...’l;p = T U1 lp—1 kit+1...ip'
(M) (A )
t =1
Dimension reduction is applied by taking the first

T1,72,...,7, components of the orthogonal matrices and
of the core tensor S, as indicated schematically in Fig. 2(b) in
the case of a 3-D tensor. We denote with a subindex the matrices
and tensor thus obtained: Ug)7 UT§)7 .. U(p ) and .Ar, where
r = (r1,72,...,7p) and Ul = [, (3 ,u')], with
1 =1,...,p.

Second Step: We denote the matrix U( ) e RIX™ a5 X
and x; as its jth row. This simplifies the notation. The rows
of this matrix contain the information about the dynamics of
the input video sequence. This is shown in Fig. 3, where for
simplicity we report the example of the decomposition of a 3-D
tensor that represents a grayscale video sequence. The sequence
has 7 frames composed by N x M grayscale images. When a
dimension reduction is done, the input data is approx1mated by
A = S, x1 Url) s X X X g1 U7(»p), where A, denotes an
approximation of A,.. In Fig. 3, we note that the jth frame of the
input video sequence is obtained by multiplying the core tensor

with the orthogonal matrices U(1)7 Ug), and with the jth row
of matrix Ur(g).

The dynamic is represented using a multivariate auto-regres-
sive model of order 1. This means that we are looking for a
ry X ¢ matrix H such that

xj+1 = HXj +eji1 ®)

where e is a residual error. To find the matrix H, we use a
classical least-squares technique as proposed in [1]. We call P,
the matrix including the first 7 — 1 rows of X and P2 the matrix

including the last 7 — 1 rows of X : Py = [x1,X2,...,X;_1]
and Py = [x32,X3,...,X,]. Matrix H is computed as
H=P,PT(P,PT)" L. (6)

The residual part is modeled in order to have ej 1 = GVv;11,
where v € R™ is a Gaussian random vector (0, I,,, x I,,,).
G is obtained by estimating the input noise covariance matrix
Q from the residual matrix E = [eq, €3, . .., e,] and imposing
that

GGT =Q. (N

Since this procedure is the same as in [1], we refer to it for
further details.

B. Synthesis

The model parameters are as follows:
* matrices U,(fi) withi = 1,2,...,t — 1,t +1,...,p, ob-
tained from the first ; left singular vectors of each of the
p unfolding matrices of tensor A (we recall that the index
(t) is the one associated to the time dimension);
* tensor Sy, obtained from (3) applied to the left singular
truncated matrices U,.’;
* matrices H and G, obtained from (6) and (7), respectively;
e tensor M, obtained from (4).
The dynamic texture is represented by the following system of
linear equations

{Xk+1 = HXk + GVk

Z, =S¢ X1 U,gll) * Xt X1 X410 Xp Ur(f) + M,

®

where Zj, indicates the tensor generated at time k& when the
system is driven by random noise v and corresponds to a syn-
thetic video frame. The dimension of this tensor is (I3 x Iy X

.. Ty—1 X1 X It4q X -+ X Ip). The term M indicates the tem-
poral average subtracted before the decomposition.

IV. PERFORMANCE EVALUATION SETUP

We evaluate the performance of the HOSVD-based linear
model of (8) with respect to algorithms that perform synthesis
with a similar computational cost. We have chosen two algo-
rithms for comparison: the algorithm of Doretto et al. [1], where
the analysis is done using standard SVD, and the algorithm of
Abraham et al. [16], which uses the same analysis of Doretto’s
in the Fourier Transform domain. This is done to exploit the spa-
tial correlation among pixels, since each frequency component
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of a frame is a function of all its pixels. Moreover, a threshold
mechanism allows to select only the most significant FFT co-
efficients, thus resulting in a model having generally less coef-
ficients. The drawback is that the synthesis requires an inverse
FFT operation for each frame.

We use three dynamic texture videos for the comparisons.
The videos are “Flame,” “Grass,” and “Pond.” Figs. 6-8 show
some video samples. The video sequence ‘“Flame” is character-
ized by a strongly varying dynamic since the sequence alter-
nately shows samples of small and large amplitude and by low
to medium spatial frequency content. The sequence “Grass” is
characterized by low-frequency temporal content and high-fre-
quency spatial content along the horizontal axis, given by the
repetition of the grass pattern. The last sequence shows low-fre-
quency spatial and temporal content. Following the Claerbout et
al. principle on reproducible research [20], this article is com-
pletely reproducible; thus, all the videos, test results, and code
are available online [21].

A. RGB to Y C,C, Conversion

The native color encoding of a texture video is RGB. For the
experiments, we have chosen to consider also a different color
encoding: Y C,C,. in 4:2:0 format (denoted simply as Y C,C..
from now), i.e., having the chrominance channels downsampled
both horizontally and vertically by a factor of two. This is an
encoding commonly used for videos that permits to obtain a
smaller size dynamic texture representation, as shown in [22].

We have, thus, three algorithms for each color encoding. The
first algorithm is Doretto’s basic algorithm [1]. Applied to RGB
and Y C}, C,. images it is denoted respectively as 2-D RGB and
2-D Y, ..

The second is the FFT-based algorithm of Abraham [16].
Since the original implementation considers grayscale images
only, we extended it to color by applying the algorithm as is
to the three color channels separately, both in the case of RGB
and Y C,C,. color encoding. This avoids major modifications.
The resulting implementations are denoted as FFT-RGB and
FFT-Y C,C,., respectively.

The third is the HOSVD-based algorithm we propose. Here,
we have chosen to use the data representation that is depicted
schematically in Fig. 4. In the first representation (left), data
is organized in a 4-D tensor according to horizontal, vertical,
temporal, and chromatic dimensions, respectively. We show
the three color components separately to indicate a 4-D tensor.
In the second representation (right), Y C},C. color encoding is
used to compact the color image frames into a single plane that
contains luminance and chrominance channels. Chrominance
is downsampled by a factor of two both horizontally and ver-
tically. Fig. 4 reports also the MATLAB code used to create
this data structure, where we use the MATLAB Tensor Classes
developed by Kolda et al. [23]. The algorithm derived from
the first data representation is called 4-D RGB, the latter 3-D
Y C,C.,.. Table II summarizes the naming convention used to
refer to the algorithms.

B. Prediction Error

In order to evaluate the algorithms performance, we consider
the error between original and synthetic frames. Two factors

IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 17, NO. 1, JANUARY 2008

4D-RGB 3D-YCbCr

% Creating the 3D-YCbCr matrix
for t = l:tau
im = getfield(mov,{1,i},..
'edata')) ;
Ycber = rgb2ycbcer (im)) ;

mov = aviread (AVI_File_ name) ;

tau = length (mov) ;

im = getfield (mov,{1l,1},..
'cdata') ;

[N M C] = size(im);

% Creating the 4D-RGB matrix Lum = Ycber(:,:,1);

for t = 1l:tau Cb = imresize (Ycbcr(:,:,2),0.5) ;

im = getfield(mov,{1,i},.. Cr = imresize(Ycbcr(:,:,3),0.5) ;
'cdata')); Data(1l:N,1:M,i) = Lum;

Data(:,:,t,1) = im(:,:,1); Data (N+1:3*N/2,1:M/2,i) = Cb;

Data(:,:,t,2) = im(:,:,2); Data (N+1:3*N/2,M/2+1:M,i) = Cr;

Data(:,:,t,3) = im(:,:,3); lend

lend

Fig. 4. Data organization. Left: Data is organized in a 4-D tensor where the first
two dimensions correspond to space, the third dimension corresponds to time,
and the fourth dimension is color. Right: Data is organized in a 3-D tensor where
the first two dimensions correspond to spatial and color information, while the
third corresponds to time. Bottom: MATLAB code used to obtain such repre-
sentation is given.

TABLE II
NAMING CONVENTION OF THE ALGORITHMS
USED FOR THE COMPARISON TESTS

[ I RGB [ YC,Cr |
HOSVD-Based 4D-RGB 3D-YCy O
Doretto’s 2D-RGB (as in [1]) 2D-Y CyCy (as in [22])
FFT-Based || FFT-RGB (as in [16]) | FFT-Y C,C, (modified [16])

contribute to this error. The first is the error intrinsic to the
low-rank approximation given by the choice of the number of
singular values. The second is the error introduced when mod-
eling the texture dynamic with an MAR(1) model. The latter is
properly called prediction error.

In the case of the FFT-based algorithm and also when using
Y C,C,. color encoding, there are two additional errors. The
FFT algorithm introduces an error when the FFT coefficients
are truncated, while for Y C,C,., the error is given by the color
upsampling and converting operations. Here, we call prediction
error the total error between an original frame and its predic-
tion obtained by the models in final RGB color encoding that is
used for display purposes. Mathematically, this error is defined

as follows:
1 T
— Z 101logy,
j=2

2552

MSE (If68 — fras)

C))

where I?GB and i?GB are the original and predicted video
frames in RGB video format, respectively. The one step image
prediction and the corresponding frame synthesis are computed
as follows:

)A(]':HX]'_l
Zj:SXl U(l)---Xt)A(j Xt+1"'XnU(n)+M
(10)

where x,;_1 is the (j — 1)th column of matrix X obtained in
the analysis step, and frame i;‘GB is obtained from éj by an
appropriate color conversion (when needed).

The parameter n,, introduced in Section III-A does not play a
role here, since the term Gv; of (8) is not considered when the
one step prediction is computed.
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4D-RGB Algorithm Performance

2D-RGB Algorithm Performance FFT—RGB Algorithm Performance
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Fig. 5. Example of the performance (prediction error versus model size) obtained by the proposed tensor-based algorithm and by the two other algorithms used for
comparisons using the dynamic texture “Flame.” (a) Tensor-based performance using 4-D RGB data representation: we have varied 7 (spatial) and r3 (temporal)
components, while 7, = 3. The dots indicate the performance obtained at different values of r3, while the lines are computed at constant r;; the dashed line
indicates the optimal performance and is obtained by interpolating the data at disposal from simulation. (b) Doretto’s algorithm: Dots indicate different values of
rpor.- (¢) FFT-based algorithm: Dots indicate different value of rrrr, while the lines correspond to different combination of the FFT coefficient percentage for
R, G, and B, respectively. The best performance is indicated by the dashed line (in this case it corresponds to pprr = 50% for red, green, and blue channels).

TABLE III
NUMBER OF MODEL COEFFICIENTS AND COST OF THE SYNTHESIS. THE “DECOMPOSITION COEFFICIENTS” ARE THOSE OBTAINED BY THE DECOMPOSITION OF THE
INPUT SIGNAL USING THE HOSVD, SVD, AND FFT, RESPECTIVELY; THE “DYNAMICS COEFFICIENTS” ARE THE COEFFICIENTS CORRESPONDING TO THE SYSTEM
DYNAMICS, 1.E., THE NUMBER OF COEFFICIENT OF MATRICES H AND G OF (8). THE COST OF THE SYNTHESIS IS INDICATED IN NUMBER OF MULTIPLICATION
OPERATIONS; ADDITIONS ARE NOT TAKEN INTO ACCOUNT, SINCE THEY CAN BE INCORPORATED IN MULTIPLICATION. THE TERM CC INDICATES THAT A COLOR
CONVERSION IS ALSO NEED. WE DO NOT INDICATE THE CONTRIBUTION OF THE TEMPORAL AVERAGE /M, SINCE IT IS NEGLIGIBLE. IT CORRESPONDS TO
3 MN FOR RGB AND TO 1.5 MN FOR Y C}, C',. MODELS, RESPECTIVELY

Decomposition Coefficients | Dynamic Coefficients | Synthesis Cost (main contribution) |

4D-RGB N7ri + Mro + 3ry + 11727374 r3(rs +ny) 3MNr3
3D-Y QO 1.5N7r1 + Mrgy + 3ry + 1171971374 ra(rs +ny) 1.5MNrg + CC
2D-RGB 3NM’I"DOR T‘DOR(T‘DOR+’I’LU) 31\/{NTDOR
2D-Y Oy Oy 1.5NMrpor rpor(TDOR + ") 1.5MNrpogr + CC
ITT-RGDB SNMrpprprer/100 TEPT(TEET + ) 3SNMrpprprper/100 + IFFT
FFT-Y C, C) I-BAVMTFFTPFFT/loo TFFT(TFFT + TLU) 1-5NM7'FFTPFFT/1OO + IFFT + CC

C. Comparison Setup Doretto’s algorithm performance varies according to one

single parameter. This is the number of singular values that are
retained from the 2-D SVD in the analysis. We call this parameter
rpoR: it is an integer ranging from 1 to 7. When testing the
algorithm, we varied rpog from 5 tor — 5 with an interval of 5.

The FFT-based algorithm performance can be changed by
tuning two parameters. As in the previous method, the first pa-
rameter is the number of singular temporal values retained, indi-
cated as rppr. The second parameter is the number of most sig-
nificant FFT coefficients, indicated as a percentage value pppr.
During the experiment we have varied rppp from 5 to 7 — 5
with an interval of 5, and we have considered 5 different values
for prpr: 90%, 80%, 70%, 60%, and 50%.

Fig. 5 shows an example of the algorithms’ performance ob-
tained for the video sequence “Flame.” The dots indicate sim-
ulation results, while the continuous lines indicate their inter-
polation. The dashed line corresponds to the best performance
obtained by the algorithm for this video sequence.

The parameters of the HOSVD-based model are the number
of singular values retained from the tensor decomposition. Since
this decomposition considers spatial (horizontal and vertical),
temporal, and chromatic components separately, this results in a
number of four parameters in the case of the 4-D RGB data rep-
resentation and three parameters in the case of 3-D Y C}, C',.. We
indicate as r1, 72,73, and r4 the parameters associated to ver-
tical, horizontal, temporal, and color dimensions, respectively.

This gives enough freedom to optimize the decomposition ac-
cording to the characteristics of the video sequence. However, to
keep the number of parameters comparable to the other methods
and to limit the number of simulations, we imposed that ry = 7.
Naturally, this penalizes the algorithm performance when ap-
plied to sequences having a clear spatial orientation, such as the
“Grass” video sequence, which is characterized by strong hor-
izontal frequency and low vertical frequency. Using 7o > 1
would have increased the quality of the predicted frames, since
the horizontal content would have been better approximated.

Moreover, in the case of 4-D RGB, we fixed r4 = 3, thus not
compressing the color information.

The parameters 1 varied from 5 to N with an interval of 5, 79
from 5 to M. Since N and M are in general different, we allow
r1 differ from 7o when one or the other reaches its maximum
value. In all other cases, the restriction 71 = 79 is valid. The
temporal parameter r3 varied from 5 to 7 — 5, with an interval of
5, where 7 indicates the temporal length of the video sequence.

D. Model Size and Synthesis Cost

The model size is the number of model coefficients and
results from two contributions: the coefficients of the SVD
or HOSVD decomposition and those related to the system
dynamics. In Table III, we report the sizes of the models and the
synthesis cost (main contribution). Since 73, rpor, and rrpT
usually have similar values, the synthesis cost is comparable
for the all algorithms.



48

IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 17, NO. 1, JANUARY 2008

(b)
(©)
(d)
(1
Tensor—Based vs Doretto (flame)
s
=
(2 -
= o
& K
o B
@ R
4
g e 4D-RGB
< — 3D-YCBCR
8 === 2D-RGB
S ---+ 2D-YCBCR
o
g ’
e g Number of coefficients (x 10 6)

20

0 0.5 1 1.5 2

Tensor—Based vs Doretto (flame)
40

RGB

30

20

Gain Factor

ediction Average PSNR (dB)

S——

25 30 35 40

Fig. 6. Performance comparison between the tensor-based and Doretto’s model using the test video “Flame.” Images (a)—(d) report the result of the synthesis;
each image shows three flames; left: the original flame; center: synthetic flame obtained using the tensor-based mode; right: the synthetic flame obtained using
Doretto’s model. Images (a) and (b) have been obtained ensuring a prediction error of 30 and 22.5 dB, respectively, by using the tensor-based model on a 4-D RGB
data representation and the standard 2-D RGB Doretto’s model. Images (c) and (d) have been obtained ensuring a prediction error of 30 and 22.5 dB, respectively,
by using the tensor-based model on a 3-D Y'C,C',. data representation and the modified Doretto’s algorithm (indicated in the paper as 2-D Y C,C'.). Images in
columns (1)—(3) have been obtained from the second, 12th, and 25th frames of the video sequence “Flame.” The last row reports the comparison between models’
performance. The results have been obtained using both data representations. The parameters of the tensor-based decomposition are chosen to ensure the best
performance; at left, we report the prediction error versus the model size, while, at right, we report the gain in terms of model coefficients, defined as the ratio

between Doretto’s and tensor-based model’s coefficients.

E. Model-Order Selection

In Soatto and Doretto’s model, dimension reduction is con-
trolled by only one parameter. Using HOSVD for the analysis,
three or four parameters can be varied. Parameters r; and 72 cor-
respond to the spatial content of the video for vertical and hori-
zontal dimensions, respectively. They can be chosen according
to the spatial content of each video frame. In the case of the
“Grass” sequence, for instance, the presence of vertical grass
blades in each frame motivates using a higher value for 2, since
the horizontal frequency content is more dominant compared to

the vertical one. For other sequences, such as for “Pond,” r; and
9 can be set to similar values, since there is not a clear preva-
lence of high-frequency components in either direction.

The parameter 73 models the temporal content of the video
and corresponds to the parameter n of Doretto’s model. It can
be chosen according to the same rationale, i.e., according to the
temporal frequency content of the video.

In the 4-D RGB representation, r4 describes the chromatic
content. Dimension reduction can also be imposed to the color
information. This is only appropriate, however, when the color
content of the video is not varying rapidly, for example with
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Fig. 7. Performance comparison between the tensor-based and Doretto’s model using the test video “Grass.” Images (a)—(d) report the result of the synthesis; each
image shows three grass fields; left: the original one; center: result of synthesis using the tensor-based mode; right: result of synthesis using Doretto’s model. Images
(a) and (b) have been obtained ensuring a prediction error of 30 and 22.5 dB, respectively, by using the tensor-based model on a 4-D RGB data representation and
the standard 2-D RGB Doretto’s model. Images (c) and (d) have been obtained ensuring a prediction error of 30 and 26 dB, respectively, by using the tensor-based
model on a 3-D Y C,C,. data representation and the modified Doretto’s algorithm (indicated in the paper as 2-D Y C;, C,.). Images in columns (1)—(3) have been
obtained from the second and 16th frames of the video sequence “Grass.” The last row reports the comparison between models’ performance. The results have
been obtained using both data representations. The parameters of the tensor-based decomposition are chosen to ensure the best performance; at left, we report the
prediction error versus the model size, while, at right, we report the gain in terms of model coefficients, defined as the ratio between Doretto’s and tensor-based

model’s coefficients.

the “Flame” video, where color changes only slightly with time
and/or space. In this case, we can assign a smaller value, such
as r4 = 2, i.e., using only two basis function for the chromatic
content of the video.

V. RESULTS

The results obtained are shown in Figs. 6-9. Each Figure is
composed by two parts. In the first part (top), images of the orig-
inal and synthetic videos are depicted, obtained at low (22.5 dB)
and at a high (30 dB) visual quality. In the second part (bottom),
two plots show the comparison between the HOSVD-based and
a reference algorithm. The plot at the left reports the predic-
tion error and the number of model coefficients. The plot at the
right shows the ratio between the number of coefficients of the

HOSVD-based model and that of a reference model that en-
sures the same prediction error. In the case of the HOSVD and
FFT-based models, the performance shown in the figures corre-
sponds to the best performance, i.e., the one indicated in Fig. 5
by a dashed line (for the “Flame” sequence).

With the exception of the video sequence “Grass,” the
HOSVD-based model needs far less coefficients compared to
the other models. For a PSNR average value associated to a
good visual quality of the synthetic video (approximatively
from 25 to 30 dB), the gain reaches a value varying from 5 to
10. In other words, 5 to 10 times less coefficients are needed
when using the HOSVD-based model, still ensuring the same
prediction quality. To view the synthesized videos, please refer
to our web-page at [21]. Indeed, the overall visual quality of the
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Fig. 8. Performance comparison between the tensor-based and Doretto’s model using the test video “Pond.” Images from (a)—(d) report the result of the synthesis;
each image contains three parts; left: the original; center: synthesis obtained using the tensor-based mode; right: synthesis obtained using Doretto’s model. Images
(a) and (b) have been obtained ensuring a prediction error of 31 and 24 dB, respectively, by using the tensor-based model on a 4-D RGB data representation and the
standard 2-D RGB Doretto’s model. Images (c) and (d) have been obtained ensuring a prediction error of 30 and 22.5 dB, respectively, by using the tensor-based
model on a 3-D Y C, C. data representation and the modified Doretto’s algorithm (indicated in the paper as 2-D Y C, C'.). Images in columns (1)—(3) have been
obtained from the second and the 11th frames of the video sequence “Pond.” The last row reports the comparison between models’ performance. The results have
been obtained using both data representations. The parameters of the tensor-based decomposition are chosen to ensure the best performance; at left, we report the
prediction error versus the model size, while, at right, we report the gain in terms of model coefficients, defined as the ratio between Doretto’s and tensor-based

model’s coefficients.

synthetic videos is comparable. The synthetic videos obtained
at 22.5 dB show a low-quality synthesis for individual frames,
but the video dynamic is comparable to the one obtained at
higher PSNR. In other words, the spatial approximation is
visually worse than the temporal one.

The gain curves show the comparisons between models using
the same color encoding. We can notice that, in general, Y C, C..
color encoding offers a better performance than RGB. This is
true for both Doretto’s method and the FFT-based method. The
video sequence “Grass” is different since, as pointed out before,
it is characterized by high spatial frequency content. A large
amount of spatial singular values is needed to represent it ef-
ficiently, thus resulting in a large model size.

VI. CONCLUSION

We propose to decompose the multidimensional signal that
represents a dynamic texture by using a tensor decomposition
technique. As opposed to techniques that unfold the multidi-
mensional signal on a 2-D matrix, our method analyzes data
in their original dimensions. This decomposition, only recently
used for applications in image and video processing, permits to
better exploit the spatial, temporal, and chromatic correlation
between the pixels of the video sequence, leading to an impor-
tant decrease in model size.

Compared to algorithms where the unfolding operations are

performed in 2-D or where the spatial information is exploited
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Fig. 9. Performance comparison between tensor and FFT-based’s models obtained using the test video sequences at disposal. We report for each video sequence
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coefficients between the two models, i.e., the the ratio between FFT’s and tensor-based model’s coefficients. For each video sequence, the parameters of the two

models have been chosen to ensure the best individual performance.

by considering the analysis in the Fourier domain, our method
results in models with on average five times less coefficients,
still ensuring the same visual quality.

Despite being a suboptimal solution for the tensor decompo-
sition, the HOSVD ensures close-to-optimal energy compaction
and approximation error. The suboptimality derives from the
fact that the HOSVD is computed directly from the SVD,
without using expensive iterative algorithms, such as done for
the optimal solution. This is an advantage, since the analysis
can be done faster and with less computational power.

The few model parameters permit to perform synthesis in
real-time. Moreover, the small memory occupancy favors the
use of the HOSVD based model in architectures characterized
by constraints in memory and computational power complexity,
such as PDAs or mobile phones.
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