Localization in single Landau bands
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We consider a single-band approximation to the random Schrödinger operator in an external magnetic field. The random potential is taken to be constant on unit squares and i.i.d. on each square with a bounded distribution. We prove that the eigenstates corresponding to energies at the edges of the Landau band are localized. This is an important ingredient in the theory of the Quantum Hall Effect. © 1996 American Institute of Physics.

I. INTRODUCTION

We consider a two-dimensional infinite system of noninteracting electrons moving in a uniform magnetic field of strength $B$ and a random potential $V$. In the symmetric gauge the vector potential is given by $A(x) = [(B/2)x_2, -(B/2)x_1]$, $x = (x_1, x_2) \in \mathbb{R}^2$ and the Hamiltonian is

$$H = (-i \nabla - A(x))^2 + V(x). \quad (1.1)$$

The effect of the random potential is to broaden the Landau levels into bands. When the potential is bounded and the magnetic field is strong enough these bands do not overlap. It is generally expected that the states lying near the edges of the bands are exponentially localized and the corresponding spectrum is pure point.\textsuperscript{1,2} Near the center of the bands the situation is more controversial. One possibility is that there exist truly extended states in some finite-energy range. Instead, it could happen that the localization length remains finite for all energies, except for one value, where it diverges (e.g., like a power law).\textsuperscript{3–5} This picture is essential for understanding the occurrence of plateaus in the conductivity as a function of the magnetic field measured in Quantum Hall experiments. In this connection, Kunz\textsuperscript{6} has shown that the localization length must be infinite for at least one energy in each band, assuming that the states with energy at the edges of the bands are exponentially localized.

Rigorous results on random Schrödinger operators with magnetic fields are still rare. A few exact results concerning the density of states have been obtained.\textsuperscript{7–11} In the present paper we address the problem of proving that the energies at the edges of the bands correspond to localized states. For the random potential we choose a model already considered in previous works in the absence of magnetic field.\textsuperscript{12,13} The two-dimensional plane is decomposed into unit squares, on each of which the potential is taken to be constant. The values of the potential on the squares are i.i.d.s with a bounded probability distribution. The precise hypotheses on the probability distribu-
tion are stated in Sec. II. When the magnetic field is strong it is reasonable to consider only the projections of the Hamiltonian onto each Landau level and to neglect the cross terms. The Hamiltonian restricted to the $n$th level is

$$H_n = B(2n+1)P_n + P_n VP_n,$$

where $P_n$ denotes the projection onto the level. The term $B(2n+1)P_n$ comes from the decomposition of the purely kinetic part of (1.1) and can be dropped as it modifies the energy only by a constant. Note that the resulting Hamiltonian is a random integral operator instead of a differential operator and that the kernels of $P_n$ are known explicitly.

Our main result is that, for the Hamiltonian $H_n$, the states at the edges of the corresponding band are exponentially localized. For simplicity in this paper, we restrict ourselves to the case $n=0$. Our proof depends on a modification of a theorem of Von Dreifus and Klein. This theorem is only stated here and the proof is given in a companion paper, which deals with the easier case when the distribution of the random potential is unbounded, e.g., Gaussian. In this paper we concentrate on the case when the distribution is bounded.

We now describe the main features of our analysis. In Sec. II we prove (see Lemma 2.3) that it is enough to show that, because of the special form of the Hamiltonian, the wave function decays exponentially on the lattice. This simplification enables us to use the methods of Spencer, Von Dreifus and Klein for lattice models. However, the fact that the model is formulated in the continuum makes the model considerably more difficult to analyze and nontrivial modifications are required, because the relevant Green’s identity (3.3) is more difficult to handle. These are described in Sec. III. This section also contains the basic step in the proof of localization, Theorem 3.1, which as in Ref. 14 reduces to two main conditions (P1) and (P2). The proof of this theorem, which does not depend on the boundedness of the potential, can be found in Ref. 15. In Sec. IV we verify the conditions (P1) and (P2). The condition (P1) is an estimate of the type first proved by Wegner on the probability that an energy $E$ lies within some small distance from the spectrum of the Hamiltonian for a finite box. This requires bounds on the integrated density of states in finite boxes. Our Hamiltonian, when restricted to a finite box, turns out to be a Hilbert–Schmidt operator. Therefore the spectrum has an accumulation point at zero that requires an adaptation of Wegner’s argument. This feature is intimately related to the fact that the original Landau levels are infinitely degenerate. Condition (P2) states that there exist a length scale $L$ such that the Green’s function for a box of size $L$ decays exponentially fast, with a high probability depending on $L$. For bounded potentials the usual proofs in the absence of a magnetic field use the fact that the density of states is exponentially small near the band edge. These are the so-called Lifshitz tails. Here we verify (P2) directly using a Combes–Thomas argument and the explicit form of the eigenfunctions of $P_0$. The main part of the paper is concerned with this problem.

While this paper was being written we received a preprint by Combes and Hislop with similar results, and recently W.-M. Wang also obtained results along the same lines. We wish to compare briefly these papers with the present one.

In Refs. 19 and 20, localization is proved for the Hamiltonian (1.1) in the case where the random potential $V$ is sufficiently smooth. Mathematical techniques of percolation theory and microlocal analysis are used (also see Ref. 21). The regime studied is that of large magnetic field, that is, the magnetic length $(\sim 1/\sqrt{B})$ has to be smaller than the characteristic length over which the potential varies. In this situation the one-band problem is well approximated by the classical effective Hamiltonian $(2n+1)B + V(x)$. As a consequence the problem is mapped onto a percolation problem for the equipotential lines of $V(x)$. As far as we know this physical picture goes back to Ref. 22.

In contrast, the effective Hamiltonian used in this paper for the single band problem is $P_n VP_n$, and therefore the kinetic energy that is contained in $P_n$ is not quenched. As a consequence our main theorem holds for arbitrary strength of the magnetic field (for the single band). In particular, localization at the band edges occurs even when the magnetic length is large with...
respect to the characteristic length of variation of $V$, that is, when the percolation picture loses its validity. Of course, we have neglected the interband coupling, and if that is taken into account a condition on the strength of $B$ would be necessary. However, it is not clear what the optimal condition would be. We remark that in the present study the random potential is of a different kind from that in Refs. 19 and 20 since it is discontinuous.

II. THE HAMILTONIAN

Let $\omega_n$, $n \in \mathbb{Z}^2$ be i.i.d. random variables with distribution given by a probability measure $\mu$ with $\text{supp } \mu = X = [a, b]$, a compact interval in $\mathbb{R}$. We let $\Omega = X^{\mathbb{Z}^2}$ and $\mathcal{P} = \prod_{n \in \mathbb{Z}^2} \mu$. For $m \in \mathbb{Z}^2$ let $\tau_m$ be the measure preserving automorphism of $\Omega$ defined by

$$ (\tau_m \omega)_n = \omega_{n - m}. \quad (2.1) $$

The group $\{\tau_m : m \in \mathbb{Z}^2\}$ is ergodic for the probability measure $\mathcal{P}$.

Let $\mathcal{H} = L^2(\mathbb{R}^2)$ and let $\mathcal{H}_0$ be the eigenspace corresponding to the lowest eigenvalue (first Landau level) of the Hamiltonian $H_0$ defined in (1.1). Let $P_0$ be the orthogonal projection onto $\mathcal{H}_0$. The Hamiltonian for our model is the operator on $\mathcal{H}_0$, given by

$$ H(\omega) = P_0 V(\cdot, \omega) = P_0 V(\cdot, \omega) P_0, \quad (2.2) $$

where $\omega \in \Omega$ and

$$ V(x, \omega) = \sum_{n \in \mathbb{Z}^2} 1_{\Lambda_1(n)}(x) \omega_n, \quad (2.3) $$

$\Lambda_1(n)$ being the square of the unit side centered at $n$.

$P_0$ is an integral operator with kernel

$$ P_0(x, y) = \frac{2\kappa}{\pi} \exp[-\kappa |x - y|^2 + 2i \kappa x \wedge y], \quad (2.4) $$

where $\kappa = B/4$. Since we shall be using both the Euclidean norm and the maximum norm on $\mathbb{R}^2$, we shall use the following convention:

$$ |x| = (x_1^2 + x_2^2)^{1/2}, \quad \|x\| = \max(|x_1|, |x_2|), $$

and for $L > 0$ and $x \in \mathbb{R}^2$,

$$ B(x, L) = \{ y \in \mathbb{R}^2 : |y - x| \leq L \}, \quad \Lambda_L(x) = \{ y \in \mathbb{R}^2 : \|y - x\| \leq \frac{1}{2} L \}. $$

Let $\{U_z : y \in \mathbb{R}^2\}$ be the family of unitary operators on $\mathcal{H}$ corresponding to the magnetic translations:

$$ (U_z f)(x) = e^{2i \kappa y \wedge x} f(x + y). \quad (2.5) $$

Then for $n \in \mathbb{Z}^2$,

$$ U_n H(\omega) U_n^{-1} = H(\tau_n \omega). \quad (2.6) $$

Note that $[P_0, U_z] = 0$ for all $y \in \mathbb{R}^2$, so that $U_z \mathcal{H}_0 \subset \mathcal{H}_0$. Also $U_{y_1} U_{y_2} = e^{2i \kappa y \wedge y_1 + y_2}$. The ergodicity of $\{\tau_m : m \in \mathbb{Z}^2\}$ and Eq. (2.6) together imply that the spectrum of $H(\omega)$ and its components are nonrandom (see, for example, Carmona and Lacroix, Theorem V.2.4); it is easy to prove that almost surely the spectrum of $H(\omega)$ is equal to $X$ (cf. Ref. 23).
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Lemma 2.1: For $P$-almost all $\omega \in \Omega$,

$$\sigma(H(\omega)) = X.$$  \hfill (2.7)

Proof: For $\psi \in \mathcal{H}_0$,

$$a\|\psi\|^2 \leq \langle \psi, H(\omega) \psi \rangle \leq b\|\psi\|^2,$$

and therefore

$$\sigma(H(\omega)) \subset X.$$

To prove the reverse inclusion, it is sufficient to prove that for each $E \in X$ and for all $\delta > 0$ there exist $\Omega' \subset \Omega$ with $\mathcal{P}(\Omega') > 0$ and $\psi \in \mathcal{H}_0$ with $\|\psi\| = 1$, such that for all $\omega \in \Omega'$, $\|H(\omega) - E\| < \delta$. Let $E \in X$ and $\psi \in \mathcal{H}_0$ with $\|\psi\| = 1$. For $R > 0$, let $\psi_R = P_0 1_{B(0,R)} \psi$. Since $\|\psi - \psi_R\| \leq 1_{B(0,R)} \psi$, we can choose $R$ large enough such that $\|\psi_R\| > 1/2$. Let $\Omega' = \{ \omega : |V(x, \omega) - E| < 1/2, \forall x \in B(0,2R) \}$ then clearly $\mathcal{P}(\Omega') > 0$. Now

$$\|H(\omega) - E\| \psi_R^2 = \|P_0(\cdot, \omega) - E)P_0 1_{B(0,R)} \psi\|^2 \leq \|\|P_0(\cdot, \omega) - E)P_0 1_{B(0,R)} \psi\|^2 \leq \int_{B(0,2R)} dx (V(x, \omega) - E)^2 |\psi_R(x)|^2 + \int_{B(0,2R)^c} dx (V(x, \omega) - E)^2 |\psi_R(x)|^2.$$  \hfill (2.8)

If $\omega \in \Omega'$ for the first integral in (2.8), we have

$$\int_{B(0,2R)} dx (V(x, \omega) - E)^2 |\psi_R(x)|^2 \leq \frac{1}{4} \delta^2 \|\psi_R\|^2 \leq \frac{1}{4} \delta^2.$$  \hfill (2.9)

We now estimate the second integral in (2.8),

$$|\psi_R(x)|^2 = \left( \int_{B(0,R)} dy P_0(x,y) \psi(y) \right)^2 \leq \int_{B(0,R)} dy |P_0(x,y)|^2,$$  \hfill (2.10)

using the Schwarz inequality and $\|\psi\| = 1$. If $x \in B(0,2R)^c$ and $y \in B(0,R)$,

$$|P_0(x,y)|^2 \leq \frac{4\kappa^2}{\pi^2} \exp[-\kappa R^2 - \kappa|x-y|^2],$$  \hfill (2.11)

so that we have, for the second integral in (2.8),

$$\int_{B(0,2R)^c} dx (V(x, \omega) - E)^2 |\psi_R(x)|^2 \leq \frac{4(b-a)^2 \kappa^2}{\pi^2} \int_{B(0,R)} dx \int_{B(0,R)} dy e^{-\kappa|x-y|^2} \leq \frac{4(b-a)^2 \kappa^2 R^2}{\pi} \int_{\mathbb{R}^2} dx e^{-\kappa|x|^2} \leq \frac{1}{4} \delta^2,$$  \hfill (2.12)

if $R$ is sufficiently large.

The next lemma describes the generalized eigenfunctions of $H(\omega)$. It is proved in Ref. 15 (see Theorem 2.3 and Lemma 6.2) in the case where $X$ may be unbounded.
Lemma 2.2: For almost every $E \in X$ with respect to the spectral measure of $H$, there exists $\psi$, a polynomially bounded $C^\infty$ function on $\mathbb{R}^2$ such that $H \psi = E \psi$ and $P_0 \psi = \psi$. Moreover, if $\psi \in \mathcal{D}'_0$ then $E$ is in the pure-point spectrum of $H$.

The object of this paper is to prove that almost surely the generalized eigenfunctions of $H$ corresponding to points of $X$ near its edges are localized, in the sense that they decay exponentially and therefore those points are in the pure-point spectrum. The next definition makes precise what is meant by exponential decay.

Definition: $\psi : \mathbb{R}^2 \to \mathbb{R}$ decays exponentially with a rate greater or equal to $m$ if

$$\limsup_{x \to \infty} \frac{\ln |\psi(x)|}{|x|} \leq -m. \quad (2.13)$$

The main result of this paper is the following theorem, which is proved in Sec. IV.

Theorem 2.3: If the probability measure corresponding to the i.i.d. random variables $\omega_n$ is absolutely continuous with respect to the Lebesgue measure and its density $\rho$ satisfies a Lipschitz condition of order $\sigma > 0$ and supp $\rho = [a,b]$, where $-\infty < a < b < \infty$, then there is a $\Delta > 0$ and $m > 0$, such that almost surely $[a,a + \Delta] \cup [b - \Delta, b]$ is in the pure-point spectrum of $H$ and the corresponding eigenfunctions of $H$ decay with a rate greater or equal to $m$.

The last lemma of this section provides an important simplifying feature in our proof of localization. It shows that to prove that an eigenfunction decays exponentially it is sufficient to prove that its average on unit squares decays exponentially.

Lemma 2.4: If $\psi$ is a generalized eigenfunction of $H$ and

$$\limsup_{n \to \infty} \frac{\ln \langle 1_{\Lambda_1(n)} , |\psi| \rangle}{|n|} \leq -m, \quad (2.14)$$

then $\psi$ decays exponentially with rate greater or equal to $m$.

Proof: If $\psi$ is a generalized eigenfunction of $H$ then, by Lemma 2.2, $\psi \in C^\infty$ and is polynomially bounded, $|\psi(x)| < C (1 + |x|)^i$, say. If $\psi$ satisfies (2.14) then, given $\epsilon > 0$, we can choose $R$ such that for $n \in \mathbb{Z}^2$ with $|n| > R - 1/\sqrt{2}$,

$$\int_{\Lambda_1(n)} |\psi(x)| dx \leq e^{-(m - \epsilon)|n|}. \quad (2.15)$$

Since $\psi = P_0 \psi$, for all $x \in \mathbb{R}^2$,

$$|\psi(x)| \leq \frac{2\kappa}{\pi} \int_{\mathbb{R}^2} e^{-\kappa |x-y|^2} |\psi(y)| dy = \frac{2\kappa}{\pi} \int_{|y| < R} e^{-\kappa |x-y|^2} |\psi(y)| dx + \frac{2\kappa}{\pi} \int_{|y| > R} e^{-\kappa |x-y|^2} |\psi(y)| dy = \frac{2\kappa}{\pi} (I_1 + I_2). \quad (2.16)$$

For the first term, we have

$$I_1 \leq C (1 + |R|) \pi R^2 e^{-\kappa (|x| - R)^2}. \quad (2.17)$$

We now obtain an exponential bound on the second term.
\[ I_2 \equiv \sum_{n \in \mathbb{Z}^2} \int_{|n| > R - 1/2} e^{-\kappa|x-y|^2} |\psi(y)| dy \]

\[ \leq \sum_{n \in \mathbb{Z}^2} \int_{|n| > R - 1} e^{-\kappa|x-y|^2} |\psi(y)| dy \]

\[ + \sum_{n \in \mathbb{Z}^2} \int_{|n| > R - 1} e^{-\kappa|x-y|^2} |\psi(y)| dy = I_3 + I_4. \quad (2.18) \]

Now

\[ I_3 \leq \sum_{n \in \mathbb{Z}^2} e^{-(m-e)|n|} \leq 4e^{-(m-e)(|x|-1)} \quad (2.19) \]

and

\[ I_4 \leq \sum_{n \in \mathbb{Z}^2} e^{-(m-e)|n|} e^{-\kappa(|x-n|-1)^2} \]

\[ \leq e^{-(m-e)|x|} \sum_{n \in \mathbb{Z}^2} e^{(m-e)|x-n|} e^{-\kappa(|x-n|-1)^2} \]

\[ \leq e^{-(m-e)|x|} \sum_{n \in \mathbb{Z}^2} e^{(m-e)(|n|+1)} e^{-\kappa(|n|-2)^2} \leq C'e^{-(m-e)|x|}. \quad (2.20) \]

### III. THE METHOD

In this short section we describe our method. Our proof is based on the paper of Von Dreifus and Klein\(^\text{14}\) (also see Refs. 25 and 16). Here we give a summary of the main differences. The details can be found in Ref. 15.

The main tool in Refs. 14, 25, and 16 are the local Hamiltonians, the Hamiltonian restricted to bounded regions by Dirichlet boundary conditions, and the corresponding Green’s functions. For \( \Lambda \subset \mathbb{R}^2 \), here we define the local Hamiltonian \( H_\Lambda \) on \( L^2(\Lambda) \) by

\[ H_\Lambda = P_\Lambda V_\Lambda P_\Lambda^*, \quad (3.1) \]

where \( P_\Lambda = 1_\Lambda P_0 \) and \( V_\Lambda = V1_\Lambda \). \( V \) is also truncated to ensure that for disjoint regions the corresponding local Hamiltonians are stochastically independent. We note that for bounded \( \Lambda, H_\Lambda \) is a Hilbert–Schmidt operator and its spectrum \( \sigma(H_\Lambda) \) has an accumulation point at the origin.

For \( \lambda \notin \sigma(H_\Lambda) \) let

\[ G_\Lambda(E) = (H_\Lambda - E)^{-1}. \quad (3.2) \]

If \( \psi \) is an eigenfunction of \( H \) with eigenvalue \( E \in \sigma(H_\Lambda) \), then using the resolvent identity, we have for \( x \in \Lambda \) [cf. Eq. (3.12) in Ref. 15]

\[ \psi(x) = -(G_\Lambda(E)(P_\Lambda VP_\Lambda^* + P_\Lambda V_\Lambda P_\Lambda^*) \psi)(x). \quad (3.3) \]

Most of the complexity in adapting the proofs of Ref. 14 to this model comes from the fact that \( H \) is not a local operator. (3.3) contains terms that couple points in \( \Lambda \) to points outside. However,
because of the form of the kernel of $P_0$, the coupling is bounded by a Gaussian. The Green’s function $G_0(E)$ does not have a kernel in this case. We therefore have to modify the definition of regularity.

**Definition:** Let $m > 0, 0 < \beta < 1, E \in \mathbb{R}$ and $\frac{1}{2} < s < 1$. A square $\Lambda_L(x)$ is $(\omega, m, \beta, E, s)$ regular if 

(RA), $d(E, \sigma(H_{\Lambda_L}(x))) > \frac{1}{2} e^{-L^\beta}$;

(RB), for all $\phi \in L^2(\Lambda_L(x))$,

$$\langle 1_{\Lambda_L(x)}, |G_{\Lambda_L(x)}(E)1_{\Lambda_L(x)}\phi| \leq e^{-mL} \langle 1_{\Lambda_L(x)}\phi \rangle,$$

where $\Lambda_L(x) = \Lambda_L(x) \Lambda_L^{\perp}$ and $L = L - L^s$.

In order to state the theorem that is used in proving localization, we need to define the following two conditions: Let $E_0 \in \mathbb{R} \setminus \{0\}$ and fix $\beta \in (0, 1), s \in (\frac{1}{2}, 1)$ and $p > 2$. We shall say that $L$ satisfies condition (P1) if the following occurs.

(P1) There exists $q > 4p + 12$ and $0 < \eta < \frac{1}{2} |E_0|$, such that for all $L \geq L$ and all $E \in (E_0 - \eta, E_0 + \eta)$,

$$P\{d(E, \sigma(H_{\Lambda_L(0)})) < e^{-L^\beta} \} \leq L^{-q};$$

and we shall say that $L$ satisfies condition (P2) if the following occurs.

(P2) There exists $\gamma \in (0, 1)$ and $m > L^{-\gamma - 1}$, such that

$$P\{\Lambda_L(0) \text{ is } (\omega, m, \beta, E_0, s) \text{ regular} \} \geq 1 - L^{-p}.$$

The following theorem is Theorem 4.1 in Ref. 15.

**Theorem 3.1:** There exists $L_0(\beta, s, p, q)$ such that if there is an $L \geq L_0$ that satisfies both conditions (P1) and (P2) then there is a $\Delta(L, \beta, s, \eta) > 0$ so that almost surely, for $E_0 \neq 0$, $\sigma(H) \cap (E_0 - \Delta, E_0 + \Delta)$ is in the pure-point spectrum and the corresponding eigenfunctions decay with mass greater or equal to $m$.

The proof of this theorem can be split up in two parts: one in which condition (P2) is iterated to pairs of larger and larger blocks and one in which the iterated condition is shown to imply exponential decay. Because of Lemma 2.4 it is sufficient to iterate on squares centered on points of $\mathbb{Z}$. This is very important in adapting the method of Ref. 14, which is for lattice Hamiltonians, to our model, which is for a continuous system, because it allows us to add probabilities.

Another difference between condition (P2) and the corresponding condition in Ref. 14 is the dependence of $m$ on $L$. In most cases one checks (P2) by proving that the density of states decays very fast near the edges of the spectrum (Lifshitz tails). In this paper we check (P2) directly and this requires that we weaken (P2) to allow $m$ to depend on $L$.

**IV. PROOF OF LOCALIZATION**

In this final section we shall show that the conditions of Theorem 3.1 are satisfied, thus establishing that the eigenfunctions corresponding to points near the edges of $X$ are localized (Theorem 2.3).

From now on we shall assume that the probability measure $\mu$ is absolutely continuous with respect to the Lebesgue measure on $\mathbb{R}$ and has a density $\rho$ that satisfies a Lipschitz condition of order $\sigma$.

There exist $\sigma > 0$ and $K > 0$ such that

$$|\rho(x) - \rho(y)| \leq K|x - y|^\sigma,$$

for all $x, y \in [a, b]$. This implies that that $\rho$ is bounded, and therefore
In the next ten lemmas (Lemmas 4.1–4.10) we shall assume that $0 < a < b$, but we emphasize that this is not necessary for the final result. Let

$$N^\gamma_A(V,E) = \#\{j: \lambda^{(j)}_A(V) \geq E\}, \tag{4.3}$$

where

$$\lambda^{(1)}_A(V) \geq \lambda^{(2)}_A(V) \geq \lambda^{(3)}_A(V) \geq \cdots \geq 0$$

are the eigenvalues of $H_A$. Note that since this operator is Hilbert–Schmidt, $N^\gamma_A(V,E)$ is finite for $E > 0$. We have the following simple scaling law for $N^\gamma_A(V,E)$: If $t > 0$,

$$N^\gamma_A(tV, tE) = N^\gamma_A(V,E). \tag{4.4}$$

Throughout this section we shall use a simplified notation. We let $H_L = H_{L(0)}$, $G_L = G_{L(0)}$, $V_L = V_{L(0)}$, $P_L = P_{L(0)}$, $\Lambda_L = \Lambda_{L(0)}$, $\Lambda_L(L) = \Lambda_{L(0)}$, $L = \Lambda_{L(0)}$, $\Lambda_1 = \Lambda_{1(0)}$, and $\mathscr{H}_L = L^2(\Lambda_L(0))$. The following lemma will be required for condition (P1) and for part (RA) of the regularity condition in (P2). The proof is a modification of Wegner.\(^{17}\)

\textbf{Lemma 4.1:} There exists a constant $C > 0$ such that for $E > a > 0$ and $0 < \epsilon < \frac{1}{2} E$,

$$\Gamma(d(E, \sigma(H_L)) < \epsilon) \leq C L^4 e^{-\min_1 \sigma \epsilon}. \tag{4.5}$$

\textit{Proof:} We first note that $V^{1/2} P^{\sigma}_L$ is Hilbert–Schmidt since it has a square integrable kernel and therefore $H_L$ is trace class. Also,

$$\text{trace } H_L = \int_{\Lambda} dx \int_{\Lambda} dy |P_0(x,y)|^2 V(y). \tag{4.6}$$

Now, since $N^\gamma_A(V,E)$ is the number of eigenvalues greater than $E$, it is smaller than the sum of $\lambda^{(i)}_A(V)/a$:

$$N^\gamma_A(V,E) \leq \frac{1}{a^2} \int_{\Lambda} dx \int_{\Lambda} dy |P_0(x,y)|^2 V(y) \leq \frac{1}{a} \int_{\mathbb{R}^2} dx \int_{\Lambda} dy |P_0(x,y)|^2 \leq 2(\pi a)^{-1} b |\Lambda|. \tag{4.7}$$

By (4.4),

$$\mathbb{E}(N^\gamma_A(V,E - \epsilon) - N^\gamma_A(V,E + \epsilon)) = \mathbb{E}\left( N^\gamma_A\left( \frac{EV}{E - \epsilon}, E \right) - N^\gamma_A\left( \frac{EV}{E + \epsilon}, E \right) \right). \tag{4.8}$$

Writing (4.7) explicitly, we get
\[
E(N_\Lambda^+(V,E-e) - N_\Lambda^-(V,E+e)) = \prod_{n \in \Gamma} \left( 1 - \frac{\epsilon}{E} \right) \left( 1 + \frac{\epsilon}{E} \right) d\omega_n \rho \left( 1 - \frac{\epsilon}{E} \omega_n \right) N_\Lambda^+(V,E) - \prod_{n \in \Gamma} \left( 1 + \frac{\epsilon}{E} \right) \left( 1 - \frac{\epsilon}{E} \omega_n \right) N_\Lambda^-(V,E),
\]

where \(\Gamma = \{ n \in \mathbb{Z}^2 : \Lambda_n \cap \Lambda_{\perp} \neq \emptyset \} \) If we order \(\Gamma\) in some way we can then write (4.8) as

\[
E(N_\Lambda^+(V,E-e) - N_\Lambda^-(V,E+e)) = \sum \left( \prod_{i < j} \left( 1 - \frac{\epsilon}{E} \right) \left( 1 + \frac{\epsilon}{E} \right) d\omega_n \rho \left( 1 - \frac{\epsilon}{E} \omega_n \right) \right) \left( 1 - \frac{\epsilon}{E} \right) \left( 1 + \frac{\epsilon}{E} \right) d\omega_j
\]

Thus

\[
E(N_\Lambda^+(V,E-e) - N_\Lambda^-(V,E+e)) \leq 2(\pi a)^{-1} b \kappa |\Lambda|^2 \left< \left( 1 - \frac{\epsilon}{E} \right) \left( 1 + \frac{\epsilon}{E} \right) \mu \left( a, a, \frac{E+\epsilon}{E}, \frac{E-\epsilon}{E} \right) \right> \leq C|\Lambda|^2 e^{-\min(1, \sigma)},
\]

where we have used (4.1), (4.2), and \(a \leq E \leq b\). Note that the constant \(C\) is independent of \(E\).

We shall see later that it is sufficient to prove (P1) and part (RA) of (P2). The remaining lemmas will be used to prove part (RB) of (P2).

We first use a Combes–Thomas\(^{18}\)-type argument to obtain an upper bound for \(\langle 1_{\Lambda^+} \phi, G_V 1_{\Lambda^-} \phi \rangle\).

**Lemma 4.2:** There exists \(C > 0\) and \(L_0 > 0\) such that if \(0 < \epsilon < 1\) and \(L > L_0\); then

\[
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\[
\mathcal{P}\left(1_{\Lambda_L} | G_L 1_{\Lambda_L} \phi \right) \leq \frac{C}{\varepsilon} e^{-c \varepsilon L} \|1_{\Lambda_L} \phi\| \forall \phi \in \mathcal{H}_L \geq \mathcal{P}(d(E, \sigma(H_L)) \geq \varepsilon). \quad (4.12)
\]

**Proof:** Let \( U \) be the operator on \( \mathcal{H}_L \) defined by \((Uf)(x) = e^{i x_0 \cdot x} f(x)\), where \( x_0 \in \mathbb{R}^2 \) with \( |x_0| < 1 \) and let

\[
Q = U H_L U^{-1} - H_L.
\]

Then \( Q \) has a kernel \( Q(x,y) \), where

\[
Q(x,y) = (e^{i x_0 \cdot (x-y)} - 1) H_L(x,y),
\]

\( H_L(x,y) \) being the kernel of \( H_L \). Therefore

\[
|Qf(x)| \leq \frac{2 \kappa b}{\pi} \int |e^{i x_0 \cdot (x-y)} - 1| e^{-|x_0| \varepsilon L} |\phi(y)| dy.
\]

Since

\[
|e^{i x_0 \cdot (x-y)} - 1| e^{-|x_0| \varepsilon L} \leq |x_0| |e^{i x_0 \cdot (x-y)}| e^{-|x_0| \varepsilon L} \leq |x_0| e^{-|x_0| \varepsilon L} e^{-|x_0| \varepsilon L} \leq e^{1/2 \varepsilon L} |x_0|
\]

we have

\[
|Qf(x)| \leq (T \phi)(x)|x_0|
\]

where \( T \) is the operator with kernel \( T(x,y) = (2 \kappa b \frac{\pi}{\varepsilon L}) e^{1/2 \varepsilon L} e^{-|x_0| \varepsilon L} \). Thus

\[
\|Q \phi\| \leq \|T \phi\| \|x_0\| \leq \|T\| \|x_0\| \|\phi\|,
\]

and therefore \( \|Q\| \leq K |x_0| \).

Let \( E \) satisfy \( d(E, \sigma(H_L)) \geq \varepsilon \) and choose \( x_0 \) such that \( |x_0| < \varepsilon/(2K) \), so that \( \|Q\| \leq \frac{1}{\varepsilon} \). Then, by (4.13),

\[
\|U G_L(E) U^{-1}\| = \|(H_L + Q - E)^{-1}\| \leq \frac{2}{\varepsilon}.
\]

Now we split up \( \tilde{\Lambda}_L \) into four parts:

\[
\tilde{\Lambda}_L = \bigcup_{i=1}^{4} \tilde{\Lambda}_{L(i)},
\]

where \( \tilde{\Lambda}_{L(i)} = \{x : x \in \tilde{\Lambda}, e_i \cdot x \geq |x|/\sqrt{2}\} \) and \( e_1 = (1,0), e_2 = (-1,0), e_3 = (0,1), \) and \( e_4 = (0,-1) \). We have

\[
\langle 1_{\Lambda_L} | G_L 1_{\Lambda_L} \phi \rangle \leq \sum_{i=1}^{4} \langle 1_{\Lambda_L} | G_L 1_{\Lambda_{L(i)}} \phi \rangle.
\]

Now

J. Math. Phys., Vol. 37, No. 4, April 1996
\[
\langle 1_{\Lambda_i}, G_L 1_{\Lambda_i} \phi \rangle = \langle 1_{\Lambda_i}, U^{-1} [UG_L U^{-1} U 1_{\Lambda_i} \phi] \rangle \\
\leq \| U^{-1} 1_{\Lambda_i} \| \| U G_L U^{-1} \| \| U 1_{\Lambda_i} \phi \|
\]
\[
\leq \frac{2}{\varepsilon} \| U^{-1} 1_{\Lambda_i} \| \| U 1_{\Lambda_i} \phi \|.
\]
(4.20)

Clearly,
\[
\| U^{-1} 1_{\Lambda_i} \| \leq e^{\varepsilon/2} < K,
\]
and by choosing \( x_0 = (-\varepsilon/2)K,0 \) we get
\[
\| U 1_{\Lambda_i} \phi \|^2 = \int_{\Lambda_i} e^{2x_0 - x} |\psi(x)|^2 \, dx \leq e^{-(\varepsilon/4K)(L-L')} \| \phi \|^2,
\]
from which it follows that
\[
\| U 1_{\Lambda_i} \phi \| \leq e^{-(\varepsilon/8K)(L-L')} < e^{-(\varepsilon/9K)L},
\]
for \( L \) sufficiently large. Thus, using (4.20)–(4.23) we get
\[
\langle 1_{\Lambda_i}, G_L 1_{\Lambda_i} \phi \rangle < \frac{2K'}{\varepsilon} e^{-(\varepsilon/9K)L} \| 1_{\Lambda_i} \phi \|,
\]
(4.24)
and similarly for \( i = 2,3,4 \). Therefore
\[
\langle 1_{\Lambda_i}, G_L 1_{\Lambda_i} \phi \rangle < \frac{8K'}{\varepsilon} e^{-(\varepsilon/9K)L} \| 1_{\Lambda_i} \phi \|,
\]
(4.25)

The proof of part (RB) of (P2) is now reduced to estimating \( \Gamma(d(E,\sigma_L(H_L)) < \varepsilon) \). However, the estimate (4.1) is not good enough and we have to obtain a better one.

We shall make use of the explicit form of the following basis functions for \( \mathcal{H}_0 \). For \( m \in \mathbb{N} \) and \( x \in \mathbb{R}^2 \) let
\[
u_m(x) = (2\kappa) \left( \frac{1}{(\pi m!)^{1/2}} \right)^{(m+1)/2} (x_1 - i x_2)^m e^{-\kappa |x|^2}.
\]
(4.26)
Then \( \{ \nu_m : m \in \mathbb{N} \} \) is an orthonormal basis for \( \mathcal{H}_0 \). Note that since \( U_y \) commutes with \( P_0 \), \( \{ U_y \nu_m : m \in \mathbb{N} \} \) is also an orthonormal basis for \( \mathcal{H}_0 \). We also have that if \( m \neq n \), then
\[
\int_{B(0,\varepsilon)} \nu_m(x) \nu_n(x) \, dx = 0,
\]
(4.27)
so that if
\[
\phi = \sum_{m=0}^{\infty} c_m \nu_m,
\]
then
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Lemma 4.3: If \(0 \leq r \leq d\) and \(m \in \mathbb{N}\), then

\[
\int_{B(0,r)} |u_m(x)|^2 \, dx \leq \sum_{m=0}^{\infty} \left| c_m \right|^2 \int_{B(0,r)} |u_m(x)|^2 \, dx.
\] (4.28)

Proof: A straightforward calculation gives

\[
\int_{B(0,d) \setminus B(0,r)} |u_m(x)|^2 \, dx \geq (e^{-2kr^2} - e^{-2kd^2}) \int_{B(0,r)} |u_m(x)|^2 \, dx.
\] (4.29)

For fixed \(t \geq 0\), we define \(F(s)\) for \(s \geq t\) by

\[
F(s) = \sum_{k=0}^{m} \frac{s^k}{k!} e^{-s} - \left(1 - \sum_{k=0}^{m} \frac{t^k}{k!} e^{-t}\right) e^{-s}.
\] (4.30)

Then the statement of the lemma is equivalent to the following: If \(s \geq t \geq 0\), then \(F(s) \leq F(t)\). Now

\[
F'(s) = e^{-s} \left(-s^m + \sum_{k=m+1}^{\infty} \frac{t^k}{k!} e^{-t}\right)
\]

\[
= e^{-s} \left(-s^m + te^{-t} \sum_{k=m+1}^{\infty} \frac{t^k}{k!(k+m)!}\right)
\]

\[
\leq e^{-s} \left(\frac{e^{-s}(-s^m + t^m)}{m!}\right) \leq e^{-s} (t^m) \leq 0.
\] (4.33)

In the remaining lemmas we shall prove that the part (RB) of (P2) is satisfied. From Lemma 4.2 with \(\epsilon = L^{d-1}\) and \(m = 2L^{1/2d-1}\), we get, for \(L\) sufficiently large

\[
\mathbb{P}(\| (1_{\Lambda_{L}} \chi_L^{-1} G_L \chi_L^{-1} \phi) \| < e^{-mL} \| 1_{\Lambda_{L}} \chi_L^{-1} \phi \| , \quad \forall \phi \in \mathcal{H}_L) \geq \mathbb{P}(d(E, \sigma(H_L)) \geq L^{d-1}).
\]

Now, if \(E > b - \epsilon\), the inequality \(H_L \leq (b - 2 \epsilon) 1\) implies that \(d(E, \sigma(H_L)) > \epsilon\). Therefore, it is enough to prove that for \(L\) sufficiently large with probability greater than \(1 - 1/2L^p\),

\[
H_L \leq \left(b - \frac{2}{L^{1/2d}}\right) 1.
\] (4.34)

We shall proceed in the following way.

Let \(0 < \delta < 1/4\) and put \(\epsilon_L = 4L^{-1/2d + \delta}\). For each configuration, \(\omega \in \Omega\) and for \(A \subset \mathbb{R}^2\) let
\[ A^+ = \{ x \in A : V_L(x, \omega) > b - \epsilon_L \} \], \\
\[ A^- = \{ x \in A : V_L(x, \omega) < b - \epsilon_L \} \].

Let \( t \) be a fixed number, such that \( \kappa t > 768 \). We shall say that a configuration \( \omega \in \Omega \) satisfies the condition (C1) if the following holds:

(C1) There is a set of regions \( \{ B_i \} \) with \( \# \{ B_i \} \leq L^2 \), such that
(i) \( \Lambda^+ \subseteq \bigcup B_i \),
(ii) \( \text{diam} B_i \leq 2 t \ln L \), and
(iii) \( d(B_i, B_j) \geq \sqrt{t} \ln L \).

Let \( \tau \) be a fixed number such that \( 16 \kappa \tau^4 < 1 \). We shall say that a configuration satisfies (C2) if the following occurs.

(C2) For each \( k \in \Lambda^+ \cap \mathbb{Z}^2 \), we can find a ball \( D_k \), center \( k \), and radius \( \rho_k \), where \( (\tau^2/2)(\ln L)^{1/2} \leq \rho_k \leq \tau(\ln L)^{1/2} \), with a surrounding annulus \( D_k^c \) of width \( \tau(\ln L)^{1/4} \), such that \( D_k \cap \Lambda^+ = \emptyset \).

We shall first prove (Lemmas 4.4–4.8) that for configurations that satisfy (C1) and (C2) simultaneously, (4.34) holds. Then in Lemmas 4.9 and 4.10 we show that such configurations occur with probability greater than \( 1 - 1/2L^2 \).

For a configuration that satisfies (C1), we let \( B_i^{(j)} = \{ x \in \mathbb{R}^2 : d(x, B_i) < (j/8) \sqrt{t} \ln L \} \) for \( j = 1, 2, 3, 4 \). If \( \phi \in \mathcal{H} \) we write \( \phi_i \) for the restriction \( \phi |_{B_i^{(2)}} \).

In the following lemma we shall prove that on subsets of \( B_i^{(1)} \), \( P_0 \phi \) can be approximated by \( P_0 \phi_i \).

Lemma 4.4: There exists \( L_0 \) such that if \( L > L_0 \) then, for all configurations that satisfy (C1), for all \( i \), for all \( \phi \in \mathcal{H} \) with \( \| \phi \| \leq 1 \), and for all \( A \subseteq B_i^{(1)} \),

\[ \left| \int_A |(P_0 \phi)(x)|^2 \, dx - \int_A |(P_0 \phi_i)(x)|^2 \, dx \right| \leq \frac{1}{L^2}. \tag{4.35} \]

Proof: Let \( x \in B_i^{(1)} \); then

\[ |(P_0 \phi)(x) - (P_0 \phi_i)(x)| = \left| \int_{\mathbb{R}^2} P_0(x, x') \phi(x') \, dx' \right| \]
\[ \leq \left( \int_{\mathbb{R}^2} |P_0(x, x')|^2 \, dx' \right)^{1/2} \]
\[ = \frac{2 \kappa}{\pi} \left( \int_{\mathbb{R}^2} e^{-2 \kappa |x-x'|^2} \, dx' \right)^{1/2} \]
\[ \leq \frac{2 \kappa}{\pi} \left( e^{-(\kappa/64) \ln L} \int_{\mathbb{R}^2} e^{-\kappa |x-x'|^2} \, dx' \right)^{1/2} \]
\[ = 2 \sqrt{\frac{\kappa}{\pi}} \frac{1}{L^{\kappa/128}} \leq 2 \sqrt{\frac{\kappa}{\pi}} \frac{1}{L^6}. \tag{4.36} \]

Thus

\[ \left| |(P_0 \phi)(x)|^2 - |(P_0 \phi_i)(x)|^2 \right| = (|(P_0 \phi)(x)| + |(P_0 \phi_i)(x)|) \left| |(P_0 \phi)(x)| - |(P_0 \phi_i)(x)| \right| \]
\[ \leq 2 \sqrt{\frac{\kappa}{\pi} L^6} \left( |(P_0 \phi)(x)| + |(P_0 \phi_i)(x)| \right). \tag{4.37} \]
Now for $L$ large enough,

$$\int \phi(x) dx \leq |A|^{1/2} \|\phi\| \leq |A|^{1/2} \|\phi\| < L,$$  \hfill (4.38)

and similarly,

$$\int \phi(x) dx \leq |A|^{1/2} \|\phi_i\| \leq |A|^{1/2} \|\phi\| < L.$$  \hfill (4.39)

Therefore

$$\int \phi(x) dx = \int \phi(x) dx \leq |A|^{1/2} \|\phi\| < L,$$  \hfill (4.40)

for $L$ sufficiently large.

Lemma 4.5: There exists $L_0$ such that if $L > L_0$ then, for all configurations that satisfy (C1), for all $i$, for all $\phi \in \mathcal{H}$ with $\|\phi\| \leq 1$, and for all $A$ and $C$ subsets of $\mathbb{R}^2$ such that $B_i^{(3)} \subset C \subset A$,

$$\left\| \int \phi(x) dx - \int \phi(x) dx \right\| < \frac{1}{L^2}.$$  \hfill (4.41)

Proof: It is sufficient to prove the lemma for $A = \mathbb{R}^2$ and $C = B_i^{(3)}$,

$$\|\phi(x) dx\| \leq \frac{2\kappa}{\pi} \int_{B_i^{(3)}} e^{-\kappa|x-x'|^2} \phi_i(x') dx'$$

$$\leq \frac{2\kappa}{\pi} \left( \int_{B_i^{(3)}} e^{-2\kappa|x-x'|^2} dx' \right)^{1/2}$$

$$\leq \frac{2\kappa}{\pi} \left( \int_{B_i^{(3)}} e^{-2\kappa|d(x,B_i^{(3)})|^2} dx' \right)^{1/2}$$

$$\leq \frac{2\kappa}{\pi} \left( B_i^{(3)} \right)^{1/2} e^{-\kappa|d(x,B_i^{(3)})|^2} \leq Le^{-\kappa|d(x,B_i^{(3)})|^2},$$  \hfill (4.42)

for $L$ large enough. If $x \in \mathbb{R}^2 \setminus B_i^{(3)}$, $d(x,B_i^{(3)}) > \frac{1}{2\sqrt{\kappa}} \ln L$. Also, we can find a ball $B$ of radius $L$ such that $B_i^{(3)} \subset B$. Let $B'$ be a ball of radius $2L$ concentric with $B$. Now

$$\int_{B_i^{(3)}} |(P_0 \phi_i)(x)|^2 dx \leq \int_{\mathbb{R}^2 \setminus B_i^{(3)}} |(P_0 \phi_i)(x)|^2 dx + \int_{B_i^{(3)}} |(P_0 \phi_i)(x)|^2 dx$$

$$\leq 2\pi L^2 \int_{2L}^{\infty} e^{-2\kappa(r-L)^2} dr + 4\pi L^4 e^{-\kappa(32\ln L)}$$

$$\leq \frac{\pi L^2}{2\kappa} e^{-2\kappa L^2} + \frac{4\pi}{L^{32\kappa-2}} < \frac{1}{L^2},$$  \hfill (4.43)

for $L$ sufficiently large.

In the next two lemmas we obtain an upper bound for the integral of $|P_0 \phi_i(x)|^2$ over that part of $B_i$ where $V_L(x, \omega) > b - e_L$ as a fraction of the integral over $B_i^{(3)}$. 
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If a configuration satisfies both (C1) and (C2), for each \( i \) we let \( K_i \) be the smallest subset of \( \Lambda_i \cap \mathbb{Z}^2 \), such that

\[
B_i^{(3)} \subseteq \bigcup_{k \in K_i} D_k \subseteq B_i^{(4)}.
\]

Then \( \#K_i \leq C \ln L \). Note that the \( D_k \)'s are not disjoint.

**Lemma 4.6:** There exists \( L_0 \) such that if \( L > L_0 \) then, for all configurations that satisfy both (C1) and (C2), for all \( i \) and for all \( \phi \in \mathcal{H} \) with \( \| \phi \| \leq 1 \),

\[
\int_{B_i^{(3)}} |(P_0 \phi_i(x))|^2 \, dx \leq \left( 1 - \frac{1}{L^{1/2}} \right) \int_{B_i^{(4)}} |(P_0 \phi_i(x))|^2 \, dx + \frac{1}{L^4}. \tag{4.44}
\]

**Proof:** Let

\[
P_0 \phi_i = \sum_{m=0}^{\infty} c_m U_{-k} u_m,
\]

where \( k \in K_i \). Since for each \( k \in K_i \), \( B_i^{(4)} \cap D_k \),

\[
\int_{B_i^{(4)}} |(P_0 \phi_i(x))|^2 \, dx \geq \int_{D_k} |(P_0 \phi_i(x))|^2 \, dx = \sum_{m=0}^{\infty} |c_m|^2 \int_{D_k} |u_m(x-k)|^2 \, dx
\]

\[
\geq \left\{ e^{-2k \rho_L^2} - e^{-2k \rho_L + \sqrt{\ln L}} \right\} \sum_{m=0}^{\infty} |c_m|^2 \int_{D_k} |u_m(x-k)|^2 \, dx, \tag{4.46}
\]

by (4.28) and Lemma 4.3. Thus

\[
\int_{B_i^{(4)}} |(P_0 \phi_i(x))|^2 \, dx \geq \frac{1}{L^{2\pi^2}} \left( 1 - e^{-\rho_L} \right) \int_{D_k} |(P_0 \phi_i(x))|^2 \, dx, \tag{4.47}
\]

where \( \rho_L = \kappa^2 (\ln L)^{1/2} \). Summing over \( K_i \) and dividing by \( \#K_i \), we get

\[
\int_{B_i^{(4)}} |(P_0 \phi_i(x))|^2 \, dx \geq \frac{1}{L^{2\pi^2}} \left( 1 - e^{-\rho_L} \right) \frac{1}{\#K_i} \int_{B_i^{(4)}} |(P_0 \phi_i(x))|^2 \, dx. \tag{4.48}
\]

By Lemma 4.5 and using \( \#K_i \leq C \ln L \) we have for \( L \) large enough,
\[
\int_{B_i^{(4)}} |(P_0 \phi_i)(x)|^2 \, dx \geq \frac{1}{L^{2v^2}} \left( 1 - e^{-\frac{\mu L}{2C\ln L}} \right) \left( \int_{B_i^{(4)}} |(P_0 \phi_i)(x)|^2 \, dx - \frac{1}{L^4} \right)
\]

\[
\geq \frac{1}{L^{2v^2}} \frac{1}{2C \ln L} \int_{B_i^{(4)}} |(P_0 \phi_i)(x)|^2 \, dx - \frac{1}{L^4} \]

\[
\geq \frac{1}{L^{1/4}} \frac{1}{2C \ln L} \int_{B_i^{(4)}} |(P_0 \phi_i)(x)|^2 \, dx - \frac{1}{L^{1/4}}.
\]  

(4.49)

Now

\[
\int_{B_i^{(4)}} |(P_0 \phi_i)(x)|^2 \, dx = \int_{B_i^{(4)}} |(P_0 \phi_i)(x)|^2 \, dx
\]

\[
= \int_{B_i^{(4)}} |(P_0 \phi_i)(x)|^2 \, dx - \int_{B_i^{(4)}} |(P_0 \phi_i)(x)|^2 \, dx
\]

\[
\leq \left( 1 - \frac{1}{L^{1/4}} \right) \int_{B_i^{(4)}} |(P_0 \phi_i)(x)|^2 \, dx + \frac{1}{L^{1/4}}.
\]  

(4.50)

**Lemma 4.7:** There exists \( L_0 \) such that if \( L > L_0 \) then, for all configurations that satisfy both (C1) and (C2), for all \( i \) and for all \( \phi \in \mathcal{H} \) with \( \| \phi \| = 1 \),

\[
\int_{B_i^{(4)}} |(P_0 \phi)(x)|^2 \, dx \leq \left( 1 - \frac{1}{L^{1/2}} \right) \int_{B_i^{(4)}} |(P_0 \phi)(x)|^2 \, dx + \frac{4}{L^{1/4}}.
\]  

(4.51)

**Proof:** Let \( \psi = P_0 \phi \) so that \( P_0 \psi = \psi \) and \( \| \psi \| = \| \phi \| = 1 \),

\[
|(P_0 \psi_i)(x)| \leq \int_{B_i^{(2)} \setminus B_i} |P_0(x,x')||\psi(x')| |dx' + \int_{B_i} |P_0(x,x')||\psi(x')| |dx'
\]

\[
\leq \left( \int_{B_i^{(2)} \setminus B_i} |P_0(x,x')|^2 \, dx' \right)^{1/2} \left( \int_{B_i^{(2)} \setminus B_i} |\psi(x')|^2 \, dx' \right)^{1/2}
\]

\[
+ \left( \int_{B_i} |P_0(x,x')|^2 \, dx' \right)^{1/2} \left( \int_{B_i} |\psi(x')|^2 \, dx' \right)^{1/2}
\]

\[
\leq \left( \frac{2\kappa}{\pi} \right)^{1/2} \left( \int_{B_i^{(2)} \setminus B_i} |\psi(x')|^2 \, dx' \right)^{1/2} + \frac{2\kappa}{\pi} |B_i|^{1/2} e^{-\kappa \|d(x,B_i)\|^2}.
\]  

(4.52)

Therefore, if \( L \) is large enough,

\[
|(P_0 \psi_i)(x)| \leq \frac{2\kappa}{\pi} \int_{B_i^{(2)} \setminus B_i} |\psi(x')|^2 \, dx' + L e^{-\kappa \|d(x,B_i)\|^2}.
\]  

(4.53)

Hence
\[
\int_{B_i^{(4)} \setminus B_i^{(1)}} |(P_0 \psi_i)(x)|^2 \, dx \leq \frac{2\kappa}{\pi} |B_i^{(4)} \setminus B_i^{(1)}| \int_{B_i^{(2)} \setminus B_i} |\psi(x')|^2 \, dx' + L \int_{B_i^{(4)} \setminus B_i^{(1)}} e^{-\kappa |d(x, B_i)|^2} \, dx.
\]
(4.54)

The last term is less than
\[
\frac{L^2}{L^{(4\times 1/2)}(4)} < \frac{1}{L^4}.
\]
Using this bound and \(B_i^{(4)} \setminus B_i \subset B_i^{(4)}\),
\[
\int_{B_i^{(4)} \setminus B_i^{(1)}} |(P_0 \psi_i)(x)|^2 \, dx \leq \frac{2\kappa}{\pi} |B_i^{(4)} \setminus B_i^{(1)}| \int_{B_i^{(4)} \setminus B_i^{(1)}} |\psi(x')|^2 \, dx' + \frac{1}{L^4}.
\]
(4.55)

Now
\[
\left| \int_{B_i^{(1)}} |\psi(x)|^2 \, dx - \int_{B_i^{(4)}} |(P_0 \psi_i)(x)|^2 \, dx \right| \leq \int_{B_i^{(1)}} |\psi(x)|^2 \, dx - \int_{B_i^{(4)}} |(P_0 \psi_i)(x)|^2 \, dx
\]
\[
+ \int_{B_i^{(4)} \setminus B_i^{(1)}} |\psi(x)|^2 \, dx + \int_{B_i^{(4)} \setminus B_i^{(1)}} |(P_0 \psi_i)(x)|^2 \, dx
\]
\[
\leq \frac{1}{L^4} + \int_{B_i^{(4)} \setminus B_i^{(1)}} |\psi(x)|^2 \, dx + \int_{B_i^{(4)} \setminus B_i^{(1)}} |(P_0 \psi_i)(x)|^2 \, dx
\]
using Lemma 4.4 and \(B_i^{(4)} \setminus B_i^{(1)} \subset B_i^{(4)}\),
\[
\leq \left( 1 + \frac{2\kappa}{\pi} |B_i^{(4)} \setminus B_i^{(1)}| \right) \int_{B_i^{(4)} \setminus B_i^{(1)}} |\psi(x)|^2 \, dx + \frac{2}{L^4}.
\]
(4.56)

Thus, writing \(A = (2\kappa/\pi)|B_i^{(4)} \setminus B_i^{(1)}|\),
\[
\int_{B_i^{(4)}} |(P_0 \psi_i)(x)|^2 \, dx \leq (1 + A) \int_{B_i^{(4)} \setminus B_i^{(1)}} |\psi(x)|^2 \, dx + \int_{B_i^{(4)}} |\psi(x)|^2 \, dx + \frac{2}{L^4}
\]
\[
= (2 + A) \int_{B_i^{(4)} \setminus B_i^{(1)}} |\psi(x)|^2 \, dx - (1 + A) \int_{B_i} |\psi(x)|^2 \, dx + \frac{2}{L^4}.
\]
(4.57)

Hence by Lemma 4.6,
\[
\int_{B_i} |(P_0 \psi_i)(x)|^2 \, dx \leq \left( 1 - \frac{1}{L^4} \right) (2 + A) \int_{B_i^{(4)} \setminus B_i^{(1)}} |\psi(x)|^2 \, dx
\]
\[
- \left( 1 - \frac{1}{L^4} \right) (1 + A) \int_{B_i} |\psi(x)|^2 \, dx + \frac{3}{L^4}.
\]
(4.58)

Therefore, by using Lemma 4.4 and rearranging the inequality, we get
\[
\left( 1 + (1 + A) \right) \left( 1 - \frac{1}{L^4} \right) \int_{B_i} |\psi(x)|^2 \, dx \leq \left( 1 - \frac{1}{L^4} \right) (2 + A) \int_{B_i^{(4)} \setminus B_i^{(1)}} |\psi(x)|^2 \, dx + \frac{4}{L^4}.
\]
(4.59)
Thus

\[
\int_{B_i} |\psi(x)|^2 \, dx \leq \frac{(1 - 1/L^{1/4})(2 + A)}{(1 - 1/L^{1/4})(2 + A) + 1/L^{1/4}} \cdot \int_{B_i} |\psi(x)|^2 \, dx + \frac{4}{L^2}
\]

\[
\leq \left( 1 - \frac{1}{L^{1/2}} \right) \int_{B_i} |\psi(x)|^2 \, dx + \frac{4}{L^2},
\]

(4.60)

for \( L \) sufficiently large.

Lemma 4.8: There exists \( L_1 > 0 \) such that for all \( L > L_1 \) and for all configurations that satisfy both (C1) and (C2),

\[
H_L \leq \left( b - \frac{2}{L^{1-\delta}} \right) 1.
\]

Proof: Let \( \phi \in \mathcal{H}_L \) with \( \|\phi\| \). Then

\[
\langle \phi, H_L \phi \rangle = \langle \phi, P_L V_L P_L^* \phi \rangle
\]

\[
= \langle P_L^* \phi, V_L P_L \phi \rangle
\]

\[
= \int_{\Lambda_L} V(x) |(P_0 \phi)(x)|^2 \, dx
\]

\[
\leq (b - \epsilon_L) \int_{\Lambda_L} |(P_0 \phi)(x)|^2 \, dx + b \int_{\Lambda_L} |(P_0 \phi)(x)|^2 \, dx
\]

\[
\leq (b - \epsilon_L) \int_{\Lambda_L \cup \{B_i^{(4)}\}} |(P_0 \phi)(x)|^2 \, dx + (b - \epsilon_L) \sum_i \int_{B_i^{(4)}} |(P_0 \phi)(x)|^2 \, dx
\]

\[
+ b \sum_i \int_{B_i^{(4)}} |(P_0 \phi)(x)|^2 \, dx
\]

\[
\leq (b - \epsilon_L) \int_{\Lambda_L \cup \{B_i^{(4)}\}} |(P_0 \phi)(x)|^2 \, dx + \sum_i \left( (b - \epsilon_L) \int_{B_i^{(4)}} |(P_0 \phi)(x)|^2 \, dx + \epsilon_L \right)
\]

\[
\leq (b - \epsilon_L) \int_{\Lambda_L \cup \{B_i^{(4)}\}} |(P_0 \phi)(x)|^2 \, dx + \sum_i \left( (b - \epsilon_L) + \epsilon_L \left( 1 - \frac{1}{L^{1/2}} \right) \right)
\]

\[
\times \int_{B_i^{(4)}} |(P_0 \phi)(x)|^2 \, dx + \frac{4 \epsilon_L}{L^2} L^2.
\]

by the previous lemma. Thus
\begin{equation}
\langle \phi, H_L \phi \rangle \leq (b - \epsilon_L L^{-1/2}) \int_{\Lambda_L \cup (\cup B^{(j)})} |(P_0 \phi)(x)|^2 dx + \frac{4 \epsilon_L}{L^2}
\leq (b - \epsilon_L L^{-1/2}) \|P_0 \phi\|^2 + \frac{4 \epsilon_L}{L^2}
\leq (b - \epsilon_L L^{-1/2}) \|\phi\|^2 + \frac{4 \epsilon_L}{L^2}
= \left( b - \frac{\epsilon_L}{2L^{1/2}} \right) \left( b - \frac{2}{L^{1/2}} \right) .
\end{equation}

Now we come to the main probabilistic estimate. The next two lemmas will be used in establishing that the configurations that satisfy (C1) and (C2) simultaneously occur with probability greater than $1 - 1/2L^p$.

**Lemma 4.9:** Let $\alpha > 0$ and $p > 0$. Then for all $L$ sufficiently large, if $\alpha \ln L < a_L^2 < L^{1/4}$,

\[ P \left( \exists x \in \Lambda_L \cap Z^2 : \#(B(x, a_L) \cap (Z^2)^+) > \frac{1}{4} a_L^{1/2} \right) < \frac{1}{4L^p} . \]

**Proof:**

\[ P \left( \exists x \in \Lambda_L \cap Z^2 : \#(B(x, a_L) \cap (Z^2)^+) > \frac{1}{4} a_L^{1/2} \right) \leq \sum_{x \in \Lambda_L \cap Z^2} P \left( \#(B(x, a_L) \cap (Z^2)^+) > \frac{1}{4} a_L^{1/2} \right) \]
\[ \leq L^2 \sum_{n=n_0}^N \left( \begin{array}{c} N \\ n \end{array} \right) \epsilon_L^n , \quad (4.62) \]

where $n_0 = [a_L^{1/2}/4]$ and $N = \#(B(x, a_L) \cap Z^2) \leq a_L^2$. Now \( \left( \begin{array}{c} N \\ n \end{array} \right) \leq N^n/n! \leq (Ne/n)^n \), so that

\[ \sum_{n=n_0}^N \left( \begin{array}{c} N \\ n \end{array} \right) \epsilon_L^n < \frac{1}{1 - (N\epsilon_L/n_0)} \left( \frac{N\epsilon_L}{n_0} \right)^{n_0} . \quad (4.63) \]

The result now follows from

\[ \frac{N\epsilon_L}{n_0} \leq \frac{4\gamma a_L^2 e L^{-1/2+\delta}}{[a_L^{1/2}/4]} \leq 16 \gamma e L^{-1/4+\delta} . \quad (4.64) \]

\[ \triangleq \]

**Lemma 4.10:** Let $\alpha > 0$ and $p > 0$. Then for all $L$ sufficiently large, if $\alpha \ln L < a_L^2 < L^{1/4}$, the probability that for every $x \in \Lambda_L \cap Z^2$, there exists $r_x \in (a_L/2, a_L - a_L)$, such that

\[ (B(x, r_x + \sqrt{a_L}) \setminus B(x, r_x)) \cap (R^2)^+ = \emptyset , \]

is greater than $1 - 1/4L^p$.

**Proof:** Suppose there exists $x \in \Lambda_L \cap Z^2$ such that for all $r \in (a_L/2, a_L - \sqrt{a_L})$,

\[ (B(x, r + \sqrt{a_L}) \setminus B(x, r)) \cap (R^2)^+ \neq \emptyset . \]

Then each of the the concentric annuli,
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\[ B(x, a_L \setminus a_L \sqrt{a_L}), \quad B(x, a_L \setminus 2\sqrt{a_L}) \ldots \]

\[
B(x, a_L \setminus ([\sqrt{a_L}/2] - 1) \sqrt{a_L}) \ldots B(x, a_L \setminus [\sqrt{a_L}/2] \sqrt{a_L}),
\]

contains a point of \((\mathbb{R}^2)^+\), so that at least every other annulus contains a point of \((\mathbb{Z}^2)^+\). Therefore

\[ \#(B(x, a_L) \cap \mathbb{Z}^2) > [\sqrt{a_L}/4]. \]

By Lemma 4.9 this has a probability less than \(1/4L^p\).

We are going to apply this lemma in two instances: one to decouple regions of size \(O(\ln L)\) and another for regions of size \(O((\ln L)^{1/2})\) to get the over-spill of the wave function.

**Proposition 4.11:** There exists \(L_1 > 0\) such that all \(L > L_1\) satisfy (P1) and (P2) for each \(E \in (b - \delta, b]\).

**Proof:** Putting \(\epsilon = e^{-L^\beta}\) in Lemma 4.1 we get for \(E > a > 0\),

\[
\mathbb{P}(d(E, \sigma(H_L))< e^{-L^\beta}) \leq CL^e e^{-L^\beta \min(1, \sigma)}. \tag{4.65}
\]

It follows from (4.65) that \(L\) satisfies (P1) if sufficiently large. (4.65) also shows that there is \(L_1 > 0\) such that if \(L > L_1\),

\[
\mathbb{P}(d(E, \sigma(H_L)) > \frac{1}{2} e^{-L^\beta}) \geq 1 - \frac{1}{2L^\gamma}.
\]

It is then sufficient to prove that if \(m = 2L^{\gamma-1}\), where \(\gamma = 1/2\delta\), then

\[
\mathbb{P}(\langle 1_{A_l}, G_L(E) 1_{A_L} \phi \rangle < e^{-mL} \| 1_{A_L} \phi \|, \quad \forall \phi \in \mathcal{H}_L) \geq 1 - \frac{1}{2L^\delta}.
\]

From Lemma 4.2 with \(\epsilon = L^{\delta-1}\), we get for \(L\) sufficiently large,

\[
\mathbb{P}(\langle 1_{A_l}, G_L 1_{A_L} \phi \rangle < e^{-mL} \| 1_{A_L} \phi \|, \quad \forall \phi \in \mathcal{H}_L) \geq \mathbb{P}(d(E, \sigma(H_L)) \geq L^{\delta-1}).
\]

If \(E > b - \epsilon\), then \(H_L \leq (b - 2\epsilon) 1\) implies that \(d(E, \sigma(H_L)) > \epsilon\). Therefore it is enough to prove that for \(L\) sufficiently large with probability greater than \(1 - 1/2L^\rho\),

\[
H_L \leq \left( b - \frac{2}{L^{1-\delta}} \right) 1.
\]

Let \(a_L = t \ln L\) and let \(\{x_i: i = 1, \ldots, N\}\) be the points of \(A_L \cap \mathbb{Z}^2\) so that \(N \geq L^2\). By Lemma 4.10, with probability greater than \(1 - 1/4L^p\) for each \(i\), we can find \(r_i \in (a_i/2, a_L - \sqrt{a_L})\) such that

\[
(B(x_i, r_i + \sqrt{a_L}) \setminus B(x_i, r_i)) \cap (\mathbb{R}^2)^+ = \emptyset.
\]

Let

\[ A_i = B(x_i, r_i) \]

and

\[ \tilde{A}_i = B(x_i, r_i + \sqrt{a_L}). \]

Let \(B_1 = A_1\) and for \(1 < i \leq N\) let
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\[ B_i = A_i \cup \bigcup_{j<i} \tilde{A}_j; \]

if \( B_i = \emptyset \) it is ignored. Then for all \( 1 < i \leq N \),

\[ \text{diam } B_i \leq \text{diam } A_i = 2r_i \leq 2a_L, \]

and if \( i > j \), since \( B_j \subseteq A_j \) and \( B_i \subseteq \tilde{A}_j \),

\[ d(B_i, B_j) > d(\tilde{A}_j, A_j) = \sqrt{a_L}. \]

If \( x \in \Lambda_L^+ \), let \( i_x \) be the smallest \( i \) such that \( x \in A_i \). Then \( x \notin \bigcup_{j<i_x} \tilde{A}_j \), therefore \( x \in B_{i_x} \). Thus \( \Lambda_L^+ \subseteq \bigcup_{i} B_i \). So we have proved that with probability \( > 1 - 1/4L^p \) condition (C1) is satisfied. By applying Lemma 4.10 again, this time with \( a_L = r^2(\ln L)^{12} \), we see that with probability \( > 1 - 1/4L^p \), condition (C2) is satisfied. Thus, with probability \( > 1 - 1/2L^p \) both conditions (C1) and (C2) are satisfied and Lemma 4.8 gives the required result. \( \square \)

We are now ready to prove the main theorem of this paper, Theorem 2.3.

**Proof of Theorem 2.3:** We remove the condition \( a > 0 \) and let

\[ \bar{\omega}_n = \omega_n + 1 - a, \]

so that the probability measure corresponding to the random variable \( \bar{\omega}_n \) has support equal to \([1, c]\), where \( c = b - a + 1 \). Let

\[ V(x, \omega) = \sum_{n \in \mathbb{Z}^2} 1_{A_i(n)} \bar{\omega}_n, \]

and

\[ \tilde{H} = P_0 V P_0. \]

Let \( \delta \in (0,1/4) \) and let \( L > \max(L_0, L_1) \), where \( L_0 \) is as in Theorem 3.1 and \( L_1 \) is as in Proposition 4.11. Then there an \( m > 0 \), and for each \( E \in [c - L^{-\delta}, c] \) there is a \( \Delta_E > 0 \) and \( \Omega_E \subseteq \Omega \) with \( \Gamma(\Omega_E) = 1 \), such that for \( \omega \in \Omega_E, [1, c] \cap [E - \Delta_E, E + \Delta_E] \) is in the pure-point spectrum of \( \tilde{H} \) and the corresponding eigenfunctions decay with rate greater or equal to \( m \). Let

\[ \Omega' = \bigcap_{E \in [c - L^{-\delta}, c]} \Omega_E; \]

then \( \Gamma(\Omega') = 1 \) and for \( \omega \in \Omega', [c - L^{-\delta}, c] \) is in the pure-point spectrum of \( \tilde{H} \) and the corresponding eigenfunctions decay with mass greater or equal to \( m \). Now the eigenfunctions of \( H \) with eigenvalues in \([c - L^{-\delta}, c]\) are eigenfunctions of \( \tilde{H} \) with eigenvalues in \([b - L^{-\delta}, b]\). Thus, it follows that almost surely \([b - L^{-\delta}, b]\) is in the pure-point spectrum of \( H \) and the corresponding eigenfunctions of \( H \) decay with mass greater or equal to \( m \). Similarly, one can prove the same result for \([a, a + L^{-\delta}]\). \( \square \)
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