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ABSTRACT 
 
The paper presents a work-in-progress on several emerging concepts in Automatic Speech 
Recognition (ASR), that are being currently studied at IDIAP. This work can be roughly categorized 
into three categories: 1) data-guided features, 2) features based on modulation spectrum of speech, 3) 
minimum entropy based multi-stream information fusion. 
 
1. DATA-GUIDED FEATURES 
 
Summary: Optimal set of features for classification are posteriors of classes. Non-linear classifier, 
trained on labeled development data, is used to estimate posterior probabilities of sub-word unit 
classes. These estimates are gaussianized and whitened and subsequently used as features for the 
conventional HMM-based ASR.  
 
Typical features for ASR such as Mel Cepstrum or PLP represent short-term spectral envelope, 
warped in frequency to emulate non-equal spectral sensitivity of hearing, smoothed by some means 
(cepstral truncation or autoregressive modeling), with logarithmically compressed amplitude axis (to 
ensure more Gaussian distribution) and approximately decorrelated by a projection on cosine basis. 
All the above described operations are ad hoc but they are justified with respect to the subsequent 
classification.  

 
 
Fig. 1 Data-guided feature extraction.  Unlike the conventional feature extraction, the additional 
processing of the short-term spectrum of speech is derived by optimizing some criteria using labeled 
development database. 
 
An alternative strategy is to derive at least some stages of the feature extraction by optimizing the 
feature set performance on the target application or at least on some task that is related to the target 
application.  Most of ASR systems employ phoneme-related elements as sub-word units. Features 
that would ensure optimal separation among phonemes would therefore make sense. When the speech 
database labeled by phoneme classes is available, it is possible to derive by a linear discriminant 
analysis (LDA) a projection that optimizes  so called Fisher ratio (ratio between-class variance and 
within-class variance).  Applying LDA to short-term spectral features yields basis that exhibit 
auditory-like non-equal spectral sensitivity [Malayath and Hermansky]. Applying it to temporal 
vectors of critical-band spectral energies yields FIR filters that suppress modulation spectrum 
components below 1 Hz and above 15 Hz [van Vuuren and Hermansky]. 
 



 
 
Fig. 2 TANDEM feature extraction. Similarly as in the ANN/HMM hybrid system, any available 
evidence in the data  can be used for deriving posterior probabilities of sub-word classes. In contrast 
to the conventional ANN/HMM, these posterior probabilities are processed through a static 
nonlinearity to make them more Gaussian distributed, and whitened by a PCA transform (derived on 
some development data) and used as a featured in the conventional GMM-based HMM system. 
 
A non-linear extension of the LDA analysis is a multi-layer perceptron (MLP), trained on labeled 
data  to estimate posterior probabilities of sub-word units [Bourlard and Morgan].  These estimates 
can subsequently be gaussianized and whitened to be used as features for the conventional HMM-
based ASR [Hermansky et al.]. One of advantages of the TANDEM technique is that it can use 
arbitrary  distributed and highly-correlated data and to combine various types of data. Further, the 
discriminative training of the MLP could prove advantageous in the maximum-likelihood based 
HMM systems.  
 
The performance of the recognizer typically improves with increasing amount of the acoustic data 
that is used in the training of the recognizer. We have some evidence that the performance of the 
recognizer with the data-guided feature extraction module increases with the increase of amounts of 
either the training or the development data [Sivadas and Hermansky, ICASSP-04].  One of the results 
is shown in the Fig. That shows the error of the recognizer (OGI digits) as a function of the amount of 
the training data. As seen, the recognizer with the data-driven TANDEM feature extraction (derived 
on about 3 hours of OGI Stories data) degrades much slower with the decreasing amount of the target 
training data than the recognizer with the conventional PLP feature extraction.  That offers an 
interesting compromise where the data-guided feature extraction module derived on one batch of the 
development data could be used with advantage on a different task with smaller amounts of the 
training data. 
 

 
Fig. 3 Performance of a conventional (PLP-based) ASR and the TANDEM-based ASR as a function 
of the amount of the training data. The conventional system shows the often observed degradation of 
its performance with decreasing amount of the available training. The TANDEM-based system (with 
its front-end trained on an additional large database unrelated to the task) exhibits much slower 
degradation of its performance. 



 
2. FEATURES BASED ON MODULATION SPECTRUM OF SPEECH 
 
Summary: Information is carried in changes of the signal. Modulation spectrum reflects the rate of 
change of components of spectral envelope of speech. Two techniques that use the modulation 
spectrum are discussed 
1. Projection of a segment of temporal trajectory of cepstral features on sine and cosine bases as 

additional (dynamic) features in ASR. 
2. Frequency-localized posterior probabilities are derived from relatively long (300-1000 ms) 

temporal trajectories of spectral densities and used as an input to the TANDEM feature 
extraction. 

 
The modulation spectrum can be derived by spectral analysis of temporal trajectories of short-term 
spectral envelopes. The modulation spectrum can be modified by applying filters to temporal 
trajectories of speech features [Hermansky and Morgan].  Since the modulation frequencies of 
interest are as low as 1 Hz, relatively long segments of temporal trajectories need to be used to derive 
the modulation spectrum of speech.  
 
2.1. Spectral analysis of modulation spectrum 
 
Spectral decomposition of modulation spectrum has been suggested by Kay [Kay and Matthews] and 
later studied by Hougast [Houtgast] and Dau and his colleagues [Dau et al]. Kanedera and his 
colleagues [Kanedera et al] has shown relative importance of various components of the modulation 
spectrum for speech intelligibility and for ASR. Further, they studied multi-stream ASR which 
employed several sub-streams with different modulation spectrum components, derived by projecting 
400 ms segments of temporal trajectories of PLP cepstral coefficients on three sine and cosine basis 
(thus effectively emulating modulation filter-bank with 2.5, 5.0 and 7.5 Hz center frequencies .  Use 
of cosine transform was also investigated. Consistently with use of conventional dynamic features for 
ASR, outputs from all filters were concatenated into one long feature vector that formed the input to 
the subsequent pattern classification.  
 

 
 
Fig. 4 Decomposition of the modulation spectrum of speech. The modulation spectrum is the 
spectrum of temporal trajectories of the critical-band logarithmic speech spectrum [Houtgast and 
Steeneken]. This concept can be generalized to other feature sets (such as e.g. cepstral coefficients). 
By passing a particular time trajectory through a bank of filters, the filter outputs provide new sets of 
features that represent different parts of` the modulation spectrum of the original feature space. 



 
More recently, Tyagi and his colleagues [Tyagi et al] used this technique on somehow shorter 
segments (110 ms) of temporal trajectories of Mel cepstral coefficients and called the technique Mel 
Cepstrum Modulation Spectrum (MCMS). 

 
 
Fig. 5 The frequency characteristics of modulation filters applied in [Tyagi et al]. The first filter 
represents low-pass that suppresses modulation spectrum components higher than about 35 Hz. The 
higher ones enhance the rate of change around  8 Hz, 13 Hz and 17 Hz respectively. 
 
 
Frequency characteristics of modulation spectrum filters that were applied are shown in Fig. As seen, 
the filters are bandpass with progressively higher center frequencies at around 6, 12, and 18 Hz. The 
first filter is a low-pass with a cutoff frequency around 30 Hz. 
 
2.2. TRAP-TANDEM 
 
The above described techniques typically operate on cepstral trajectories (rather than on the 
trajectories of speech spectrum) and therefore use the whole spectral envelope.  Another way is to 
directly use temporal trajectories of spectral energies from individual critical band filters. This in 
effect results in using frequency-localized modulation spectra at individual carrier frequencies.  Such 
an approach then has advantages of multi-band techniques in allowing for alleviating features from 
unreliable frequency bands. 
 
The input to the TRAP estimator is formed from 1-3 time trajectories of critical-band energies. These 
temporal patterns may be parameterized. The most successful parameterization has been so far the 
cosine transform (closely resembling PCA (Karhunen-Loeve) transform (KLT) derived on 
development data). The cosine transform typically allows for at least 50% reduction of 
dimensionality of the input data. Some benefits are seen when more than one time trajectory is used 
as an input. In that case, the individual trajectories are concatenated to form a longer input vector, and 
some form of dimensionality reduction is typically applied. The PCA analysis of the data suggests in 
this case, that for preserving most of the variability in the multiple-trajectory data, the data from the 
individual trajectories should be averaged and differentiated, in effect crudely describing the spectral 
shape of the local time-frequency pattern in the vicinity of the frequency of interest [Jain and 
Hermansky 2003, Grezl and Hermansky 2003]. 



 
 
Fig. 6 Schematic picture of the complete TRAP-TANDEM system. The TRAP part takes rather long 
(up to 1 s) and relatively narrow (1-3 Bark) patches from the critical-band speech spectrum at 
different frequencies and (using trained MLPs) computes scaled likelihoods of speech events of 
interest . The TANDEM part takes the concatenated vectors of the likelihoods at different frequencies 
and (using another trained MLP) first converts them to a vector of likelihoods of sub-word units 
(phonemes). These likelihoods, transformed through a static nonlinearity to make their distribution 
more gaussian distributed and whitened through the PCA rotation to make them decorrelated, are 
used as features for the conventional HMM recognizer. 
 
The estimator itself is an MLP that is trained on labeled development data to estimate posterior 
probabilities of some classes of interest.  These classes were initially context-independent phonemes, 
later collapsed into 6 broad phonetic classes. Different estimators were trained for each of critical 
band.  The current efforts are directed towards deriving one single estimator to be applied at all 
frequency bands. The classes of interest are then obtained by clustering all mean temporal patterns of 
critical-band spectral energies (regardless of the frequency location of the particular critical band) 
within boundaries of the individual phonemes [Hermansky and Jain, Eurospeech 2003]. 
 
Outputs from all individual estimators are concatenated into one vector that typically form and input 
to the TANDEM data-guided feature module (described above). The TRAP-TANDEM scheme is 
already quite competitive on its own with the more conventional frame-based features. It typically 
yields noticeable advantage in a multi-stream combination with the conventional front end 
[Hermansky 2003]. 
 
3. MINIMUM ENTROPY BASED INFORMATION FUSION 
 
Summary: We are investigating here “optimal” ways to recombine multi-stream ASR in which a 
number of likelihood/posterior estimation processes is being carried out in parallel. In the effective 
information fusion, the reliable sub-streams would be used and the unreliable ones would be 
selectively and adaptively suppressed. In the present approach, we investigate the possibility of 
combing multiple sources of information based on the individual classifier/channel’s entropy 
(associated with individual sub-streams). Low-entropy classifiers/channels are weighted more 
heavily than high-entropy ones, and the final likelihood/posterior distribution is obtained by fusion of 
likelihoods/posteriors from the individual sub-stream processes. 
 
We believe that entropy can be an effective measure to achieve the above goal. Indeed, reliable 
classification is typically characterized by some classes having much higher likelihood than the other 



classes. The unreliable classification, on the other hand, typically yields similar and mediocre 
likelihoods for all classes. This observation can be quantified by computing the entropy of the 
classifier’s output distribution, which would be low for the reliable estimates and high for the 
unreliable ones. In the fusion module, the outputs from the individual sub-stream estimators can be 
then weighted by a function of the inverse of the entropy of the outputs from the sub-stream 
estimators.  
 
Thus, assuming that the entropy of the MLP output distribution (then associated with posterior 
probability distribution) is representative of the confidence in the classification, and based on the fact 
that the ultimate goal of a speech recognition system is to reduce the conditional entropy (conditional 
on lexical and grammatical constraints), the output vectors of the different MLP classifiers exhibiting 
low entropy of their output distributions should be weighted more heavily than the high-entropy ones.  
 
In [Misra et al, ICASSP 2003], different recombination schemes based on inverse-entropy weighting 
were studied. 
One weighting scheme that was found useful uses average entropy from all sub-streams as an 
adaptive threshold. Outputs of all sub-streams that were above this threshold are severely de-
weighted (practically eliminated) in the combination, the ones below the threshold were weighted by 
inverse of their respective entropies. This was shown resulting in significant error reduction, as well 
as a consistent reduction of the entropy of the resulting (recombined) output distribution. 
 
More recently, a similar combination scheme was also experimentally evaluated in fusing the 
information from two sub-streams, the one (based on a conventional power spectrum) yielding high 
performance on clean speech and the other (with a spectrum with enhanced peaks) somehow inferior 
in clean conditions but more robust to noise [Ikbal et al, submitted to ICASSP 2004]. The inverse 
entropy based combination of these two sub-streams yielded the feature extraction that was both well 
performing on the clean speech and was robust to noise. 

 
 
Fig. 7 Information fusion of two information sub-streams using the inverse entropy rule. Three 
probability estimators are trained on features from two sub-streams, the first two estimators using 
only the features from the respective individual sub-streams, the third one using  the concatenated 
feature vectors from both sub-streams. The fourth estimator having a null input (thus only using the 
prior likelihoods) can be also used but is usually omitted. During the recognition, entropies of all 
estimator outputs are computed for each input frame and the final likelihood estimate is created as a 
weighted sum of the likelihoods from the individual estimator, where the weighting factors are given 
by inverse of the entropies of the outputs from the individual estimators. Extensions to more than 2 
sub-streams are trivial and have been also investigated. 
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