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Every five years, a group of the leading 
database researchers meet to reflect  
on their community’s impact on  
the computing industry as well as  
examine current research challenges.  

FROM THE INCEPTION of the field, academic database 
research has strongly influenced the database industry 
and vice versa. The database community, both research 
and industry, has grown substantially over the years. 
The relational database market alone has revenue 
upwards of $50B. On the academic front, database 
researchers continue to be recognized with significant 
awards. With Michael Stonebraker’s Turing Award in 
2014, the community can now boast of four Turing 
Awards and three ACM Systems Software Awards.

Over the last decade, our research community 
pioneered the use of columnar storage, which is used 
in all commercial data analytic platforms. Database 
systems offered as cloud services have witnessed 
explosive growth. Hybrid transactional/analytical 
processing (HTAP) systems are now an important 
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segment of the industry. Furthermore, 
memory-optimized data structures, 
modern compilation, and code-genera-
tion have significantly enhanced perfor-
mance of traditional database engines. 
All data platforms have embraced SQL-
style APIs as the predominant way to 
query and retrieve data. Database re-
searchers have played an important part 
in influencing the evolution of stream-
ing data platforms as well as distributed 
key-value stores. A new generation of 
data cleaning and data wrangling tech-
nology is being actively explored.

These achievements demonstrate 
that our community is strong. Yet, 
in technology, the only constant is 
change. Today’s society is a data-driven 
one, where decisions are increasingly 
based on insights from data analysis. 
This societal transformation places us 
squarely in the center of technology 
disruptions. It has caused the field to 

become broader and exposed many 
new challenges and opportunities for 
data management research.

In the fall of 2018, the authors of 
this report met in Seattle to identify es-
pecially promising research directions 
for our field. There is a long tradition of 
such meetings, which have been held 
every five years since 1988.1,3,4,7,8,11–13 
This report summarizes findings from 
the Seattle meeting2,9 and subsequent 
discussions, including panels at ACM 
SIGMOD 20206 and VLDB 2020.5 We 
begin by reviewing key technology 
trends that impact our field the most. 
The central part of the report covers re-
search themes and specific examples 
of research challenges that meeting 
participants believe are important for 
database researchers to pursue, where 
their unique technical expertise is es-
pecially relevant such as cleaning and 
transforming data to support data 

science pipelines and disaggregated 
engine architectures to support mul-
titenant cloud data services. We close 
by discussing steps the community can 
take for impact beyond solving techni-
cal research challenges.

Unlike database conference pro-
ceedings such as ACM SIGMOD and 
VLDB, this report does not attempt to 
provide a comprehensive summary 
of the wide breadth of technical chal-
lenges being pursued by database 
researchers or the many innovations 
introduced by the industry, for exam-
ple, confidential computing, cloud 
security, blockchain technology, or 
graph databases.

What has Changed for  
the Database Community 
in the Last Five Years?
The last report identified big data as 
our field’s central challenge.1 However, 
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sections. The first part addresses data 
science where our community can play 
a major role. The following section 
focuses on data governance. The last 
two sections cover cloud data services 
and the closely related topic of data-
base engines. Advances in ML have 
influenced the database community’s 
research agenda across the board. In-
dustrial IoT and hardware innovations 
have influenced cloud architectures 
and database engines. Thus, ML, IoT, 
and hardware are three cross-cutting 
themes and feature in multiple places 
in the rest of this section.

Data science. The NSF CISE Advi-
sory Councila defines data science as 
“the processes and systems that enable 
the extraction of knowledge or insights 
from data in various forms, either struc-
tured or unstructured.” Over the past 
decade, it has emerged as a major in-
terdisciplinary field and its use drives 
important decisions in enterprises and 
discoveries in science.

From a technical standpoint, data 
science is about the pipeline from raw 
input data to insights that requires use 
of data cleaning and transformation, 
data analytic techniques, and data vi-
sualization. In enterprise database 
systems, there are well-developed tools 
to move data from OLTP databases 
to data warehouses and to extract in-
sights from their curated data ware-
houses by using complex SQL queries, 
online analytical processing (OLAP), 
data mining techniques, and statistical 
software suites. Although many of the 
challenges in data science are closely 
related to problems that arise in en-
terprise data systems, modern data 
scientists work in a different environ-
ment. They heavily use Data Science 
Notebooks, such as Jupyter, Spark, and 
Zeppelin, despite their weaknesses in 
versioning, IDE integration, and sup-
port for asynchronous tasks. Data sci-
entists rely on a rich ecosystem of open 
source libraries such as Pandas for 
sophisticated analysis, including the 
latest ML frameworks. They also work 
with data lakes that hold datasets with 
varying levels of data quality—a signifi-
cant departure from carefully curated 
data warehouses. These characteristics 
have created new requirements for the 

a https://www.nsf.gov/cise/ac-data-science-
report/CISEACDataScienceReport1.19.17.pdf

in the last five years, the transformation 
has accelerated well beyond our pro-
jections, in part due to technological 
breakthroughs in machine learning 
(ML) and artificial intelligence (AI). 
The barrier to writing ML-based ap-
plications has been sharply lowered 
by widely available programming 
frameworks, such as TensorFlow and 
PyTorch, architectural innovations in 
neural networks leading to BERT and 
GPT-3, as well as specialized hardware 
for use in private and public clouds. 
The database community has a lot to 
offer ML users given our expertise in 
data discovery, versioning, cleaning, 
and integration. These technologies 
are critical for machine learning to 
derive meaningful insights from data. 
Given that most of the valuable data 
assets of enterprises are governed by 
database systems, it has become im-
perative to explore how SQL querying 
functionality is seamlessly integrated 
with ML. The community is also active-
ly pursuing how ML can be leveraged to 
improve the database platform itself.

A related development has been the 
rise of data science as a discipline that 
combines elements of data cleaning 
and transformation, statistical analy-
sis, data visualization, and ML tech-
niques. Today’s world of data science 
is quite different from the previous 
generation of statistical and data inte-
gration tools. Notebooks have become 
by far the most popular interactive en-
vironment. Our expertise in declarative 
query languages can enrich the world 
of data science by making it more ac-
cessible to domain experts, especially 
those without traditional computer 
science background.

As personal data is increasingly 
valuable to customize the behavior of 
applications, society has become more 
concerned about the state of data gov-
ernance as well as ethical and fair use of 
data. This concern impacts all fields of 
computer science but is especially im-
portant for data platforms, which must 
enforce such policies as custodians of 
data. Data governance has also led to 
the rise of confidential cloud comput-
ing whose goal is to enable customers 
to leverage the cloud to perform com-
putation even though customers keep 
their data encrypted in the cloud.

Usage of managed cloud data sys-
tems, in contrast to simply using vir-

tual machines in the cloud, has grown 
tremendously since our last report ob-
served that “cloud computing has be-
come mainstream.”2 The industry now 
offers on-demand resources that pro-
vide extremely flexible elasticity, popu-
larly referred to as serverless. For cloud 
analytics, the industry has converged 
on a data lake architecture, which uses 
on-demand elastic compute services 
to analyze data stored in cloud storage. 
The elastic compute could be extract, 
transformation, and load (ETL) jobs 
on a big data system such as Apache 
Spark, a traditional SQL data ware-
housing query engine, or an ML work-
flow. It operates on cloud storage with 
the network in-between. This architec-
ture disaggregates compute and stor-
age, enabling each to scale indepen-
dently. These changes have profound 
implications on how we design future 
data systems.

Industrial Internet-of-Things (IoT), 
focusing on domains such as manufac-
turing, retail, and healthcare, greatly 
accelerated in the last five years, aided 
by cheaper sensors, versatile connec-
tivity, cloud data services, and data 
analytics infrastructure. IoT has further 
stress-tested our ability to do efficient 
data processing at the edge, do fast data 
ingestion from edge devices to cloud 
data infrastructure, and support data 
analytics with minimal delay for real-
time scenarios such as monitoring.

Finally, there are significant changes 
in hardware. With the end of Dennard 
scaling10 and the rise of compute-in-
tensive workloads such as Deep Neural 
Networks (DNN), a new generation of 
powerful accelerators leveraging FP-
GAs, GPUs, and ASICs are now avail-
able. The memory hierarchy continues 
to evolve with the advent of faster SSDs 
and low-latency NVRAM. Improve-
ments in network bandwidth and la-
tency have been remarkable. These de-
velopments point to the need to rethink 
the hardware-software co-design of the 
next generation of database engines.

Research Challenges
The changes noted here present new 
research opportunities and while we 
have made progress on key challenges 
in the last report,2 many of those prob-
lems demand more research. Here, we 
summarize these two sets of research 
challenges, organized into four sub-
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database community to address, in col-
laboration with the researchers and en-
gineers in machine learning, statistics, 
and data visualization.

Data to insights pipeline. Data sci-
ence pipelines are often complex with 
several stages, each with many par-
ticipants. One team prepares the data, 
sourced from heterogeneous data 
sources in data lakes. Another team 
builds models on the data. Finally, 
end users access the data and models 
through interactive dashboards. The 
database community needs to develop 
simple and efficient tools that sup-
port building and maintaining data 
pipelines. Data scientists repeatedly 
say that data cleaning, integration, 
and transformation together consume 
80%-90% of their time. These are prob-
lems the database community has ex-
perienced in the context of enterprise 
data for decades. However, much of 
our past efforts focused on solving al-
gorithmic challenges for important 
“point problems,” such as schema 
mapping and entity resolution. Mov-
ing forward, we must adapt our com-
munity’s expertise in data cleaning, 
integration, and transformation to aid 
the iterative end-to-end development 
of the data-to-insights pipeline.

Data context and provenance. Unlike 
applications built atop curated data 
warehouses, today’s data scientists 
tap into data sources of varying qual-
ity for which correctness, complete-
ness, freshness, and trustworthiness 
of data cannot be taken for granted. 
Data scientists need to understand and 
assess these properties of their data 
and to reason about their impact on 
the results of their data analysis. This 
requires understanding the context of 
the incoming data and the processes 
working on it. This is a data provenance 
problem, which is an active area of re-
search for the database community. 
It involves tracking data, as it moves 
across repositories, integrating and an-
alyzing the metadata as well as the data 
content. Beyond explaining results, 
data provenance enables reproduc-
ibility, which is key to data science, but 
is difficult, especially when data has 
a limited retention policy. Our com-
munity has made progress, but much 
more needs to be done to develop scal-
able techniques for data provenance.

Data exploration at scale. As the 

volume and variety of data continues 
to increase, our community must de-
velop more effective techniques for 
discovery, search, understanding, 
and summarization of data distrib-
uted across multiple repositories. For 
example, for a given dataset, a user 
might want to search for public and 
enterprise-specific structured data 
that are joinable, after suitable trans-
formations, with this dataset. The 
joined data may then provide addi-
tional context and enrichment for the 
original dataset. Furthermore, users 
need systems that support interactive 
exploratory analyses that can scale 
to large datasets, since high latency 
reduces the rate at which users can 
make observations, draw generaliza-
tions, and generate hypotheses. To 
support these requirements, the sys-
tem stack for data exploration needs 
to be further optimized using both 
algorithmic and systems techniques. 
Specifically, data profiling, which pro-
vides a statistical characterization of 
data, must be efficient and scale to 
large data repositories. It should also 
be able to generate at low latency ap-
proximate profiles for large data sets 
to support interactive data discovery. 
To enable a data scientist to get from 
a large volume of raw data to insights 
through data transformation and 
analysis, low latency and scalable data 
visualization techniques are needed. 
Scalable data exploration is also key 
to addressing challenges that arise in 
data lakes (see “Database Engines”).

Declarative programming. Even 
though popular data science libraries 
such as Pandas support tabular view of 
data using the DataFrame abstraction, 
their programming paradigms have 
important differences with SQL. The 
success of declarative query languages 
in boosting programmer productivity 
in relational databases as well as big 

data systems point to an opportunity 
to investigate language abstractions to 
bring the full power of declarative pro-
gramming to specify all stages of data-
to-insights pipelines, including data 
discovery, data preparation, and ML 
model training and inference.

Metadata management. Our commu-
nity can advance the state of the art for 
the tracking and managing metadata 
related to data science experiments and 
ML models. This includes automated 
labeling and annotations of data, such 
as identification of data types. Metadata 
annotations as well as provenance need 
to be searchable to support experimen-
tation with different models and model 
versioning. Data provenance could be 
helpful to determine when to retrain 
models. Another metadata challenge 
is minimizing the cost of modifying ap-
plications as a schema evolves, an old 
problem where better solutions contin-
ue to be needed. The existing academic 
solutions to schema evolution are hard-
ly used in practice.

Data governance. Consumers and 
enterprises are generating data at an 
unprecedented rate. Our homes have 
smart devices, our medical records are 
digitized, and social media is publicly 
available. All data producers (consum-
ers and enterprises) have an interest in 
constraining how their data is used by 
applications while maximizing its util-
ity, including controlled sharing of data. 
For instance, a set of users might allow 
the use of their personal health records 
for medical research, but not for mili-
tary applications. Data governance is a 
suite of technologies that supports such 
specifications and their enforcement. 
We now discuss three key facets of data 
governance that participants in the Seat-
tle Database meeting thought deserves 
more attention. Much like data science, 
the database community needs to work 
together with other communities that 
share interest in these important con-
cerns to bring transformative changes.

Data use policy. The European 
Union’s General Data Protection Regu-
lation (GDPR) is a prime example of 
such a directive. To implement GDPR 
and similar data use policy, metadata 
annotations and provenance must ac-
company data items as data is shared, 
moved, or copied according to a data 
use policy. Another essential element 
of data governance is auditing to en-

 ˽ Data science and database research 
communities must work together closely 
to enable data to insights pipeline.

 ˽ Data governance is an increasingly 
important societal challenge in today’s 
data-rich world.

 ˽ Architectures for cloud data services 
need rethinking to take into consideration 
hardware trends, disaggregation, and 
new consumption models.

 key insights
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scale independently and make more 
efficient use of memory among com-
pute nodes.

Multitenancy. The cloud offers an 
opportunity to rethink databases in a 
world with an abundance of resources 
that can be pooled together. However, 
it is critical to efficiently support multi-
tenancy do careful capacity manage-
ment to control costs and optimize uti-
lization. The research community can 
lead by rethinking the resource man-
agement aspect of database systems 
considering multitenancy. The range of 
required innovation here spans reimag-
ining database systems as composite 
microservices, developing mechanisms 
for agile response to alleviate resource 
pressure as demand causes local spikes, 
and reorganizing resources among ac-
tive tenants dynamically, all while en-
suring tenants are isolated from noisy 
neighbor tenants. 

Edge and cloud. IoT has resulted 
in a skyrocketing number of comput-
ing devices connected to the cloud, in 
some cases only intermittently. The 
limited capabilities of these devices, 
and diverse characteristics of their 
connectivity (for example, often dis-
connected, limited bandwidth for off-
shore devices, or ample bandwidth for 
5G-connected devices), and their data 
profiles will lead to new optimization 
challenges for distributed data pro-
cessing and analytics.

Hybrid cloud and multi-cloud. There 
is a pressing need to identify architec-
tural approaches that enable on-prem-
ises data infrastructure and cloud sys-
tems to take advantage of each other 
instead of relying on “cloud only” or 
“on-premises only”. In an ideal world, 
on-premises data platforms would 
seamlessly draw upon compute and 
storage resources available in the 
cloud “on-demand.” We are far from 
that vision today even though a single 
control plane for data split across on-
premises and cloud data is beginning 
to emerge. The need to take advantage 
of specific services available only on 
one cloud, avoid being locked in the 
“walled garden” of a single infrastruc-
ture cloud, and increase resilience to 
failures, has led enterprise custom-
ers to spread their data estate across 
multiple public clouds. Recently we 
have seen emergence of data clouds by 
providers of multi-cloud data services 

sure data is used by the right people for 
the right purpose per the data usage 
policy. Since data volumes continue to 
rise sharply, scalability of such audit-
ing techniques is critically important. 
Much work is also needed to develop 
a framework for data collection, data 
retention and data disposal that sup-
ports policy constraints and will enable 
research on the trade-off between util-
ity of data and limiting data gathering. 
Such a framework can also help answer 
when data may be safely discarded giv-
en a set of data usage goals.

Data privacy. A very important pillar 
of data governance is data privacy. In 
addition to cryptographic techniques 
to keep the data private, data privacy 
includes the challenges of ensuring 
that aggregation and other data ana-
lytic techniques may be applied effec-
tively on a data set without revealing 
any individual member of the dataset. 
Although models such as differential 
privacy and local differential privacy 
address these challenges, more work is 
needed to understand how best to take 
advantage of these models in database 
platforms without significantly re-
stricting the class of query expressions. 
Likewise, enabling efficient multiparty 
computation to enable data sharing 
across organizations without sacrific-
ing privacy is an important challenge.

Ethical data science. Challenges in 
countering bias and discrimination in 
leveraging data science techniques, es-
pecially for ML, have gained traction in 
research and practice. The bias often 
comes from the input data itself such 
as when insufficiently representative 
data is used to train models. We need to 
work with other research communities 
to help mitigate this challenge. Respon-
sible data management has emerged 
recently as a new research direction 
for the community and contributes to 
the interdisciplinary research in the 
broader area of Fairness, Accountability, 
Transparency, and Ethics (FATE).

Cloud services. The movement of 
workloads to the cloud has led to explo-
sive growth for cloud database services, 
which in turn has led to substantial in-
novation as well as new research chal-
lenges, some of which are discussed 
below.

Serverless data services. In contrast 
to Infrastructure-as-a-Service (IaaS), 
which is akin to renting servers, server-

less cloud database services support 
a consumption model that has usage-
based pricing along with on-demand 
auto-scaling of compute and storage re-
sources. Although the first generation 
of serverless cloud database services 
is already available and increasingly 
popular, there is need for research in-
novations to solve some of the funda-
mental challenges of this consump-
tion model. Specifically, in serverless 
data services, users pay not only for the 
resources they consume but also for 
how quickly those resources can be al-
located to their workloads. However, 
today’s cloud database systems do not 
tell users how quickly they will be able 
to auto-scale (up and down). In other 
words, there is lack of transparency 
on the service-level agreement (SLA) 
that captures the trade-off between the 
cost of and the delay in autoscaling re-
sources. Conversely, the architectural 
changes in the cloud data services that 
will best address the requirements for 
autoscaling and pay-as-you-go need 
to be understood from the ground up. 
The first example of a serverless pay-as-
you-go approach that is already avail-
able today is the Function-as-a-Service 
(FaaS) model. The database commu-
nity has made significant contributions 
toward developing the next generation 
of serverless data services, and this re-
mains an active research area.

Disaggregation. Commodity hard-
ware used by cloud services is subject 
to hardware and software failures. 
It treats directly attached storage as 
ephemeral storage and instead relies 
on cloud storage services that support 
durability, scalability, and high avail-
ability. The disaggregation of storage 
and compute also provides the ability 
to scale compute and storage indepen-
dently. However, to ensure low latency 
of data services, such disaggregated 
architectures must use caching across 
multiple levels of memory hierarchy in-
expensively and can benefit from limit-
ed compute within the storage service 
to reduce data movement (see “Data-
base Engines”). Database researchers 
need to develop principled solutions for 
OLTP and analytics workloads that are 
suitable for a disaggregated architec-
ture. Finally, leveraging disaggregation 
of memory from compute is a problem 
still wide open. Such disaggregation 
will allow compute and memory to 
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that not only support movement of 
data across the infrastructure clouds, 
but also allow their data services to 
operate over data split across multiple 
infrastructure clouds. Understanding 
novel optimization challenges as well 
as selectively leveraging past research 
on heterogeneous and federated data-
bases deserves our attention.

Auto-tuning. While auto-tuning has 
always been desirable, it has become 
critically important for cloud data 
services. Studies of cloud workloads 
indicate that many cloud database ap-
plications do not use appropriate con-
figuration settings, schema designs, 
or access structures. Furthermore, 
as discussed earlier, cloud databases 
need to support a diverse set of time-
varying multitenant workloads. No 
single configuration or resource alloca-
tion works well universally. A predictive 
model that helps guide configuration 
settings and resource reallocation is 
desirable. Fortunately, telemetry logs 
are plentiful for cloud services and 
present a great opportunity to improve 
the auto-tuning functionality through 
use of advanced analytics. However, 
since the cloud provider is not allowed 
to have access to the tenant’s data ob-
jects, such telemetry log analysis must 
be done in an “eyes off” mode, that 
is, inside of the tenant’s compliance 
boundary. Last but not the least, cloud 
services provide a unique opportunity 
to experiment with changes to data ser-
vices and measure the effectiveness of 
their changes, much like how Internet 
search engines leveraged query logs 
and experimented with changes in 
ranking algorithms.

SaaS cloud database applications. All 
tenants of Software-as-Service (SaaS) da-
tabase applications share the same ap-
plication code and have approximately 
(or exactly) the same database schema 
but no shared data. For cost effective-
ness, such SaaS database applications 
must be multitenant. One way to sup-
port such multitenant SaaS applications 
is to have all tenants share one database 
instance with the logic to support multi-
tenancy pushed into the application 
stack. While this is simple to support 
from a database platform perspective, 
it makes customization (for example, 
schema evolution), query optimization, 
and resource sharing among tenants 
harder. The other extreme is to spawn a 

separate database instance for each ten-
ant. While this approach is flexible and 
offers isolation from other tenants, it 
fails to take advantage of the common-
ality among tenants and thus may incur 
higher cost. Yet another approach is to 
pack tenants into shards with large ten-
ants placed in shards of their own. Al-
though these architectural alternatives 
are known, principled tradeoffs among 
them as well as identifying additional 
support at the database services layer 
that may be beneficial for SaaS database 
applications deserves in-depth study.

Database engines. Cloud platforms 
and hardware innovations are leading to 
the exploration of new architectures for 
database systems. We now discuss some 
of the key themes that have emerged for 
research on database engines:

Heterogeneous computation. We see 
an inevitable trend toward heteroge-
neous computation with the death of 
Dennard scaling and the advent of new 
accelerators to offload compute. GPUs 
and FPGAs are available today, with the 
software stack for GPUs much better de-
veloped than for FPGAs. The progress in 
networking technology, including adop-
tion of RDMA, is also receiving the atten-
tion of the database community. These 
developments offer the opportunity for 
database engines to take advantage of 
stack bypass. The memory and storage 
hierarchy are more heterogeneous than 
ever before. The advent of high-speed 
SSDs has altered the traditional trade-
offs between in-memory systems and 
disk-based database engines. Engines 
with the new generation of SSDs are 
destined to erode some of the key ben-
efits of in-memory systems. Further-
more, availability of NVRAM may have 
significant impact on database engines 
due to their support for persistence and 
low latency. Re-architecting database 
engines with the right abstractions to 
explore hardware-software co-designs 
in this changed landscape, including 
disaggregation in the cloud context, has 
great potential.

Distributed transactions. Cloud data 
management systems are increasingly 
geo-distributed both within a region 
(across multiple availability zones) 
and across multiple geographic re-
gions. This has renewed interest in 
industry and academia on the chal-
lenges of processing distributed trans-
actions. The increased complexity and 

As the volume 
and variety of 
data continues 
to increase, 
our community 
must develop 
more effective 
techniques for 
discovery, search, 
understanding, and 
summarization of 
data distributed 
across multiple 
repositories.
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Therefore, solutions to open problems 
in scalable data exploration and meta-
data management, discussed in the 
Data Science section, are of importance. 
While the flexibility of data lakes is at-
tractive, it is vital that the guard rails of 
data governance are firmly adhered to, 
and we refer the reader to that section 
of the report for more details. To ensure 
consistency of data and high data qual-
ity so that the result of analytics is as 
accurate as possible, support for trans-
actions, enforcement of schema con-
straints, and data validation are central 
concerns. Enabling scalable querying 
on the heterogeneous collection of data 
demands caching solutions that trade 
off performance, scale, and cost.

Approximation in query answering. 
As the volume of data continues to ex-
plode, we must seek techniques that re-
duce latency or increase throughput of 
query processing. For example, leverag-
ing approximation for fast progressive 
visualization of answers to queries over 
data lakes can help exploratory data 
analysis to unlock insights in data. 
Data sketches are already mainstream 
and are classic examples of effective 
approximations. Sampling is another 
tool used to reduce the cost of query 
processing. However, support for sam-
pling in today’s big data systems is 
quite limited and does not cater to the 
richness of query languages such as 
SQL. Our community has done much 
foundational work in approximate 
query processing, but we need a bet-
ter way to expose it in a programmer-
friendly manner with clear semantics.

Machine learning workloads. Modern 
data management workloads include 
ML, which adds an important, new re-
quirement for database engines. While 
ML workloads include training as well 
as inferencing, supporting the latter ef-
ficiently is an immediate need. Today 
the challenge of efficiently supporting 
“in-database” inferencing is achieved 
by leveraging database extensibility 
mechanisms. As we look forward, the 
ML models that are invoked as part of in-
ferencing, must be treated as first-class 
citizens inside databases. ML models 
may be browsed and queried as data-
base objects and database systems need 
to support popular ML programming 
frameworks. While today’s database 
systems can support inferencing over 
relatively simple models, the increasing 

variability of failure scenarios, com-
bined with increased communication 
latency and performance variability in 
distributed architectures has resulted 
in a wide array of trade-offs between 
consistency, isolation level, availability, 
latency, throughput under contention, 
elasticity, and scalability. There is an 
ongoing debate between two schools of 
thought: (a) Distributed transactions 
are hard to process at scale with high 
throughput and availability and low la-
tency without giving up some tradition-
al transactional guarantees. Therefore, 
consistency and isolation guarantees 
are reduced at the expense of increased 
developer complexity. (b) The complex-
ity of implementing a bug-free appli-
cation is extremely high unless the 
system guarantees strong consistency 
and isolation. Therefore, the system 
should offer the best throughput, 
availability, and low-latency service it 
can, without sacrificing correctness 
guarantees. This debate will likely not 
be fully resolved anytime soon, and 
industry will offer systems consistent 
with each school of thought. However, 
it is critical that application bugs and 
limitations in practice that result from 
weaker system guarantees be better 
identified and quantified, and tools be 
built to help application developers us-
ing both types of system achieve their 
correctness and performance goals.

Data lakes. There is an increasing 
need to consume data from a variety of 
data sources, structured, semi-struc-
tured, and unstructured, to transform 
and perform complex analyses flex-
ibly. This has led to a transition from a 
classical data warehouse to a data lake 
architecture for analytics. Instead of a 
traditional setting where data is ingest-
ed into an OLTP store and then swept 
into a curated data warehouse through 
an ETL process, perhaps powered by a 
Big Data framework such as Spark, the 
data lake is a flexible storage repository. 
Subsequently, a variety of compute en-
gines can operate on the data that are 
of varying data quality, to curate it or 
execute complex SQL queries, and store 
the results back in the data lake or in-
gest them into an operational system. 
Thus, data lakes exemplify a disaggre-
gated architecture with the separation 
of compute and storage. An important 
challenge for data lakes is finding rel-
evant data for a given task efficiently. 

The cloud offers 
an opportunity to 
rethink databases 
in a world with 
an abundance of 
resources that 
can be pooled 
together. However, 
it is critical to 
efficiently support 
multitenancy to 
control costs and 
optimize utilization.
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popularity and effectiveness of extreme-
ly large models such as BERT and GPT-3 
requires database engine developers to 
leverage heterogeneous hardware and 
work with architects responsible for 
building ML infrastructure using FP-
GAs, GPUs, and specialized ASICs.

Machine learning for reimagining 
data platform components. Recent ad-
vances in ML have inspired our com-
munity to reflect on how data engine 
components could potentially use ML 
to significantly advance the state of the 
art. The most obvious such opportunity 
is auto tuning. Database systems can  
systematically replace “magic num-
bers” and thresholds with ML models 
to auto-tune system configurations. 
Availability of ample training data also 
provides opportunities to explore new 
approaches that take advantage of 
ML for query optimization or multidi-
mensional index structures, especially 
as state-of-the-art solutions to these 
problems have seen only modest im-
provements in the last two decades. 
ML-model driven engine components 
must demonstrate significant benefits 
as well as robustness when test data or 
test queries deviate from the training 
data and training queries. To handle 
such deviations, the ML models need 
to be augmented with guardrails so 
that the system degrades gracefully. 
Furthermore, a well-thought-out soft-
ware engineering pipeline to support 
the life cycle of a ML-model driven 
component will be important.

Benchmarking and reproducibility. 
Benchmarks tremendously helped 
move forward the database industry 
and the database research community. 
It is necessary to focus on benchmark-
ing for new application scenarios and 
database engine architectures. Exist-
ing benchmarks (for example, TPC-E, 
TPC-DS, TPCH) are very useful but do 
not capture the full breadth of our field, 
for example, streaming scenarios and 
analytics on new types of data such as 
videos. Moreover, without the develop-
ment of appropriate benchmarking and 
data sets, a fair comparison between 
traditional database architectures and 
ML-inspired architectural modifica-
tions to the engine components will not 
be feasible. Benchmarking in the cloud 
environment also presents unique 
challenges since differences in infra-
structure across cloud providers makes 

apples to apples comparison more dif-
ficult. A closely related issue is repro-
ducibility of performance results in da-
tabase publications. Fortunately, since 
2008, database conferences have been 
encouraging reproducibility of results 
in the papers accepted in ACM SIGMOD 
and VLDB. Focus on reproducibility 
also increases rigor in selection of work-
loads, databases, parameters picked for 
experimentation, and how results are 
aggregated and reported.

Community
In addition to technical challenges, 
the meeting participants discussed 
steps the community of database re-
searchers can take to enhance our abil-
ity to contribute to and learn from the 
emerging data challenges.

We will continue the rich tradition 
of learning from users of our systems 
and using database conferences as 
meeting places for both users and sys-
tem innovators. Industry tracks of our 
conferences foster such interaction, by 
discussing industry challenges and in-
novations in practice. This is more im-
portant due to today’s rapidly chang-
ing data management challenges. We 
must redouble our efforts to learn from 
application developers or SaaS solu-
tion providers in industry verticals.

As our community develops new 
systems, releasing them as part of the 
existing popular ecosystems of open 
source tools or easy-to-use cloud ser-
vices will greatly enhance the ability to 
receive feedback and do iterative im-
provements. Recent examples of such 
systems that benefited from significant 
input from the database community 
include Apache Spark, Apache Flink, 
and Apache Kafka. In addition, as a 
community, we should take advantage 
of every opportunity to get closer to ap-
plication developers and other users 
of database technology to learn their 
unique data challenges.

The database community must do 
a better job integrating database re-
search with the data science ecosys-
tem. Database techniques for data 
integration, data cleaning, data pro-
cessing, and data visualization should 
be easy to call from Python scripts.

Conclusion
We see many exciting research direc-
tions in today’s data-driven world 

around data science, machine-learning, 
data governance, new architectures for 
cloud systems, and next-generation data 
platforms. This report summarized re-
sults from the Seattle Database meet-
ing and subsequent community discus-
sions,5,6 which identified a few of the 
important challenges and opportuni-
ties for the database community to con-
tinue its tradition of strong impact on 
research and industry. Supplementary 
materials from the meeting is available 
on the event website.9
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