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Abstract

Sample return capsules, as the Apollo Command Module have been widely used to ad-

vance the knowledge and planning of manned lunar and planetary return missions. Such

reentry vehicles undergo extreme thermal conditions, caused by shock-heated air during

their super-orbital atmospheric re-entry. Such extreme conditions can result in failure of

the aeroshell structure and loss of important payload. This technological challenge is ad-

dressed by the use of ablative thermal protection systems (TPS), which dissipate the heat

away from the vehicles front wall via ablative products release into the boundary layer.

Additionally, such velocity and temperature magnitudes during reentry conditions intro-

duce significant radiative heat loads, filling the shock layer with radiators that react with

the ablative species injected by the capsule wall.

Therefore, accurate numerical modeling techniques are required, so that the thermophys-

ical, thermochemical environment of a reentry capsule can be successfully reproduced

and predicted. The present work aims to numerically rebuild certain significant trajectory

points, containing the peak heating points of the Apollo 4 terrestrial re-entry. This re-

quires the coupling of the resolved flow-field with radiative and ablative effects in order

to accurately predict the convective and radiative heat flux for each trajectory point. The

results will be compared to previous calculations and existing flight data.

The numerical simulations are performed in 2D thermal non-equilibrium with a compress-

ible explicit Navier-Stokes solver, coupled to a radiation database and a thermal material

response code to implement the ablative effects. The calculations are performed also in 3D,

using a commercial implicit Navier-Stokes solver. The results will be used to reproduce

the capsules trajectory and verify the accuracy of the associated Modeling Tools.
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Chapter 1

Introduction

1.1 The Arc Project

The present work describes the contribution of IAG (Interdisciplinary Aerodynamics Group)

at EPFL to the European project called ARC: ”Ablation-Radiation coupling”. This study

is led by a consortium composed of the Interdisciplinary Aerodynamics Group of the

Ecole Polytechnique Federale de Lausanne, the European Aerospace Research Establish-

ment CIRA, the IRS Institute of the University of Stuttgart, an experienced Aerospace

SME, FGE, together with subcontractors: the University of Queensland (Australia), a well

known expert on ablation modelling, Dr. G. Duffa as a consultant, and ASTRIUM-St.

This project addresses the ablation-radiation coupling for high speed reentry and the phys-

ical phenomena that are induced by hypersonic flight conditions: ablation and radiation

over a thermal protection system (TPS). Therefore, both testing projects in major Euro-

pean plasma wind tunnels and coupling simulations are led simultaneously, based on and

compared with data obtained from past Earth return missions. This particular contribu-

tion of IAG deals with the radiation-ablation-flow-field numerical coupled simulation of

the reentry of the Apollo Command Module.

1.2 Reentry flight missions

The exploration of space and the major aerospace industry advancements have been

achieved through numerous projects of un-manned flights, with the use of command mod-

ules, aeroshell capsules. These capsules, as the Apollo Command Module, are basically

test-probes for the actual manned aircrafts, such as the case of the Apollo program, or

they are merely used for flight-testing of newly designed equipment and technologies and
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1.3. Applied Tools 1. Introduction

real-time experiments. In any case, the actual data obtained from the flight measurements

are invaluable and unique. Therefore, it is crucial that the measurements are smoothly

expedited and the data obtained are non-affected by the flow conditions and securely

transferred for post-processing.

The most dangerous phase of an Earth return mission is the atmospheric reentry stage,

in which immense velocities along with extensive interaction with the gaseous atmosphere

create an environment that changes the flow state around the probe. The atmospheric

reentry is associated with velocities up to 12 km/s, thus, the recorded flight Mach num-

bers can be as high as 30 and more. The vehicle design that is most suited to such high

velocity atmospheric entry trajectories is a simple blunt- body. That kind of front-body

design provides a large frontal area, assisting the dissipation of the flows kinetic energy

via interaction with the gaseous atmosphere. Apart from the blunt-shaped nose, the most

recent reentry vehicles are equipped with ablative Thermal Protection Systems (TPS)

to avoid possible damage of the capsule and insulate the vehicles content. The design

of hypersonic aircrafts requires the implications of the TPS configuration on the surface

roughness and on the state of the boundary layer to be accounted for, including the pre-

diction of skin friction and heat-transfer rates [5]

1.3 Applied Tools

The tools used during this study are validated for aerothermodynamic numerical simula-

tions. For the 2D simulations, a fluid solver developed by University of Queensland called

Eilmer3 was used. It contains radiative transfer models and an implemented ablating

boundary condition. As for the 3D cases, the geometry of the capsule is designed with

the use of Solidworks, a commercial 3D CAD software, while the meshing is done using

the ICEM CFD software provided by ANSYS. The 3D simulations are performed using

two 3D solvers: The first is a commercial solver, CFD++, which is developed in order

to cope with hypersonic and reentry cases and includes boundary conditions for ablative

walls (reacting walls). The second one is NSMB, which is an open-source 3D solver of the

compressible Navier-Stokes equations, which is developed with the help of the EPFL IAG

staff.

1.4 Scope and Overview of the present dissertation

The thesis presented is basically an implementation of recently developed numerical tools

of compressible aero-thermodynamics in a specific reentry mission, the Apollo Command

Module mission. The tools are applied in order to numerically rebuild some trajectory

points of the Apollo 4 mission. Apart from a Two-Dimensional code, which is applied as

part of the ARC project, two Three-Dimensional commercial solvers are used for the same

2
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vehicle, in order comparison between the two codes to be made.

The main purpose of the present dissertation is the radiation analysis and trajectory re-

build of the Apollo 4 reentry flight mission. This includes the flow-field simulation and the

flow-field and radiation coupling, as well as the flow-field and ablation coupling, in order

to better estimate the thermodynamic state of the flow around the reentering vehicle. The

heat flux calculation is done for certain trajectory points, which are of specific interest, as

for example the peak radiation and the peak total heating trajectory points. The first part

of the thesis includes these calculations in 2D, with the use of an academically developed

solver.

The second part of this work is the 3D simulation of the specific trajectory flight of Apollo

4, using the actual dimensions of the capsule, both for only the front body and the whole

body of the vehicle. The results obtained are to be compared with the existing flight

data of the Apollo 4 mission and with results obtained from previous numerical solutions

and semi-empirical formulas calculating convective and radiative heat fluxes during super-

orbital reentries.

The present document is divided into 3 parts: The first part consists of Chapters 1, 2 and

3 and discusses some basic introductory information about hypersonic flights and the most

elaborate Theoretical Background on the aero-thermodynamics of flights in such velocities

and. Moreover, the governing equations and the Methodology applied are presented in

this part. The second part includes Chapters 4 and 5 and it is the part where the results of

the 2D and 3D simulations respectively are presented and further discussed. The last part

includes Chapter 6, which refers to the Conclusions of the previously presented disserta-

tion and the proposals for further analysis and work on the presented subject respectively.

More specifically:

Chapter 1 is the Introduction chapter, presenting the subject of the thesis and some gen-

eral information on Hypersonics and Aerothermodynamics. The scope and the

Chapter 2 is the chapter presenting all the theoretical background on Hypersonic flow-

fields, the investigation of such flows, the thermochemical models, the radiation transport

modelling tools and the numerical and discretization methods applied.

Chapter 3 includes the overview of the codes and the solution procedure that has to be

followed for both the 2D and 3D simulation cases.

Chapter 4 presents the results of the 2D simulation cases of Apollo 4 and the comparison

of them with the existing flight data and previously calculated results.

3
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Chapter 5 presents the results obtained for the 3D flow-field calculation of Apollo 4 and

compares the different equation sets (inviscid or viscous flow, perfect gas or real gas ther-

mochemical model etc.), as well as the actual three-dimensional codes and distinguish

differences that make each applicable to compressible hypersonic applications or not.

4
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Chapter 2

Theoretical Background

This chapter starts with the literature review for Hypersonic Flights in general, refers to

some testing facilities for hypersonic flows and explains thoroughly the physical phenomena

occurring during an atmospheric re-entry. It with the important information for the Apollo

4 test-flight.

2.1 Hypersonic Flow-fields

A flow-field where the Mach number is far greater than 1 (conventionally the threshold is

considered to be M ≥ 5):

M∞ =
U∞
α∞

(2.1)

is defined as a Hypersonic Flow-field and is characterized by certain physical phenomena

occurring in the shock and boundary layer of the flow in front of the reentering bodies.

High speed reentry velocities lead to a strong shock wave upstream of the vehicle which

strongly modifies the state of the fluid behind it. The internal thermodynamic energy of

the free-stream fluid particles is small when compared with the kinetic energy of the free

stream [4]. As the Mach number is increased, the flow density increases progressively, so

the shock layer created by the strong bow shock over the blunt nose becomes thinner; the

detachment distance between the wall boundary and the shock wave is really small.

2.1.1 Stagnation flow-field properties

In the stagnation region in front of the capsule’s nose the free stream passes through the

normal portion of the bow shock wave and decelerates isentropically to the point near the

surface of the body, which constitutes the edge condition for the thermal boundary layer

at the stagnation point. the pressure and the heating rate at the stagnation point are

useful reference values for characterizing hypersonic flows.
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2.2. Aerothermodynamics of hypersonic flights 2. Theoretical Background

2.1.2 The shock-standoff distance

The distance ∆ of the shock and the body wall depends highly on the geometry of the

body and the free-stream Mach number. A commonly used approximation describing the

shock wave in the nose region of hypersonic vehicles is Billigs’s equation ([6]), which for a

sphere- cone model, the ratio ∆
R , where ∆ is the shock-standoff distance and R is the nose

radius, is given:
∆

R
= 0.143exp

(
3.24

M2

)
(2.2)

2.2 Aerothermodynamics of hypersonic flights

In hypersonic flights, the directional velocity of the fluid particles is much larger than the

fluctuation velocities of the molecules of the flow. Thus, the flow kinetic energy before the

bow shock is much larger than the internal thermodynamic energy of fluid particles. In

atmospheric reentry conditions, i.e. high altitudes and hypersonic speeds three physical

phenomena affect the aerothermodynamic state of the flow in the shock layer [2]:

� Viscous interactions:

The viscous interactions between the viscous boundary layer and the inviscid unaf-

fected flow-field are caused by the large amount of kinetic energy in the boundary

layer. These viscous interactions affect the thickness of boundary layer, δ:

δ ≈ M∞
2

√
Re

(2.3)

, which in hypersonic speeds, where M∞ is extremely high, can be so thick that it

practically merges with the shock wave, forming a merged shock layer, and, thus

affecting the non-viscous part of the flow (outside of the boundary layer).

� Low density flow:

At the atmospheric reentry altitudes the flows density is so low that the distance

between particles is too big to approximate the gas as a continuum. Thus, imple-

mentation of the kinetic theory is required to describe the fluid state.

� High- temperature flow:

Kinetic energy of the high speed flow is dissipated by the influence of friction within

the boundary layer. The loss of kinetic energy through the shock is transformed

into internal thermodynamic energy and creates a peak of temperature behind the

shock. This viscous dissipation results in temperatures high enough to excite the

vibrational energy of the atmospheric molecules and cause dissociation, and even

ionization within the gas, both in the boundary and the shock layer. Thus, the

shock and boundary layers of hypersonic flows are chemically reacting. If we con-

sider the atmospheric air a mixture with a composition of N2, O2, NO, O and N ,

8



2. Theoretical Background 2.2. Aerothermodynamics of hypersonic flights

at certain levels of temperature the following changes in the state of the mixture

can appear: These so-called High-temperature effects (or real-gas effects) induce

T < 2000K N2 ≈ 80%
O2 ≈ 20%

T > 2000K Dissociation of O2

O2 → 2O

T > 4000K N2 → 2N
N2 +O2 → 2NO

N +O → NO+ + e−

T > 9000K O → O+ + e−

N → N+ + e−

high heat-transfer rates to the surface as Aerodynamic Heating. The aerodynamic

heating includes the heat transfer from the hot boundary layer to the cooler surface,

convective heating, denoted by qC and the thermal radiation emitted by the gas itself

inverted into a radiative flux towards the surface, if the shock-layer temperature is

high enough, radiative heating, denoted by qR.

2.2.1 Stagnation region flow-field and thermodynamic state

The overall thermal environment during an atmospheric reentry highly depends on physical

phenomena in the shock and boundary layer of the flow. The influence of ablation-product

injection from the ablative heat shield into the flow-field (coupled ablation) and radiative

energy exchange in the shock-layer (coupled radiation) are important to predict the heat

fluxes in the flow-field and the material response of the heat shield. This is a crucial step

for the design of a thermal protection system or for the development of new advanced

ablative materials for heat shields. In the following section a small introduction on the

ablation and radiation processes and the effects of those in the flow-field is taking place.

During reentry, atmospheric chemical species that are present in the shock layer zone have

to undergo high heating rates so that thermal non-equilibrium processes occur like dis-

sociation, recombination and ionization. Therefore, hot plasma is formed in front of the

probe and can lead to extensive radiative heating. Thus, the probe is exposed to a very

severe heating environment, including convective and radiative heating rates of similar

magnitudes. That is why a successfully installed TPS is required to ensure the probes

resistance to damage caused by friction and heating.

The recently applied ablators [9] of the TPS are made of phenolic impregnated carbon

and are used to withstand the thermal conditions. The extensive use of carbon phenolic

ablative materials strongly depends on the need of optimization and minimization of the

mass of the TPS and the whole vehicle, which is a crucial parameter in space missions. As

these shields release disintegrated materials and reactive species into the boundary layer,

many chemical reactions can occur and lead to the formation of radiators and radiative

9
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absorbers, so that the coupling between ablation and radiation cannot be ignored [18].

For a better understanding, Figure 2.1 describes the overall processes occurring during

reentry and Figure 2.2 describes the chemical kinetic processes occurring in the shock and

boundary layer of an reentering vehicle. TPS design is mainly based on numerical tools.

A coupled approach between the solid domain and the fluid one has to be lead as they

have both a strong thermal, physical, and chemical impact on each other.

Figure 2.1: Illustration of the aerothermodynamic processes occurring in the shock layer
and on the surface of a re-entry capsule at peak heating conditions, taken from [34]

Convective heating consists of the effects of conduction and diffusion in the shock layer.

It is considered to be the sum of the conductive heat flux inwards and outwards of the

surface wall, which is purely the result of temperature difference in the flow-field and dif-

fusive heating, which results from the enthalpy injected in the flow-field by the pyrolysis

and char ablative products.

On the other hand, radiative heating is highly dependent on the composition of the at-

mospheric gas. It mainly consists of the radiative heat flux created from the ionization

and vibrational excitation of the atmospheric molecules, which is transferred towards the

10
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Figure 2.2: Illustration of the chemical kinetic processes along the stagnation streamline
of an atmospheric reentry vehicle, taken from [34]

surface wall, and the re-radiation, the radiative emission exerted from the reentry body.

Sutton [39] noted that radiative heat-transfer technology is important to ASTVs and to

Martian return vehicles, because they enter the Earths atmosphere at relatively high ve-

locities and have a large frontal area in order generate the desired large drag forces. As

reported by Lee and Goodrich [20] measurements from the stagnation region during the

re-entry of Apollo Spacecraft indicated a peak radiative heating rate of 115W/cm2; this

is roughly one-fourth of the maximum heating rate. The developed predictive techniques

for estimating radiative heating, requires models for non-equilibrium thermochemistry, for

radiative energy transfer mechanisms, and for absorption and retransmission of radiative

energy within the shock layer.

The total heating at the wall at reentry environmental conditions is, therefore, the result of

the summation of the convective (conductive and diffusive) and the radiative heat fluxes.

It is described with the following equation:

qw = qgas,cond + qgas,diff + qgas,rad − qw,rad

,where:

� qgas,cond is the conductive heat flux: qgas,cond = −κ
(
∂T
∂y

)
w

� qgas,diff is the diffusive heat flux and is formed by the contribution of each species i
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� qgas,rad is the radiative heating induced by the vibrational excitation of the molecules

in the shock layer: qgas,rad = Erad
2R ρ∞

ρBS

, where Erad is the radiative energy, R is the

nose radius and ρBS is the density at the bow shock

� qw,rad is the radiation of the body surface: qw,rad = εσT 4
w, where ε is the emissivity

and σ is the Stefan-Boltzmann constant: σ = 5.67 · 10−8 W
m2K4 .

2.3 Investigation of Reentry Shock Layers

The first reentry flights aerodynamic and thermodynamic environments were estimated

with the use of semi-empirical analytical relations. However, the results from these for-

mulas were not considered trustworthy enough to be applied for the calculation of the

thermal protection systems for the reentry capsules of the period.

The next step to investigate the physical phenomena and accurately predict the aerother-

modynamic environment around a reentering body was the flight experiments. The Fire

II flight experiment [37], a scaled-down Apollo-like aeroshell, was executed in 1965. The

total incident heat flux was measured with the use of calorimeters, while three total and

one spectral radiometer (with spectral wavelength ranges of 200 ≤ ` ≤ 4000 nm and 200 ≤
` ≤ 600 nm respectively) measured the integrated radiance and the radiative intensity and

heat flux on the front and back body of the capsule. The difference of the measurements

of the calorimeters and radiometers gave the vacuum ultraviolet radiation (spectral range

lower than 200 nm). The full-scaled Apollo Command Module flight experiment was exe-

cuted in 1967 [15]. Spectral measurements were performed with one radiometer embedded

at the stagnation point of the capsule. In contrast with the Fire II capsule, the Apollo 4

Module had an ablative heat shield.

In recent years the analysis of the hypersonic reentries is performed with the combi-

nation of numerical modelling and the development of physical models and measuring

experiments to validate the models.The measuring techniques nowadays include not only

flight-experiments (e.g. [24]), which involve measurements of the shock layer and vehicle

surface during an actual atmospheric entry maneuver but also, and most commonly ap-

plied, ground-based testing. In ground-based experiments measurements of shock layers,

high-temperature gases or sub-scaled models are performed in a laboratory environment.

Both of these approaches have benefits and disadvantages. Flight experiments allow the

conditions encountered in flight to be almost exactly replicated,however detailed mea-

surements of the shock layer plasma are difficult to perform. In contrast, ground-based

experiments allow detailed measurements to be made by virtue of the laboratory environ-

ment, although the conditions encountered in flight cannot be replicated in full.

Shock tubes are the primary facilities for investigating the high enthalpy radiating shock
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layers during reentry. The operation of a shock tube includes a shock being driven di-

rectly through the test gas at pressures and velocities encountered in super-orbital flight.

Spectral measurements can be made of the radiation emitted in the shock layer; from the

shock frame-of-reference, the post-shock relaxation phenomena encountered in flight along

the stagnation streamline are exactly replicated [26].

The computational modelling of radiating shock layers requires the numerical solution of

an appropriate set of governing equations. Hypersonic flow-fields in the continuum regime

are well described by the compressible Navier-Stokes equations, whereas in the flow regimes

that the mean free path of the molecules becomes comparable to the characteristic scale of

the flow, statistical methods such as the Monte-Carlo method should be applied. In order

the numerical simulations to be accurate enough, a lot of work has put on thermochemical

non-equilibrium modelling, with the latest advances in this area to propose the use of a

combination of Boltzmann distributions and kinetic modelling. On the other hand, the

radiation modelling is affected by: (1) the internal state populations of chemical species,

(2) the spectral distribution of the electromagnetic energy and (3) the transport of the

electromagnetic energy through the plasma. More details about the numerical modelling

tools applied are discussed in chapter 3. Numerical rebuild and simulation of weakly ion-

ized gases over reentry vehicles has been successfully performed for numerous missions,

including FIRE [37], [22], Apollo Command Module [29], [28], Galileo [30], Stardust [23]

and Mars Science Laboratory [10].

2.4 The Apollo Command Module Mission

Apollo 4 was an instrumented prototype command module that was flown in 1967 [33].

This flight was a test of the Saturn V launch vehicle and the re-entry operations. The

vehicle geometry is a 57 deg sphere-segment with a re-entry velocity of 11.14 km/s. The

geometry of the Apollo 4 capsule is presented in Figure 2.3. It was designed as an axisym-

metric vehicle with an offset center of gravity to provide lift during reentry. The vehicle

followed a lifting trajectory with a nominal angle of attack of 25.5 deg during reentry.

This trajectory induced an asymmetric shape to the flow-field around the capsule. The

asymmetric flowfield and the induced aerothermodynamic phenomena around the reentry

body are described in Figure 2.4: The blunt entry face contains a stagnation region with

a high-heating are near the windward corner and subsonic and supersonic flow regions,

while the conical section appears to be divided into two separate portions: the windward

one, with an attached-flow regime, and the leeward one, with a separated-flow regime and

low heating.
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Figure 2.3: The Apollo Command Module geometry, caption taken from [28]

Figure 2.4: The distinguished flow regions observed in front of the reentry blunt face of
Apollo 4, taken from [33]

Aerothermodynamic measurements were obtained on the Apollo 4 spacecraft during atmo-

spheric entry at super-orbital velocities [21],[20] to prove and confirm the predicted heating

environment that was used for the design of the ablative Thermal Protection System of the

capsule [3], [9]. The Apollo program provided the first full-scale measurements at super-
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orbital speed for a test case with an ablative heat shield. The obtained measurements,

including pressure distribution and convective and radiative heating were conducted with

the use of pressure transducers, radiometers and surface-mounted calorimeters located at

the pitch lane and at various rays around the command module, as it is depicted in Figure

2.5.

Figure 2.5: The distinguished flow regions observed in front of the reentry blunt face of
Apollo 4, taken from [21]

The radiometer used for the measurements was embedded within the ablating TPS, and

the interaction of the ablation products with the optics was a concern. However, post flight

inspection revealed an absence of carbon deposits on the radiometer window. Therefore, it

is unlikely that there was a strong concentration of carbon bearing species in the radiome-

ter cavity. The gas within the radiometer cavity was most likely dominated by molecular

hydrogen. The absorption properties of molecular hydrogen over the wavelength range

transmitted by the quartz window are low. As such, absorption in the radiometer cavity

is neglected for the purposed of this rebuild. The radiometer was mounted on the fore-

body, at a distance of 1.397 m from the axis of symmetry. At the angle of attack attained

at peak heating (25.5 deg), the radiometer is over the stagnation point.

As the radiative heat flux at the stagnation point of a blunt body is governed primarily by

the shock standoff, it becomes possible to define a 2D equivalent sphere. From Schlieren

studies carried out by Ried et al. [36], Park [29] chose a sphere of 2.85 m radius, which

gave the same shock standoff as seen on the Apollo 4 geometry at 25.5 deg angle of attack.
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This equivalent sphere is also used for the 2D calculations of the present project, in order

for the comparison of the results with the results achieved by Park and other correlations

to be made successfully.

The radiative flux was obtained from flight data and was numerically rebuilt at three alti-

tudes of the trajectory in previous works [36] and [29]. The trajectory points implemented

for the sake of the present study are presented in 2.1 below. It is noticed that the second

of the presented trajectory points was the peak radiative heating point of the reentry flight

trajectory.

Trajectory point 1st 2nd 3rd
Mission time (s) 30024 30032 30040
Altitude (km) 64.556 59.223 56.057
Density (kg/m3) 1.73 · 10−4 3.41 · 10−4 5.01 · 10−4

Velocity (km/s) 10.511 10.252 9.798
Temperature (K) 234.51 249.16 257.86
Ablation rate (kgm−2s−1) 0.0272 0.0300 0.0286
Wall Temperature (K) 2300 2500 2550
Flight Recorded Radiative
Intensity (0.2− 4µm) (Wcm−2sr−1) 10.5 25.0 16.0

Table 2.1: The Apollo Command Module trajectory points to be numerically rebuilt

16



Chapter 3

Equations and Methods

This chapter refers to the governing equations of the flow-field numerical modelling for

Hypersonic fields and real gases and the numerical methods applied for the discretization

and solution of the set of equations. Finally, the chemical models and heating transport

models applied in the present work are shortly discussed. Emphasis is given on the models

implemented in order to set up a case in the flow-field solver used for the 2D calculations,

Eilmer3 and for the 3D calculations, using the 2 commercial does, CFD++ and NSMB. The

general procedure to run a simulation on Eilmer3 is analyzed in Chapter 4, whereas the

procedure for the 3D cases is discussed in Chapter 5.

3.1 Compressible Navier-Stokes equations

During atmospheric reentry, the fluid flow is compressible, as the fluid density varies due

to compressible phenomena induced in the flow-field by the strong bow shock wave in

front of the capsule’s face. The evolution of a compressible hypersonic flow is described

with the compressible Navier-Stokes equations. This set of partial differential equations is

derived by applying the continuity equation to conserved quantities of mass, momentum

and energy of the mixture. According to the thermodynamic model implemented, there

can be more than one energy and mass continuity equations. The generic differential form

of the continuity equation is expressed as:

∂φ

∂t
+∇ · ~F = Ω (3.1)

, where φ is the conserved quantity, ~F is a vector describing the flux of φ and Ω is a source

term describing the creation and destruction of φ.

The conserved quantities to be applied to Equation 3.1 when deriving the compressible

Navier Stokes equations are dependent on the degree of thermochemical non-equilibrium

to be considered. For a gas in thermochemical equilibrium, the conserved quantities are
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simply the total mass in terms of the total density ρ, momentum ρ~u and energy E of

the mixture. For atmospheric reentry conditions, an accurate description of the flowfield

requires the inclusion of both thermal and chemical non-equilibrium. For chemical non-

equilibrium, the continuity equation of each species’ mass ρs must also be considered. The

total mass continuity equation is no longer required, as the total density of the mixture

can be retrieved from the sum of the species densities:

ρ =

Nspecies∑
s

ρs (3.2)

For thermal non-equilibrium, the continuity of each independent thermal mode energy em

must also be applied. For Nmodes thermal modes, however, only (Nmodes − 1) additional

equations are required, as the total internal energy e can be derived from the definition of

the total energy:

E = e+
1

2
~u · ~u =

Nmodes∑
m

em +
1

2
~u · ~u (3.3)

Just for a better understanding, the continuity equations of mass, momentum and energy

are presented as follows, in their form for incompressible flow:

Mass:
∂ρ

∂t
+
−→
∇ .(ρ−→v +

−→
J ) = ω̇ (3.4)

,where −→v is the velocity vector,
−→
J the diffusion vector and ω̇ is the mass production source

term.

Momentum:
∂ρ−→v
∂t

+
−→
∇ .(ρ−→v ∧ −→v ) +

−→
∇ .(pI − τ) = ρ

−→
f (3.5)

,where E is the total energy, H is the total enthalpy,
−→
f is the external force vector and τ

is the viscous stress tensor defined as follows:

τ = µ(
−→
∇ .(ρ−→v ∧ −→v ) +

−→
∇ .(ρ−→v ∧ −→v )) + η(

−→
∇ .−→v )I (3.6)

Here, µ is the dynamic viscosity and η is the bulk viscosity.

Energy:

∂ρE

∂t
+
−→
∇ .(−→v ρH − τ .−→v )− = ρ

−→
f .−→v (3.7)
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3.2 Implemented equations

For an axisymmetric flowfield case, the Navier-Stokes equations can be summarized in a

compact form as follows:

∂
−→
U

∂t
+
−→
∇ .(
−→
Fi −

−→
Fv) =

−→
Q (3.8)

Where:

�

−→
U =

 ρ

ρ−→v
ρE

 : the conservative variables

�

−→
Fi =

 ρ−→v
ρ−→v ∧ −→v + pI

ρ−→v H

 : the non-viscous flux vector

�

−→
Fv =

−
−→
J

τ

τ .−→v

 : the viscous flux vector

�

−→
Q =

 ω̇

ρ
−→
f

ρ
−→
f .−→v

 : the source term

,where the symbols used are summarized in 3.1

~v Velocity vector ~v = (u, v, w)
p Pressure
ρ Density
~f External force vector

τ Viscous stress tensor: τ = µ
[
~∇ · (ρ~v ⊗ ~v) + ~∇ · (ρ~v ⊗ ~v)T

]
+ η

(
~∇ · ~v

)
I

µ Dynamic Viscosity
ν Kinematic viscosity
H Total enthalpy
E Total energy

Table 3.1: Symbols explanation of Navier-Stokes equations

The symbol ⊗ defines a tensor product, i.e. (~u⊗ ~v)ij = ~ui~vj

3.2.1 Axisymmetric 2D flows- Two temperature thermodynamic model

The following section refers to the formulation of the code for Axisymmetric Two-Dimensional

flows using finite-rate chemistry and multi-species gas, in the way that the equations are

formed for the Eilmer3 code.
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The Eilmer3 code is formulated around the integral form of the Navier-Stokes equations

[17], which is expressed as:

∂

∂t

∫
V
UdV = −

∫
S

(
F i − F v

)
· n̂ dA+

∫
V
QdV (3.9)

,where S is the bounding surface and n̂ is the outward-facing unit normal of the control

surface. For axisymmetric flow, V is the volume and A the area of the cell boundary per

unit radian in the circumferential direction.

The vector of conserved quantities U for the thermal non-equilibrium model is:

U =



ρ

ρux

ρuy

ρE

ρeve

ρYs


(3.10)

where, ρ is density, u is velocity, E is total energy, eve is the vibration-electron-electronic

energy and Ys is the species s mass-fraction. Therefore, the conserved quantities con-

sidered are respectively the density, x- and y-momentum per volume, total energy per

volume, vibrational-electron-electronic energy and mass density of species s.

The flux vector is divided into an inviscid contribution F i and a viscous one F v. The

inviscid contribution F i for a two-temperature model is a follows:

F i =



ρux

ρu2
x + p

ρuyux

ρEux + pux

ρeveux + peux

ρYsux


î+



ρuy

ρuxuy

ρu2
y + p

ρEuy + puy

ρeveuy + peuy

ρYsuy


ĵ (3.11)

,where pe is the electron pressure.
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The viscous contribution F v for a two-temperature model is as follows:

F v =



0

τxx

τyx

τxxux + τyxuy + qx

qx,ve

Jx,s


î+



0

τxy

τyy

τxyux + τyyuy + qy

qy,ve

Jy,s


ĵ (3.12)

Here, τ refers to the axisymmetric viscous stresses components, q denotes the heat-flux

and J is the diffusion flux. In order to apply the operator-splitting integration approach,

which is used in the Eilmer3 code, the vector of source terms is separated into geometric,

chemical kinetic, thermal energy exchange and radiation contributions:

Q = Qgeom. +Qchem. +Qtherm. +Qrad. (3.13)

Qgeom. is the source term for axisymmetric geometries:

Qgeom. =



0

0

(p− τθθ)Axy/V
0

0

0


(3.14)

Here, Axy is the projected area of the cell in the (x,y) plane.

Qchem. is the chemistry source term:

Qchem. =



0

0

0

0
Nmol∑
i

ΩV C
i +

Mion∑
j

ΩEC
j

Msω̇s


(3.15)

Here, ΩV C is the vibration-chemistry energy exchange source term, ΩEC is the electron-

chemistry energy exchange source term, Ms is the molecular weight and ω̇s is the mass

production source term. Qtherm. is the thermal energy exchange source term:
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Qtherm. =



0

0

0

0
Nmol∑
i

ΩV T
i +

Mspecies∑
j

ΩET
j

0


(3.16)

Here, ΩV T is the vibration-translation energy exchange source term, ΩET is the electron-

translation energy exchange source term. Qrad. is the radiation source term:

Qrad. =



0

0

0

−∇.qrad
−∇.qrad

0


(3.17)

3.2.2 Three-Dimensional Flows

In three dimensional Cartesian coordinates, the z-momentum equation is included and the

Compressible Navier-Stokes equations are expressed in the same conservative form. The

vector of the conservative quantities becomes:

U =



ρ

ρux

ρuy

ρwz

ρE

ρeve

ρYs


(3.18)

The inviscid component of the fluxes, F i, becomes:

22



3. Equations and Methods 3.3. Numerical methods

F i =



ρux

ρu2
x + p

ρuyux

ρuzux

ρEux + pux

ρeveux + peux

ρYsux


î+



ρuy

ρuxuy

ρu2
y + p

ρuzuy

ρEuy + puy

ρeveuy + peuy

ρYsuy


ĵ +



ρuz

ρuxuz

ρuyuz

ρu2
z + p

ρEuz + puz

ρeveuz + peuz

ρYsuz


k̂ (3.19)

The viscous component of the fluxes, F v, is transformed into:

F v =



0

τxx

τyx

τzx

τxxux + τyxuy + τzxuz + qx

qx,ve

Jx,s


î+



0

τxy

τyy

τzy

τxyux + τyyuy + τzyuz + qy

qy,ve

Jy,s


ĵ (3.20)

+



0

τxz

τyz

τzz

τxzuz + τyzuz + τzzuz + qz

qz,ve

Jz,s


k̂ (3.21)

3.3 Numerical methods

3.3.1 Finite volume Method

The finite volume method is based on a discretization of the integral forms of partial dif-

ferential equations, like the conservation equations, as stated in 3.9. This kind of space

discretization is suitable for flow problems, because it ensures that the discretization is

conservative locally and globally and it does not require a coordinate transformation to

be applied to unstructured and irregular meshes.

The method is based on integral formulation of the conservative equations. In 2D, the

conservation equations are applied to straight-edged quadrilateral cells. The boundaries

of the control volumes are labeled North (N), East (E), South (S), West (W) and the

computational node lies at the center of the cell. The basic structure of a two-dimensional
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control volume scheme for a structured grid is presented in figure 3.1. In 3D, finite-volume

cells are hexahedral with 6 quadrilateral surfaces interfacing the neighboring cells, called

North (N), East (E), South (S), West (W), Top (T) and Bottom (B). Flux values are es-

timated at midpoints of the cell. The advantage of the fact that the computational nodes

are assigned to the Control Volume center is that the nodal values represent the mean over

the control volume at higher accuracy, since it is a second order discretization scheme (O2).

Figure 3.1: The control volume method scheme. For the present case it is assumed that
δyn = δys = ∆y/2 and δxe = δxw = ∆x/2

The net flux through the control volume is calculated as the sum of the integrals over the

control volume surfaces (in 2D the surfaces are 4: N, S, W, E) and the integral conservation

equation is approximated with the following algebraic expression:

dU

dt
= − 1

V

∑
NESW

(F i − F v).n̂dA+Q (3.22)

, where U and Q represent cell-averages values.

3.3.2 Time stepping procedure

An operator-splitting approach (as described by Oran and Boris [7]) is used to perform

the time-integration of this ordinary differential equation (3.22). The physical phenomena

are handled in a decoupled manner, creating different time differentiations for the inviscid,

viscous, chemical and thermal phenomena and the boundary conditions are imposed on the

edges of the control volumes. Therefore, the time differentiation variable dU
dt is decomposed

into:
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(
dU

dt

)
inv.

=− 1

V

∑
NESW

(F i).n̂dA+Qgeom. +Qrad. (3.23)(
dU

dt

)
visc.

=− 1

V

∑
NESW

(−F v).n̂dA (3.24)(
dU

dt

)
chem.

= Qchem. (3.25)(
dU

dt

)
therm.

= Qtherm. (3.26)

3.3.3 Time discretization method

3.3.3.1 Explicit Method

As aforementioned, in the 2D solver, Eilmer3, the set of Ordinary Differential Equations

(ODE) is obtained by an operator-splitting approach. Thus, each physical process can be

handled by a more efficient integration scheme, which is useful for large chemical kinetic

models (see [31] for the chemical model).

For a better understanding,
−→
U is the vector containing all the conserved quantities previ-

ously described. It is obvious that
−→
U is time and space-dependent and can be written as

−→
U (−→x , t) for a one-dimensional problem. Once discretized in space and time, we end up

with:

Uni = U(x = xi, t = tn).

The next value of
−→
U , can be computed via the second order upwind scheme as:

Un+1
i = f(Uni , U

n
i−1, U

n
i−2).

Therefore, the value of the considered conservative variable in a cell at the next time step

(tn+1) can only be computed if the past values (tn) in the current and the two previous

cells are known.

3.3.3.2 Implicit Methods

The method used for implicit time integration for the steady state problems encountered

in this thesis, with the use of the 3D software, is the Lower-Upper Symmetric Gauss-Seidel

(LU-SGS) method. The scheme is based on a lower-upper factorization and a symmet-

ric Gauss-Seidel relaxation. The governing equations are discretized separately in space

and in time. This ensures that the steady state solution will be independent of the time

discretization procedure and therefore independent of the time step. The conservation

equations are transformed into a diagonally dominant form, in order to meet the stability

requirements of the relaxation method.

For the viscous flow cases, the contribution of the viscous terms is taken into account
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incrementally in order to ensure the stability of the method. Two types of implicit opera-

tor are implemented for the treatment of the viscous terms: the scalar approach and the

full-matrix approach. In the scalar approach, in order to maintain the diagonal form of

the LU-SGS method and to save computation time, the viscous Jacobian is approximated

by a scalar. In the full-matrix approach, the viscous terms are linearized assuming that

the transport coefficients are locally constant. For more details the reader can refer to [17]

3.4 Initial Conditions

The numerical solution of any Conservation equation, such as the Navier-Stokes requires

an initial solution in the flow-field, such that the algorithm is able to start iterating in

time. The final solution is not dependent on the initial solution theoretically, because the

numerical simulation should be able to converge with whichever initial solution. However,

more appropriate initial conditions, which better replicate the final state of the flow-field,

can accelerate the convergence of the algorithm. Keeping this in mind, the simulation

sequence performed using Eilmer3 is as follows:

� Inviscid calculations: For the inviscid calculations the inflow parameters are ap-

plied to the entire flow-field, i.e. the values of the conservation parameters of the

inflow (pressure, temperature, density, velocity, species mass fractions) are filled in

each cell of the domain.

� Viscous calculations: Since the inviscid calculation has already run and converged,

it is highly recommended that the initial solution for the viscous calculations is taken

from the final solution of the inviscid flow-field.

� Viscous Radiation and Ablation coupled calculations: In the same logic as the

above case, for quicker convergence the initial solution for the ablation and radiation

coupled simulations is taken equal to the final solution of the viscous simulations.

3.5 Boundary Conditions

The numerical solution of the Conservation equations (Navier-Stokes) requires the defini-

tion of some specific conditions on the boundaries of the domain, in order the algorithm

to be able to start iterating through space. Depending on the gas dynamic model imple-

mented each time, the boundary conditions are:

1. Inflow: The incoming flow is for every case filled with the free-stream values of

the conservative variables, i.e. the far-field density, pressure and temperature for

each trajectory point atmospheric height and the respective velocity of the vehicle

and denoted as a supersonic inflow. It is noted that the Apollo 4 had an incident
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angle of 25.5 deg, so there is not only a x-velocity component, but also a y-velocity

component in the incoming flow.

2. Outflow: The outflow is defined in every case as an extrapolation of the flow param-

eters, i.e. a supersonic outflow where the ghost-cell flow properties are extrapolations

of the adjacent interior cell properties.

3. Symmetry: In every case, the symmetry plane is recognized as an inviscid tangency

(Slip Wall), where the normal velocity in the ghost cells is a reflection of the velocity

in the interior cell.

4. Solid Wall: It is the boundary condition that is changed according to the flow

modelling, as it governs the thermodynamics and chemistry of the simulation. The

choice of the appropriate boundary condition lies on the following considerations:

� Viscosity: If the flow-field is considered inviscid, the wall boundary is considered

an inviscid tangency, i.e. an inviscid slip wall. If the flow-field is considered

viscous, the wall cannot be considered a slip wall any more, as the fluid will

have zero velocity relative to the boundary. Therefore, the boundary condition

for this case focuses on the conservation of energy. Four types of boundary

conditions are designated in the following section:

Adiabatic wall: A no-slip wall where the wall temperature is the same as the

cell-center temperature.

Fixed temperature: A no-slip wall where the wall temperature is specified

by the user as Twall in degrees K.

Energy balance: A variable temperature boundary condition that implies

a dynamic evolution of the wall temperature governed by a surface energy

balance at the wall interface. Along the normal direction to the wall interface,

this energy balance is expressed as follows:

qin + qout = 0 (3.27)

The incident heat flux consists of a convection and a diffusion component, while

the re-radiated heat-flux is calculated via a radiative equilibrium.

qin = qconv + qdiff + qrad (3.28)

qout = εσT 4
w (3.29)

,where σ is the Boltzmann constant and ε is the emissivity. Thus, equation 3.27

concludes in:

Tw =

(
−qconv − qdiff − qrad

εσ

)1/4

(3.30)
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Besides, as the heat flux depends on the wall temperature, the radiative equi-

librium wall temperature is evaluated via an iterative procedure.

Ablating boundary condition: A boundary condition that models the be-

havior of the ablative heat shield material via inducing a pyrolysis gas mass flow

at the wall. It also introduces in the flow-field the 9 carbon-hydrogen species,

apart from the 11 atmospheric ones, completing the 20 species chemical model

by Park, discussed in 3.6.1. For further details on the specific boundary condi-

tion the reader is referred to [19] and [24].

� Wall catalycity:

Non-catalytic wall: An extreme condition, making the wall completely in-

sensitive to kinetics. This boundary condition only applies the chemical com-

position in the cell closer to the wall. Thus, there is no production or depletion

on the wall interface.

Super-catalytic wall: Another extreme condition, which considers the wall

to be an infinitely efficient catalyst as it applies the free-stream chemical com-

position to the wall interface.

The ideal catalycity boundary condition should be modeled in between those

limits: it should consider the reaction kinetics due to the solid surface.

3.6 Thermochemistry

The gas dynamic equations of the previous sections are completed by a set of relations

between the various thermodynamic properties of the gas mixture. To close the equation

set the pressure must be related to the state vector. This relation depends on the model

used to describe the thermodynamic properties of the gas. In high-temperature hypersonic

flows with strong shocks, the the variation of the specific heats with temperature and/or

the effect of the dissociation of air have a large influence on the flow parameters and the

heat flux to the wall. In such conditions the flow cannot be modeled as an ideal gas mix,

as perfectly elastic collisions and caloric perfect behavior cannot be applied. There are

three main types of gas models that better estimate the gas state in hypersonic conditions

and used for the present calculations [43]:

� Equilibrium gas: This chemical state models the gas mixture as a fixed-composition

gas mix, which is assumed to be both in thermal and chemical equilibrium at local

thermodynamic conditions. It can be assumed that the gas is in equilibrium, when

the characteristic time for readjustment by the collisions between particles is much

smaller than the characteristic time of the fluid flow. This means that the energy of

the collisions is not high enough to lead to dissociation, ionization or even to storage

of energy in the internal degrees of freedom of the particles. Because both the

translational and rotational and the vibrational energy modes characteristic times
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are smaller than that of chemistry, a flow in chemical equilibrium is always assumed

to be in translational-rotational and vibrational equilibrium.

For flows in chemical equilibrium, the governing equations are similar to those for a

caloric perfect gas except for the equation of state, p = p (ρ, T ).

� Non-Equilibrium gas: As aforementioned, collisions between particles in which the

collision energy is so high that a particle dissociates or ionizes lead to dissociation

or ionization of the gas respectively. If the characteristic time for the readjustment

by collisions is of the same order of magnitude as the characteristic time of the

flow, the flow is in non-equilibrium. The thermally perfect gas (or just chemical

non-equilibrium) is the gas state, in which the gas components have all a perfect

(collisional) behavior but each component has all internal energy modes excited to

an equilibrium described by a single temperature.

For flows in chemical non-equilibrium, the governing equations are supplemented

with equations describing the mass conservation of the chemical species in the react-

ing mixture. As a result, the continuity equation has to be solved for each chemical

species.

� Thermal Non-Equilibrium gas:

As aforementioned, the collisions between free stream particles and molecules of

the dense shock layer excite the rotational, vibrational and electronic modes of the

molecules, and give rise to a non-equilibrium between the temperatures and energies

corresponding to these modes [14]. Generally, translational and rotational energy

modes require a few collisions to equilibrate, so they are usually considered in equi-

librium even for Hypersonic flow conditions, for the sake of time-saving. On the

other hand, chemical dissociation and vibrational excitation require more collisions

to reach their equilibrium state and non-equilibrium effects may be important for

hypersonic flow conditions, especially at high altitudes. With the assumption of

thermal non-equilibrium, a multi-temperature model is applied, in which every tem-

perature dictates a different energy mode [32]. This way, the total internal energy of

any species i is formed by the contributions of translational, rotational, vibrational

and electronic energies. The same applies to the thermodynamic and transport

properties of the gas mixture [13].

e = et + er + ev + ee

Molecules are presented with all energy modes, while only translational and elec-

tronic modes are associated with atoms and free electrons.

Modern non-equilibrium models ideally associate a modal energy ems depending on

temperature Tms for mode m for each species s. The internal energy of the gas

mixture of species is hence given by:
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e =
∑
s

ys
∑
m

ems(Tms) (3.31)

,where ys is the mass fraction of each species s in the gas mixture.

The model used in the present work is a commonly-used thermal non-equilibrium,

two-temperature model, developed by Park [31]. In the specific model, the system is

described by two temperatures: Ttr, which stands for the translation-rotation energy

mode of the heavy particles and Tve, which represents the distribution of vibrational,

electronic excitation and electron translation energies.

In the two-temperature model the total energy can be split into kinetic energy,

translation-rotation energy and vibration-electron-electronic energy:

E = etr + eve + 1
2~u~u

The internal energy e for Nmodes thermal modes is given by the sum of the specific

energy of each mode:

e =
∑Nmodes

m em

For the two-temperature model, the above equation is transformed into: e = etr+eve.

This means that every energy and heat-flux is defined as the sum of the two thermal

modes. For example, the conduction heat-flux term is defined as:

~qcond = ~qcond,tr + ~qcond,ve = −ktr∇Ttr − kve∇Tve (3.32)

3.6.1 Chemical modelling

Park’s chemical model developed in 2000 [31], used among simpler models in the present

work (e.g. 7 species model of atmospheric air gas mixture for the 3D cases), is an atmo-

spheric chemical model, including ablative materials emerging from PICA-like materials.

As can be seen in Table ??, it considers 20 species divided into three categories:

1. Air species: species that are present in the Earth’s atmosphere.

2. Ablative species: species that are emerging from the ablative wall as ablative gases.

3. Boundary layer species: species that are formed as the ablative species are broken

down as they pass through the boundary layer and the post-shock layer.
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Table 3.2: Chemical reactions considered in Park’s 2001 model

Reactions M A Ta[K] n Reactions M A Ta[K] n
Dissociation reactions

N2 + M −−⇀↽−− N + N + M All 7.021 113200 −1.6 O2 + M −−⇀↽−− O + O + M All 2.021 59360 −1.5
C 3.022 113200 −1.6 C 1.022 59360 −1.5
O 3.022 113200 −1.6 O 1.022 59360 −1.5
N 3.022 113200 −1.6 N 1.022 59360 −1.5
H 3.022 113200 −1.6 H 1.022 59360 −1.5
e– 3.024 113200 −1.6 H2 + M −−⇀↽−− H + H + M All 2.214 48300 0.0

C2 + M −−⇀↽−− C + C + M All 3.714 69900 0.0 H2 5.514 48300 0.0
CN + M −−⇀↽−− C + N + M All 2.514 87740 0.0
Neutral exchange
reactions

N2 + O −−⇀↽−− NO + N − 5.712 42938 0.42 CN + O −−⇀↽−− NO + C − 1.613 14600 0.10
NO + O −−⇀↽−− O2 + N − 8.412 19400 0.0 CN + C −−⇀↽−− C2 + N − 5.013 13000 0.0
CO + C −−⇀↽−− C2 + O − 2.017 58000 −1.0 CO + C2

−−⇀↽−− C3 + O − 1.012 41200 0.0
CO + O −−⇀↽−− O2 + C − 3.913 69200 −0.18 C3 + N −−⇀↽−− CN + C2 − 1.012 34200 0.0
CO + N −−⇀↽−− CN + O − 1.014 38600 0.0 C3 + C −−⇀↽−− C2 + C2 − 1.012 16400 0.0
N2 + C −−⇀↽−− CN + N − 1.114 23200 −0.11 C2H + H −−⇀↽−− C2 + H2 − 1.012 16770 0.0
Electron impact
ionization reactions

O + e– −−⇀↽−− O+ + e– + e– − 3.933 158500 −3.78 C + e– −−⇀↽−− C+ + e– + e– − 3.731 130720 −3.00
N + e– −−⇀↽−− N+ + e– + e– − 2.534 168200 −3.82 H + e– −−⇀↽−− H+ + e– + e– − 2.230 157800 −2.80
Associative ionization
reactions

N + O −−⇀↽−− NO+ + e– − 5.312 31900 0.0 N + N −−⇀↽−− N2
+ + e– − 4.47 67500 1.5

,where A is the frequency factor in
[
m3/mole

]N−1
s−1, Ta is the temperature that cor-

responds to the activation energy Ea in K and n is the temperature exponent of the

Arrhenius equation, that describes the temperature dependency of the reaction rates of

each reaction:

k = Aexp

[
−
(
Ea
RT

)n]
(3.33)

It should be noted that some species as HCN , CNO, NH and O+
2 are missing from the

model, even though their effects are particularly important in reentry conditions. Their

concentrations are small, while O+
2 presents no significant impact on chemical reactions

and radiation.

3.6.2 Chemical Kinetics

For an accurate characterization of the shock layer in atmospheric reentry, a good knowl-

edge of the species mass fractions consumed and produced by chemical reactions in the

shock layer is required. Therefore, apart from the species identified, the reactions and the

kinetics of the species should also be investigated. The 20 species identified in Park’s model

form a 24-reaction scheme (5 dissociation reactions, 12 exchange reactions, 4 electron im-

pact ionization reactions, and 2 associative ionization reactions). All those reactions are

governed by the chemical kinetics theory which deals with the reaction rates corresponding
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to the speed of reaction. These reaction rates must be computed in order the evolution

of the gases mixture composition and thus the chemical behavior of the flow field to be

described accurately.

An usual set of n chemical reactions involving Ns species needs to take into account a

parameter r to distinguish the different reaction. It can be described by:

Ns∑
i=1

νi,r[xi] 

Ns∑
i=1

ν ′′i,r[xi] (3.34)

Where xi is the species mole fraction and νi,r and ν ′′i,r are the stoechiometric coefficient.

Equation 3.34 can be split into two individual relations: one for the reaction going from

left to right and the other for that going from right to left. Let us denote by kf,r the

forward reaction rate coefficient and kb,r the backward one. Taking into account this

transformation and summing over all reactions we end up with the Law of Mass action

expressed in terms of mass production for a particular species α:

ω̇s = Mα

n∑
r=1

(να,r − ν ′′α,r).{kf,r
Ns∏
i=1

[xi]
νi,r − kb,r

Ns∏
i=1

[xi]
ν′′i,r} (3.35)

In equation 3.35 the forward and backward reaction rate coefficients can be expressed

using the equilibrium reaction rate constant kc:

kc,r =
kf,r
kb,r

= A.T η exp

(
−EA
RT

)
(3.36)

kc follows the extended Arrhenius law where EA is the activation energy , η is the temper-

ature exponent and R is the gas constant. In Park’s model, the Arrhenius law was defined

as:

k(T ) = C Tn exp(−Ta
T

), (3.37)

, where C, n and Ta (activation temperature) are presented in ?? for the Park 20 species

chemical model.

3.6.3 Transport properties

The choice of the chemistry model influences the transport properties required to solve

the Navier-Stokes equations, such as the gas mixture’s viscosity and thermal conductivity.

For the purposes of this section, the modelling of the fluid viscosity is further discussed.

In a given gas mixture, the collisions between the different particles (atoms, molecules,

ions, electrons) create an induced momentum transfer. The amount of momentum transfer

depends on the electromagnetic forces and, thus, on the shape and size of the particles

involved. The kinetic gas theory proposes the particles to be modeled as hard-spheres and

that is how Maxwell defined the following proportionality relation for the viscosity [40]:
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ηi ∝
(MiT )1/2

σ2
i

(3.38)

where M , T and σ denote respectively the molecular mass, absolute temperature in K and

hard-sphere diameter in Å.

When the collisions between particles are taken into account, the model of hard-spheres is

no longer suitable; so a correction factor is required in equation 3.38. This factor denoted

by ΩV is called collision integral [40]:

ηi = 26.69
(MiT )1/2

σ2
i ΩV

. (3.39)

In a similar way, thermal conductivity and mass diffusion can be expressed as below [41]:

Conductivity:

λi =
15

4

(
ηi ∗R0

Mi

)(
4

15

CpiMi

R0
+

1

3

)
(3.40)

Mass diffusivity:

Dij =
0.0188T 3/4

√
(Mi +Mj)/MiMj

pσ2
ijΩDij

(3.41)

Conclusively, microscopic interactions between particles govern the transport properties

of the fluid, which are defined as linear combinations of the collision integrals.

Therefore, collision integrals are fundamental inputs for modern computational tools, such

as Eilmer3. Moreover, as there is a collision integral for each pair of chemical species, a

Ns-species model requires 1/2 ·Ns ∗ (Ns−1) computations. So the present work needs 190

collision integrals as it is based on Park’s 20-species chemistry model.In Eilmer3, collision

integrals are entered as 4 coefficients of a 3-order polynomial interpolation in log T as:

log(πΩ) = A log3 T +B log2 T + C log T +D. (3.42)

3.7 Heat transfer modelling

3.7.1 Convection Modelling

The heat flux created on the surface of the solid because of the surrounding heating en-

vironment is transferred inwards the capsule body with means of conduction. Convective

heat transfer is modeled with the heat diffusion equation as follows:

~qconv = ~qcond + ~qdif = −κ∇T +
∑
s

hs ~Js +

∫
v

~Ivdv (3.43)

In the fluid domain heat is generated by the isentropic compression created by the shock,the

friction of the fluid on the solid surface, dissociation of the chemical species and by heat

radiation of the heated fluid due to the intensity of the flow velocity of an atmospheric
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entry. In presence of a moving fluid heat is transported mainly by convective heating. It

is usually described by Newton’s law of cooling:

˙qconv = hA(T∞ − Ts) (3.44)

,where Ts is the temperature on the body surface, T∞ is the free-stream temperature and

h is the heat transfer coefficient, which is dependent on the type of transfer media, gas or

liquid, the flow properties, such as velocity and viscosity and other flow and temperature

dependent properties.

Convection is usually used to describe the combined effects of heat conduction within the

fluid with diffusion mechanisms. Therefore, it is crucial to model diffusion in such a way,

so that the results obtained are accurate.

Molecular Diffusion

For the case of an ablating boundary surface, the mass balance equation must be taken

into consideration for the flux of chemical species entering or leaving the ablating surface.

With the assumption that no solid material is removed in a condensed phase, the mass

balance of species i at the surface is written as:

ρDij
∂Yi
∂n

∣∣∣∣
w

+ ṁc,i + ṁg,i = (ρivn)w +

Nreactions∑
r

ω̇i,r (3.45)

, where Dij is the binary diffusion coefficient, for two interacting components, Yi the mass

fraction of species i, ρ the density, v the velocity and ṁ the mass blowing for either gas or

char for the g and c subscripts respectively. The term ω̇i,r is the creation or destruction

of chemical species i during surface reaction r.

The diffusive species mass flux at the wall:

Jiw = ρDij
∂Yi
∂n

∣∣∣∣
w

(3.46)

expresses the relative motion of chemical species with respect to the motion of their mov-

ing center of mass. Di is the effective binary diffusion coefficient of each species i into the

gas mixture, i.e. the mass diffusivity. The higher the diffusivity of one substance relative

to another, the faster they diffuse into each other.

Thermal diffusion

Thermal diffusion affects the diffusion mass flux if there is a temperature gradient in

the flow-field. The diffusion mass flux exerted from thermal diffusion is equal to: JT =

nDT
1
T∇T , where DT is the thermal diffusion coefficient and n is the total number of
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molecules per unit volume. The induced diffusive heat flux is calculated:

qgas,diff = −ρ
∑
i

DThi

(
∂ci
∂y

)
w

(3.47)

All the calculations presented in this work have been solved for two diffusion models:

� Constant Lewis Number: The Lewis number in reacting flows, i.e. flows where there

is simultaneous heat and mass transfer by convection, is a dimensionless number de-

fined as the ratio of thermal diffusivity to mass diffusivity: Le = α
D , where α is the

thermal diffusivity and D the mass diffusivity. The thermal diffusivity is defined as:

α = κ
ρCp

, where κ is the thermal conductivity, ρ is the density and Cp is the specific

heat capacity and it relates the ability of a material to conduct thermal energy to

its ability to store thermal energy.

A simplified way to obtain effective individual species diffusion coefficients consists

in deriving them from an assumed constant Lewis number. This simplification is

based on the concept of individual species Lewis number changing little through the

reactive area of the hypersonic flow-field. However, such a simplification can hardly

be considered accurate, as the Lewis number is highly dependent on the temperature

of the mixture, which radically changes during reentry conditions.

� Ambipolar Diffusion in Two-Temperature Multicomponent Plasmas (Ramshaw-Chang

Model)

This approach [35] calculates the diffusional mass fluxes of the individual compo-

nents of species relative to the mass-averaged velocity of the fluid are calculated after

extracting the diffusion coefficients (binary molecular and thermal) from relations

containing collision integrals, such as the following:

Dij =
3k2BTiTj

16pµijΩ
(1)
ij (1,Tij)

,where kB is Boltzmann’s constant, µij = mimj/(mi +mj) is the reduced mass for

the pair (i,j), mi is the mass of a single particle of species i, Ω
(1)
ij (1, Tij) is a standard

collisional integral and Tij =
miTj+mjTi
mi+mj

.

3.7.2 Radiation Transport Modelling

Processes such as dissociation and ionization make the gas particles radiate electromag-

netic energy in the flow (radiative heating) and also transfer energy to the surface when

they collide with it (convective heating). The radiating gas can be either absorptive and

gain energy or transparent and emit energy in the flow-field.
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Radiation is a non-local phenomenon, i.e. electromagnetic energy emitted at one location

in a plasma field may be absorbed at any location within a line-of-sight of the origin. A

first order approximation of radiation transport is to assume an optically thin or thick

medium, representing the cases where 100% and 0% local re-absorption occurs. For atmo-

spheric entry shock layers, however, the actual local re-absorption is generally somewhere

between these two limiting cases. The tangent-slab model makes various simplifications

to the integro-differential equations governing radiative transport such that they can be

more easily solved.

However, the tangent-slab model has been shown to not accurately predict radiative heat-

flux due to shock layer curvature [8]. The accurate solution of the radiation transport

equations requires the discretization of the computational domain via ray-tracing. Such

an approach has been implemented by considering the radiation field as a discrete quantity

in Monte-Carlo models [16].

3.7.2.1 Radiation Source Term

The radiation source term in the Navier-Stokes equations is the negative divergence of

the local radiative heat flux vector −∇.−−→qrad. It can be related to the radiative intensity

which is defined by Anderson [1] as: radiative energy (dE) transferred in the r direction

crossing the unit area (dA) orthogonal to r, per unit frequency (dν), per unit time (dt),

per unit solid angle (dω) as can be seen in 3.48. For better understanding, the definition

of radiative intensity is schematically presented in 3.3.

radia�ng

gas

P

r

dω

dA

Figure 3.2: The schematic representation of the definition of Radiative intensity

Iν = lim
dAdωdνdt→0

[
dEµ

dAdωdνdt

]
(3.48)

Thus the radiation source term is written:

−∇.−−→qrad = −∇.
∫ ∞

0

−→
Iνdν (3.49)

For applications to computational grids it is convenient to express equation 3.50 as the
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difference between local emission and absorption:

−∇.−−→qrad =

∫ ∞
0

∫
4π
κνIνdωdν − 4π

∫ ∞
0

jνdν (3.50)

Where κν is the spectral absorption coefficient and jν is the spectral emission coefficient.

3.7.3 Flow-field Radiation coupling

A useful parameter for estimating the degree of radiation flow-field coupling is the Goulard

number:

Γ =
2q̇rad

1
2ρ∞u

3
∞

(3.51)

, where q̇rad is the radiative heat flux incident at the stagnation point, ρ∞ the free-

stream density and u∞ the free-stream velocity. The Goulard number is a measure of

the conversion of energy flux in the free-stream to radiative energy flux incident on the

vehicle. When the Goulard number becomes large (Γ > 0.01) radiation flow-field coupling

should be taken into consideration due to significant levels of radiative flux through the

shock layer.

3.7.3.1 Transport models

A variety of models are implemented in the Flow-field Solver for the radiative source term

to be calculated:

1. Optically-thin model

The optically-thin model neglects re-absorption, transforming 3.50 into:

−∇.−−→qrad = −4π
∫∞

0 jvdv.

For the radiating shock layers of hypersonic reentry cases, the majority of the radia-

tive emission is located in the vacuum-ultraviolet spectral region where re-absorption

is significant. The optically-thin model will therefore substantially overestimate the

radiative divergence, and is not an appropriate model for this work.

2. Tangent-slab model

The tangent-slab model allows the effect of re-absorption to be modeled while avoid-

ing a complete directional integration of the local intensity field. A one-dimensional

variation of properties is considered along each line-of-sight normal to the vehicle

surface. Computationally, a line of cells is used to represent the normal line-of-sight

as demonstrated in figure 3.3. This is a good approximation to the body normal

direction for the shock-aligned grids (such as the ones built for blunt reentry bodies).

If a single column of blocks is used to define the computational domain between the
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inflow and vehicle surface boundaries, the tangent-slab model is realisable, as all the

information required for the calculation is contained in the local block.

Figure 3.3: Schematic of tangent-slab calculation domain along lines of cells on a multi-
block grid

Given that the infinite-slab arrangement will result in zero net radiative flux in the

transverse directions, the definition of the radiative divergence for slab i reduces to:

−(∇~qrad)i = −
(
∂qrad
∂s

)
i

= −(qrad(i+1)−qrad(i))
∆si

,where q
(i)
rad is the radiative flux at the ith cell interface (i.e. preceding the cell from

right-to-left) and ∆si is the width of the cell in the (approximately) body normal di-

rection. The solution for the radiative flux in a gaseous medium between two parallel,

infinite-slabs is a function of the spectral optical thickness τv. If the computational

domain is a collection of Nslabs isothermal slabs with the spectral range discretized

into Nv frequency intervals, the radiative flux at interface i can be expressed as:

q
(i)
rad =

∑Nv
k=1 2πIvk,wallE3

(
τ

(i)
vk

)
+2π

∑Nslabs
j=1 S

(j)
vk

[
E3

(∣∣∣τ (i)
vk − τ

(j)
vk

∣∣∣)− E3

(∣∣∣τ (i)
vk − τ

(j−1)
vk

∣∣∣)]∆vk

,where S
(j)
vk is the source function for the ith isothermal cell at vk frequency, Ivk,wall

is the intensity emitted by the wall and the optical thickness τ
(i)
vk is calculated as:

τ
(i)
vk =

∑i
l=1 κ

(l)
vk∆sl

The En term is the nth order exponential integral with form:
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En(x) =
∫∞

1 ω−nexp(−ωx)dω

The E3 curve fit that is implemented in the tangent-slab model is a semi-empirical

formula:

E3 = 0.0929e−4.08x + 0.4071e−1.33x

The intensity emitted by the wall with emissivity εwall is calculated:

Iv,wall = 2πεwallσT
4
wall

,where Twall is the black-body wall temperature.

3. Ray-Tracing Models

The basic principle of ray-tracing based models is the direct numerical integration

of the radiant energy field over direction and space via the generation of a radiation

sub-grid mapped over the CFD grid. The radiation sub-grid consists of rays dis-

tributed iso-directionally from each point of interest in the flow-field, with the flow

state and radiation spectra defined at distributed points along each ray. An example

of a radiation sub-grid on a simple axisymmetric CFD grid is illustrated in figure 3.4.

Figure 3.4: Example of a radiation sub-grid on a simple 2D axisymmetric grid

The ray-tracing model developed and implemented in the flow-field solver Eilmer3

uses the radiative sub-grid to transport packets of radiant energy through the com-

putational domain. This is similar to a photon Monte-Carlo method in that radi-

ation is treated as a discrete quantity rather than a continuous field. However the

ray-distribution is kept uniform and energy attenuation is modeled in a statistical

fashion.

Mathematical formulation
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The total radiative divergence for a finite-volume cell is calculated as the difference

between the total emissive power Eems. and absorptive power Eabs. divided by the

cell volume V :

−∇.−−→qrad =
− (Eems. − Eabs.)

V
(3.52)

,where:

Eems.=

∫
V

∫ 4π

0

∫ vmax

vmin

jvdvdωdV =

Nems.rays∑
r

Nv∑
n

Er,n (3.53)

Eabs. =

Nabs.rays∑
r

Nv∑
n

(−∆Er,n) (3.54)

,where Nabs.rays is the total number of ray segments traversing the current cell,

Nems.rays is the total number of rays emitted by this cell and the frequency domain

has been divided into Nn intervals between nmin and nmax. Er,n is the power carried

by a photon packet n with frequency interval ∆vn from ray r with solid angle ∆r:

Er,n = jv∆vn∆rV (3.55)

The radiative power lost by a photon packet n while traversing from point si to sf

along a ray is calculated from:

−∆Er,n = −
(

1− e−κvn (s)∆s
)
Er,n(si) (3.56)

, where ∆s = sf − si. Similarly, the radiative heat flux incident on any wall element

qrad is calculated as the sum of the remaining energy from all incident rays Ninc.rays

divided by the wall element area A:

qrad =
Eabs.
A

=

∑Ninc.rays
r

∑Nv
n Er,n

A
(3.57)

Ray-tracing and radiation sub-grid

The ray-tracing method for planar and axisymmetric grids of quadrilateral cells is

based on the creation of a radiation sub-grid and the connection of this to the main

flow-field grid. The radiation sub-grid coordinates of a point at distance L along a

ray with elevation and azimuth angles φ and theta, originating from position x0, y0

are defined as:
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x́=x0 + Lcos(φ)cos(θ) (3.58)

ý=y0 + Lsin(φ) (3.59)

ź=Lcos(φ)sin(θ) (3.60)

(3.61)

The corresponding CFD grid coordinates are then calculated from the following

transformation (in 2D application):

x=x́ (3.62)

y=
√
ý2 + ź2 (3.63)

This transformation has the effect of reflecting rays intersecting the symmetry axis

at y = 0, as required. For planar geometries the radiation sub-grid is formed in the

xy plane as the CFD domain is symmetrical along the z axis.

The core of the ray-tracing method is a cell searching algorithm that allows the

radiation sub-grid to be mapped onto the CFD grid, such as the one shown in

Figure 3.5

Figure 3.5: Example of mapping of the radiation sub-grid onto the CFD grid
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Chapter 4

Simulations in 2D

This chapter presents the overall procedure to set up and run a simulation on Eilmer3,

the two-dimensional solver, developed by the University of Queensland, Australia, and the

main results of the present calculations.

4.1 Eilmer3: The code

For the two-dimensional simulations of the Coupled Radiative Flow-field around the Apollo

Command Module the code Eilmer3 was used for pre-processing and running, as well as

post-processing the cases, along with a visualization software, Paraview. Eilmer3 is a

transient compressible flow simulation code, developed by the Center for Hypersonics of

the University of Queensland, Australia and is based on the finite volumes discretization

method. The code is written in C++ and Python.

The code can solve transient compressible flow problems in two or three dimensions on a

generated block-structured grid, which defines the flow domain. Various features of hy-

personic flows, such as ablation models, thermal radiation and chemical models, are still

being developed and updated, making the code particularly useful for atmospheric entries.

The flow solver implemented in Eilmer3 is one of explicit type, which means that the

values of conservative variables at the next time step (n + 1) can be computed directly

via the discretization scheme, using the already known solution at the current time step

n. This is usually what triggers stability issues, that need to be controlled by the Courant

number in the CFL number (C in CFL = C× Dt
Dx . For this reason, Eilmer3 and generally

explicit solvers generally require specific and small time steps for finer grids.
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4.1.1 Simulation procedure

Eilmer3 is practically an integrated collection of programs that prepare, run and post-

process the simulation. Running a simulation in Eilmer3 is essentially done in three steps:

1. Pre-processing:

The program e3prep.py is responsible for creating the grid and the initial solution

for the simulation, using as an input file a python script, which contains all the

information needed: gas model and flow states, the blocking and grid construction,

boundary and initial conditions for the simulation, and some general and control

parameters. After this step, a .svg sketch of the blocking, the initial solution files

and other files required for the simulation, such as the time integration files, will be

created.

2. Simulation:

The execution of the simulation is performed by either the program e3shared.exe

or the program e3mpi.exe, depending on whether the simulation is done on one or

multiple processors (in parallel). The files created by the simulation are the flow

data and the heat flux files at subsequent times.

Moreover, the program e3rad.py can be used to calculate the radiative heat fluxes

around the body, by solving the heat transport equations, using an existent converged

solution.

3. Post-Processing:

The final step is done with the program e3post.py, whose purpose is to make the

results of the simulation human-readable, by reformatting the flow solution data

or the heat flux files to produce files suitable for a data viewing program, such as

Paraview or GNU-Plot. Moreover, it is used to run the tangent slab calculations

for radiations, as the tangent slab model doesn’t solve the heat transport equations.

Finally, .dat files are created during post-processing containing information on flow

properties or heat-fluxes along certain streamlines of the flow (such as the stagnation

line or a line on the body surface).

4.2 Results Discussion

During the present work simulations were run in order to validate the computational effi-

ciency and the accuracy of results of the Eilmer3 solver. The simulations were performed

for three specific trajectory points (see Table 2.1 of the actual flight path of the Apollo

capsule. The results will be compared with empirical correlations and actual flight data.

The Apollo 4 geometry was modified in order to reduce the computational expense. Indeed,

the capsule was modeled in two dimensions and the computational domain was reduced

to the fore-body, whereas the wake region was ignored. As the radiative heat flux at the
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stagnation point of a blunt body is governed primarily by the shock standoff, it becomes

possible to define a 2D equivalent sphere. From Schlieren studies carried out by Ried et

al (ref.Ried et al.), Park (ref.Parkstagnation) chose a sphere of 2.85m radius, which gave

the same shock standoff as seen on the Apollo 4 geometry at 25.5 deg angle of attack.

In this study, the same equivalent sphere radius is used in order to be able to verify the

results from Eilmer3 with Park’s results. Indeed, the final geometry implemented in the

2D simulations is the one depicted in figure 4.1; it consists of the equivalent sphere of

Apollo 4, while the case is built as axisymmetric. The boundary conditions are the same

for each case for the inflow, outflow and symmetry boundaries, whereas it changes on

the wall surface, according to the case simulated each time. More specifically, the east

boundary of the domain changes from a slip-wall for an inviscid calculation to an energy-

balance surface for a viscous calculation and to an ablative boundary condition for an

ablation calculation.
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Figure 4.1: Blocking of the domain of the Apollo 4 fore-body for a viscous case, with
and without ablation

4.2.1 Pre-processing

The viscous simulations are initialized with the converged inviscid case, which is set up

with a coarser mesh, preventing the solution to diverge when inserting the viscous effects.

Once the flow is well established from the inviscid solution, the viscous effect is added

incrementally. The transport properties (e.g. viscosity) are incremented at each time step

for stability reasons as stated in the relation: µn+1
i = µni × Finc, where Finc is the incre-

mental factor, which for the present calculations was set to 1 · 10−5 .

The generated mesh for the inviscid and viscous cases for the 2nd trajectory point, which

is also the peak radiative heating point, is presented in figure 4.2. It is worth mentioning

that for the viscous cases the mesh was not only refined at the boundary layer region,
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but also on the edge of the shock layer, in order to capture the generated shock wave (see

figure 4.2c). The mesh used for the inviscid case was selected to be an 8 × 8-multi-block

mesh of 100 × 100 cells, after investigating the solution’s independence of the mesh. On

the other hand, the viscous mesh was an 8 × 8-multi-block mesh of 160 × 160 cells. The

mesh is divided into 64-blocks for computational efficiency. This extreme values of divided

blocks are implemented due to the size of the domain. Both the selected meshes showed

good convergence results, as the energy and mass residuals dropped to the order of 10−5.

(a) Mesh for inviscid flow (b) Mesh for viscous flow

(c) Detail of the mesh for a viscous flow: Pres-
sure field illustrated, capture of the shock

Figure 4.2: Meshing of the domain for an inviscid and a viscous flow calculation

4.2.2 Comparative results for one trajectory point

The following section discusses the results for the peak radiative heating point of the Apollo

4 trajectory, 2nd of the three presented points, named T2, in table 2.1. Comparisons

are made for inviscid versus viscous flow models, with or without an ablative boundary

condition implemented. Furthermore, a comparison of two diffusion models, the Constant

Lewis Number and the Ramshaw-Chang ones, is performed.
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4.2.2.1 Flow-field results

Figures 4.3 and 4.4 show the velocity and the temperature profiles respectivelly along the

stagnation line for the inviscid and viscous cases, with and without ablation and with the

two diffusion models. The results are considered valid. At approximately a distance of

15 cm from the stagnation point, the u-velocity values suddenly reduce to values close to

zero, while the temperature values (both translational-rotational and vibrational-electronic

ones) suddenly increase and then drop again. This indicates the existence of a strong shock

wave across the fluid flow. For both the inviscid and viscous flow models the shock standoff

distance is calculated equal to 14.9 cm from the wall surface, whereas for the ablation

cases the shock stand-off distance is shifted further away from the wall surface, at 16.1

cm. Moreover, for the ablation cases with the Constant Lewis Number diffusion model

the shack standoff distance is larger than the one calculated with the Ramshaw-Chang

diffusion model, whereas, the translational-rotational peak temperature for the same cases

is also higher, shown in figure 4.4. Finally, from the v-velocity graphs, the change of the

flow direction in the shock layer is also evident.
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Figure 4.3: Velocity profile along the stagnation line, T2, investigation of ablation effects
and diffusion model
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Figure 4.4: Temperature profile along the stagnation line, T2, investigation of ablation
effects and diffusion model

The species mass fractions’ profiles in the shock layer are presented in figure 4.5 for the

ablation case. The graphs are illustrated in a logarithmic scale. The calculation was

performed with the 22-species gas model, presented in section 3.6.1. As ablative species

have been injected in the gas mixture the composition of the gas mixture of air and ablative

species has been highly modified. In the region close to the wall the main ablative species

is carbon and its mass fraction on the wall is more than ten times higher than the following

highest mass fractions. The ablative mass fractions never become significant compared

to the air species mass fractions. It should also be noticed that the ablative species are

present in an extremely small region close to the wall surface (≤ 14mm), compared with

the shock-standoff distance (≈ 15cm).
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Figure 4.5: Species mass fractions along the stagnation streamline, T2, ablative viscous
flow

4.2.2.2 Heat flux calculations

For each case, viscous with or without the ablative boundary condition taken into consid-

eration, the heat fluxes were calculated during the simulations. In the following section

the calculated heat fluxes (conductive and convective) are compared between the cases

with or without ablation. Two diffusion models were used and the results they gave are

also compared in this section.

Figure 4.6 illustrates the conductive and diffusive heat flux participation in the heat flux

field along the capsule’s wall for a viscous case without ablation. As it is easily extracted,

the diffusive heat flux can be considered insignificant in this case.

Figure 4.7 illustrates the convective heat flux on the wall of the Apollo 4 capsule, as

calculated with the use of the Ramshaw-Chang and the Constant Lewis Number Diffusion

Models. It is observed that the Constant Lewis Number diffusion model calculates a

conductive heat flux almost twice the value of the the one calculated with the Ramshaw-

Chang model. As it will be shown in section 4.2.4.1, the values of convective heating for
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large nose radii are particularly small. Thus, the Ramshaw-Chang Model is considered

more appropriate for this simulation case.
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Figure 4.6: Conductive and Diffusive heat flux for the viscous non-ablation case, second
trajectory point
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Figure 4.7: Convective heat flux for the viscous non-ablation case, second trajectory
point. Comparison of diffusion models
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4.2.2.3 Radiation Calculations

The viscous converged simulation is used as a starting point for the Radiation calculations.

Radiation calculations are also performed for the ablation cases, considering the 10 more

ablative species. Calculations were run assuming the QSS (=Quasi Steady State) non-

equilibrium electronic level population model, whereas two different radiation transport

models were investigated: the tangent slab and the Monte-Carlo ray-tracing method (with

16 rays). It is worth noticing that the e3rad.exe executable file that is used for the Ray-

Tracing Approach is not calculating the spectra in the case, just the radiative heat flux

in the flow-field. In order for spectral data to be calculated for these cases, the solution

should be post-processed with the tangent slab approximation. The radiation library used

for the radiation calculations is the photaura library implemented in Eilmer3.

The spectral wavelength range was considered between 60 ≤ λ ≤ 4000nm, as most of the

existent data used the spectral range of (0.06-4 µm). The radiators considered are the

following:

C, O, N, H, CO, C2, N2, CN, NO, O2, H2, O+, H+, N+, NO+, N2
+, e–

The radiators considered in the QSS non-equilibrium electronic level population model are

the following:

C, O, H, CO, C2, O2

It is noticed that the species containing N were proved to be unstable for the QSS popu-

lation model and therefore were not taken into consideration.

Figure 4.8 illustrates the spectral flux and the integrated flux calculated with the tangent

slab radiation transport method for the second trajectory point, which is also the peak

radiative point. It is noticed that above 50% of the total integrated flux is reached in

the wavelength range between (0.06-0.2 µm), which is designated as the VUV (=Vacuum-

Ultra-Violet) range. However, the spectral lines above 700 nm have a valid contribution

in the total spectra of the case. Figure 4.9 is illustrating the calculated spectra with the

tangent slab model, divided into specific wavelength regions, in order the spectral lines that

mostly contribute to the total spectra of the case to be identified. Figure 4.11 illustrates

the results obtained by the cases with ablation. It is obvious that in the VUV region the

spectra is not much differentiated. However, as illustrated in figure 4.11, the effect of the

ablative species is more evident in the visible region of the wavelength range, as the whole

spectra graph in this region appears to be more energetic. It should be noted that the

lines expected from the ablative species are most commonly expected in the visible region

of the spectra.
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Figure 4.8: Spectral and integrated heat flux, peak radiative heating point, tangent slab
radiation transport model
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(b) Spectra in wavelength range 210-460 nm
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(c) Spectra in wavelength range 420-710 nm
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(d) Spectra in wavelength range 700-810 nm

800 850 900 950 1000 1050 1100 1150 1200
 Wavelength (nm)

0.0

0.5

1.0

1.5

2.0

2.5

S
p
e
ct

ra
l 
fl
u
x
 (

W
 /

 m
2

)

1e14

(e) Spectra in wavelength range 800-1200 nm
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Figure 4.9: Spectral heat flux, peak radiative heating point, tangent slab radiation
transport model. Divided spectra into specific important regions of the wavelength range

55



4.2. Results Discussion 4. Simulations in 2D

200 400 600 800 1000 1200
 Wavelength (nm)

0

1

2

3

4

5

6

7

8

S
p
e
ct

ra
l 
fl
u
x
 (

W
 /

 m
2

)

1e14

(a) Spectra in wavelength range 50-1200 nm

60 80 100 120 140 160 180 200
 Wavelength (nm)

0

1

2

3

4

5

6

7

8

S
p
e
ct

ra
l 
fl
u
x
 (

W
 /

 m
2

)

1e14

(b) Spectra in wavelength range 50-200 nm
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Figure 4.10: Spectral heat flux, peak radiative heating point, tangent slab radiation
transport model, ablation included
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(a) Viscous case, no ablation
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(b) Viscous case with ablation

Figure 4.11: Spectral heat flux in wavelength range 200-1200 nm, peak radiative heating
point, comparison of ablation and no-ablation cases

Figure 4.12 illustrates the radiative divergence, ∇.qrad, along the stagnation streamline. As

shown, the radiative divergence is highly perturbed across the shock-wave line, at 14.5 cm.

It drops to −3 · 108 W/m3 for the wavelength range (0.2-4 mm) and to −0.6 · 108 W/m3

for the wavelength range (0.06-4 µm), which means re-absorption in the shock layer is

stronger if the VUV-range is excluded from the calculations.

Figure 4.13 presents the radiative heat flux profile along the wall surface of the capsule for

the viscous no-ablation case, calculated with the Constant Lewis Number Diffusion Model

and for the wavelength range between 0.05-1.2 µm. In comparison with the also illustrated

conductive heat flux on the surface, the radiative heat flux is approximately 60− 80% of

the overall heating for the case of the Apollo 4 vehicle. Both the calculations with the

Discrete Transfer and Tangent Slab radiation transport models agree on the results of the

heat flux on the surface. It is also noticed that the radiative heat flux calculated with the

Monte-Carlo method is unstable for the case of this wavelength range. As it will be shown

in the next section, the results for the Monte Carlo calculations for the wavelength range

between 200-1200 nm are more stable and acceptable.
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Figure 4.12: Radiative divergence along stagnation streamline, Peak radiative heating
point, Tangent slab radiation transport model
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Figure 4.13: Conductive and Radiative heat fluxes for wavelength range (0.05-1.2 µm)
along wall surface, Peak radiative heating point
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4.2.3 Trajectory points comparison

The following section discusses the comparative results for three points of the Apollo 4

trajectory in table 2.1. Comparisons are made for viscous cases with and without ablation.

Figure 4.14 illustrates the velocity profiles for the two first trajectory points for the case of

viscous flow, with and without ablation effects. The results show that the 1st trajectory

point is less affected by the ablation condition. From the temperature profiles along the

stagnation streamline (figure 4.15, it is observed that the translational-rotational temper-

ature value for the ablation cases is slightly higher than the one for the viscous-no-ablation

cases.

The convective heat flux along the wall surface of the capsule for the three trajectory

points is compared in figure 4.17, using the Constant Lewis Number Diffusion model and

not taking into consideration the ablation effects. For this diffusion model, the second

point is the peak heating point of the trajectory. Figure 4.16 shows the calculated con-

ductive heat fluxes along the wall surface of the capsule, utilizing the Ramshaw-Chang

diffusion model. The conductive heat flux is smaller in the case of an ablative wall bound-

ary than it is for a non-ablative wall for each trajectory point. Therefore, the reduction of

the conductive heat flux on the wall validates the use of the ablative boundary condition,

as the ablative species injected from the TPS shift the shock wave further away from the

capsule’s solid wall. Moreover, with the use of the Ramshaw-Chang diffusion model, the

3rd trajectory point is considered the peak heating point.

The radiative heat flux along the surface is calculated with the use of both the Monte-Carlo

radiation photon transport model (a ray-tracing method) and the tangent slab model for

the three trajectory points. The results presented in figure 4.18 are the ones obtained

from the radiation calculations in the wavelength range between 200-1200 nm with bot

the radiation transport models. For both cases the conductive heat flux presented is the

one calculated with the Ramshaw-Chang diffusion model for the second trajectory point.

It is observed that the radiative heat fluxes calculated with the Monte-Carlo method are

greater than the ones calculated with the tangent slab model, therefore, the tangent slab

model underestimates a little the heat flux calculations. Furthermore, the radiative heat

flux along the wall surface that is calculated with the Monte-Carlo photon method is not

so smoothly distributed. That is pointed out as a code-issue, and is currently investigated

in order to be resolved. in any case, the calculated
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Figure 4.14: Velocity profiles for the two trajectory points, viscous flow with and without
ablation
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Figure 4.15: Temperature profiles for the two trajectory points, viscous flow with and
without ablation
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Figure 4.16: Convective Heat flux along wall surface, Constant Lewis Number diffusion
model, viscous flow without ablation
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Figure 4.17: Conductive Heat flux along wall surface, Ramshaw-Chang diffusion model,
viscous flow: Investigation of trajectory points heating and ablation effects
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Figure 4.18: Maximum Conductive and radiative heat fluxes (for wavelength range [0.2-
1.2 µm]) for the three trajectory points, Ramshaw-Chang model, viscous flow without
ablation

4.2.4 Validation of the results

The following section discusses the comparison of the results obtained in the present work

with results occurring from widely-used correlations for the computation of convective and

radiative heat fluxes and results previously obtained by Park [29].

4.2.4.1 Semi-empirical correlations

Certain studies have been conducted in the aim of formulating an empirical solution of

the convective ([4], [11]) and radiative([39], [25]) heat transfer. The present work uses

the Fay-Riddel correlations for convective heating and the Tauber-Sutton correlation for

radiative heating. The present results will also be compared to the results obtained by

Park [29] and the ones obtained by Ried et al. [36]. The implemented correlations are

based on the equation 4.1, where the characteristic length is assumed to be the blunt

body radius, RN . The semi-empirical correlations predict the convective heating to be

proportionally increased with increase of the flight velocity, but inversely proportional to

the square root of the nose radius of the capsule.

Qconv ∝
√
ρ

L
U3
∞ (4.1)

62



4. Simulations in 2D 4.2. Results Discussion

4.2.4.2 Bertin

As shown in Bertin [4], an approximate value for the stagnation-point heat-transfer rate

can be calculated using the nose radius, the free-stream density, and the free-stream ve-

locity:

qt = Cρ0.5
∞ U3

∞/R
0.5
N

,where C is a constant with a value that depends on the units chosen to describe the other

parameters, ρ∞ and U∞ are the free-stream values of density and velocity respectively

and RN is the nose radius of the reentering vehicle. It is therefore stated that, as the

stagnation-point convective heat-transfer rate depends on the stagnation-region velocity

gradient at the edge of the boundary layer, the nose radius of the body clearly affects the

thermodynamic state in the region: the smaller the nose radius, the higher the stagnation-

point convective heat-transfer rate.

4.2.4.3 Fay-Riddel

In 1958, Fay and Riddel developed what is now the most commonly used empirical corre-

lation for the prediction of stagnation point convective heat transfer to a blunt body [11].

The conditions considered included either fully catalytic or non-catalytic walls and either

frozen or equilibrium boundary layers. The correlations for each case are presented below:

For an equilibrium boundary layer:

(Qconv)0 = 0.76Pr−0.6(ρeµe)
0.4(ρwµw)0.1

√(
dUe
ds

)
0

(h0 − hw)

[
1 + (Le0.52 − 1)

(
hD
h0

)]
(4.2)

For a frozen boundary layer with a fully catalytic wall,

(Qconv)0 = 0.76Pr−0.6(ρeµe)
0.4(ρwµw)0.1

√(
dUe
ds

)
0

(h0 − hw)

[
1 + (Le0.63 − 1)

(
hD
h0

)]
(4.3)

For a frozen boundary layer with a non-catalytic wall,

(Qconv)0 = 0.76Pr−0.6(ρeµe)
0.4(ρwµw)0.1

√(
dUe
ds

)
0

(h0 − hw)

(
hD
h0

)
(4.4)

In the above equations, Pr is the Prandtl number, ρ and µ are the density and viscosity, h

is the enthalpy and Le is the Lewis number, Le =
ρD12cp
k

, which is assumed constant. The

subscripts e and w refer to conditions at the boundary layer edge and the wall respectively

while the subscript 0 refers to the stagnation values. The term hD is the dissociation
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enthalpy and is calculated as follows:

hD =
∑
i

Yi(∆hf )0
i (4.5)

,where Yi is the mass fraction of species i and (hf )0
i is the enthalpy of formation of species

i.

The velocity gradient,

(
dUe
ds

)
has a significant effect on the solution to the above equa-

tions. Therefore the method used to calculate it is extremely important. This term was

calculated by Fay and Riddel via applying the one-dimensional momentum equation for a

near stagnation point streamline and Newtonian theory, resulting in:

(
dUe
ds

)
0

=
1

RN

√
2(p0 − p∞)

ρ0
(4.6)

where RN is the nose radius, p0 and ρ0 are stagnation pressure and density respectively

and p∞ is the flow pressure.

4.2.4.4 Martin

The analysis developed by Martin [25] indicates that the gas-to-surface radiation for a

reentry vehicle may be estimated as:

qr,t = C RN

(
ρ
ρSL

)1.6 (
U∞

10000

)8.5
where C is a constant with a value that depends on the units of the other parameters.

As it is observed from the above relation, the radiative heating rate is proportional to the

nose radius; thus, the bigger the nose radius, the higher the stagnation point radiative

heat-transfer rate.

4.2.4.5 Tauber-Sutton

Tauber and Sutton [39] formulated an analytical expression, equation 4.7 to calculate the

stagnation-point radiative heating for re-entry into Terrestrial and Martian atmospheres.

In this project, only Earth re-entry has been studied and hence only parameters associated

with this case are given below.

(Qrad)0 = CRaNρ
b
∞f (U∞) (4.7)

where radiative heating is in W/m2, nose radius (RN ) in m and density (ρ∞) in kg/m3.

For Terrestrial cases, the values of C, a and b are given:
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C = 4.736× 104

a = 1.072× 106U−1.88
∞ ρ−0.325

∞ (4.8)

b = 1.22

and the velocity function f(U∞) is found from table 1 in [39]. Equation 4.7 is valid for

earth entries for flight speeds between 10-16km/s, altitudes of 72 to 54km and nose radii

varying between 0.3− 3.0m.

4.2.4.6 Results Discussion

The comparative results between correlations, previously obtained results and the results

obtained in the present study are summarized in Table 4.1. The values of all the calcu-

lated values of correlations are taken from [29]. The radiative heat flux values are the

ones calculated with the use of the Monte-Carlo radiation transport model. It is also

noticed that, although in the beginning the radiation calculations were performed in the

wavelength range between 0.06-4 mm, the spectra analysis (see figure 4.8) revealed that

the wavelength range from 1.2 to 4 mm could be ignored, as its participation in the total

spectra is minimum.

Value at mission time
Quantity 30,024 s 30,032 s 30,040 s

Free-stream velocity (m/s) 10, 511 10, 252 9, 798
Free-stream density (kg/m3) 1.73 · 10−4 3.41 · 10−4 5.01 · 10−4

Flight Ir,w(0.24) (W/(cm2sr)) 10.5 25 16
Flight qr,w(0.064) (W/(cm2)) 111 264 170

Ried et al. qr,w(0.064) (W/(cm2)) 137 300 179
Tauber-Sutton qr,e(0.064) (W/(cm2)) 169 237 149
Fay-Riddel qc (W/(cm2)) 176 230 176

Park shock standoff distance (cm) 14.1 15.1 15.1
Park qr,w(0.064) (W/(cm2)) 97.9 168 117
Park qc,radiation uncoupled (W/(cm2)) 94.6 118 153

Present study
Shock standoff distance (cm) 14.5 15.8 14.8
qr,w,MC(0.064) (W/(cm2)) 139.1 242.7 164.7
qr,w,MC(0.24) (W/(cm2)) 65.8 109 104
qc,viscous (W/(cm2)) 393 405.8 492.7
qc,ablation (W/(cm2)) 136 289.5 382

Table 4.1: Comparison results for the convective and radiative heat fluxes for the Apollo
4 front body

From the above table, it is observed that the results obtained in this study are qualitative

valid. They are consistent with all the correlations and previous studies. The calculated

convective heating values are a little higher than the Fay-Riddel correlations and Park’s
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results, but still consistent. The extreme difference in the calculated convective heat

flux for the third trajectory point could be addressed to the fact the Park used different

equations for the first two trajectory points and the third one, in order to calculate the

convective heatflux with the Fay-Riddel correlation. For this work, a calculation of the

same values was performed, using only the form of the Fay-Riddel correlations for a frozen

boundary layer with a fully catalytic wall and the values calculated were:

Fay-Riddel qc (W/(cm2)) 135 288 537
qc,ablation (W/(cm2)) 136 289.5 382

It seems that the third point should not be addressed as a case of a frozen boundary

layer with a fully catalytic wall, as the value calculated is 1.5 times higher than the one

calculated with the simulations, whereas the values for the other two points correlate at a

great level. Nevertheless, it should be noticed that in order for the Fay-Riddel correlations

to be calculated a Lewis number should be given. However, with the Ramshaw-Chang dif-

fusion model used the Lewis number does not remain constant throughout the simulations.

Regarding the radiative heat fluxes calculated, on the other hand, the correlations’ val-

ues and the flight data are extremely similar to the ones calculated in the simulations

performed with Eilmer3.
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Chapter 5

Simulations in 3D

This chapter thoroughly discusses the procedure someone has to follow to obtain results for

the 3D simulation cases, using two 3D solvers, CFD++ [27] and NSMB [42], from the

geometry and the mesh generation to running a simulation with each solver. Finally, the

main results of the 3D calculations are presented and the two solvers are compared to each

other, according to the results they produce and their ease of use.

5.1 General Procedure

The three-dimensional simulations were performed with the use of different software, in

order to create the geometry of the capsule and the flow domain, generate the mesh and

prepare and run the simulations.

Geometry configuration

The geometry of the capsule and the flow domain around was created with the use of

SolidWorks, a simple 3D CAD program. The geometry, after being created in Solidworks,

was exported in a Parasolid format, which is compatible with the mesh generation soft-

ware.

Mesh Generation

ICEM CFD is a mesh-generation software which provides advanced geometry acquisition,

mesh generation, and mesh optimization tools. The input required is just the geometry of

the model, which can be imported in a Parasolid format, as was done in the present work.

The generated mesh can be one of or a combination of different elements: tetrahedral,

hexahedral, prisms, pyramids, etc.

The generic working process involves the following:
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1. Open/Create a project.

2. Create/Manipulate the geometry.

3. Create the mesh.

4. Check/Edit the mesh.

5. Generate the input for the solver.

For the 3D simulation case of a space capsule in atmospheric entry ([12] [38]) , the im-

ported geometry is manipulated and topologically fixed, in order to obtain a geometry

separated in different parts, indicating the boundary surfaces of the domain. Afterward,

the blocking is formatted, utilizing the O-grid splitting tool of ICEM, and from the struc-

tured blocks the mesh is generated. Finally, the input files for each solver are extracted.

Solvers and Post-Processing

The simulations took place with the use of the flow solvers CFD++ and NSMB, in which

the simulation parameters, chemistry model, initial and boundary conditions and numer-

ical information were set.

Concerning the simulations performed, because of the computational power required, the

EPFL Bellatrix cluster was used, in order to minimize the computational time. Therefore,

out of the different jobs that were ran on the Bellatrix cluster, the Eilmer3 codes jobs

were split into 64 blocks and utilized 4 nodes of 16 processors each. On the other hand,

the CFD++ simulations were performed using one node with 16 processors.

5.1.1 Protocol

As part of the present project, two 3D test cases were performed; the first was the simu-

lation of the flow-field, considering only the front body of the Apollo Command Module,

so that the parameters and the steps of the simulation are better understood. This test

case focuses on the radiation and ablation in the shock and boundary layer respectively,

so that the results can be compared to the actual flight data of the Apollo CM.

The second case is set up, considering the whole body of the Apollo Command Module

(fore- and after-body), seeking to simulate the flow-field around the whole capsule and

possibly calculate some after-body radiation.

The protocol for both the simulation cases is the following: The first step is the creation

of the 3D geometry file of the capsule and the flow domain around it, with the use of

3D CAD software. The second step is the generation of the mesh suitable for the fluid

70



5. Simulations in 3D 5.2. Pre-processing

domain. Important aspects of the mesh generation are the refinement of the grid and

the distributions, according to the application. The third step is the actual numerical

simulation procedure and the solution acquirement. The final step is the post processing

of the solution files, and the visualization of the results.

Both the above mentioned cases are performed with the following flow models:

1. Perfect gas model- Inviscid flow

2. Real equilibrium gas model Inviscid flow

3. Real non-equilibrium gas model Laminar flow

5.2 Pre-processing

5.2.1 Geometry Configuration

The Apollo 4 geometry was a 57 deg sphere-segment of radius 4.69m with a sphere-cone

after-body as presented in Figure 1a and b. The coordinates of the nodes are given below

in figure 5.1. The lengths are given in meters.

Figure 5.1: The geometry profile of the Apollo Command Module
.

With the use of the 3D CAD Software SolidWorks, the geometry of the fore-body of the

Apollo Command Module and the flow domain around it is formed as illustrated in figure

5.2, whereas the whole body of Apollo 4 is illustrated in figure 5.3. It is noticeable that the

domain around the capsule is not symmetrical, so that the symmetry axis of the capsule

and the outer domain form an angle of 25.5 deg between them, indicating the angle of

71



5.2. Pre-processing 5. Simulations in 3D

attack during the capsules atmospheric entry. This also assists the evolution of the non-

symmetrical shock in front of the reentering body. The distance between the edge of the

domain and the wall boundary is 1 m.

(a) Side View

(b) Isometric View

Figure 5.2: The geometry of the Apollo 4 front-body and the flow domain around it

5.2.2 Mesh Generation

The following section describes in detail the entire procedure to generate the mesh required

for the front-body and the whole-body 3D simulations of the Apollo 4 capsule.

5.2.2.1 Fore-Body

The mesh generation of the fore-body case of Apollo 4 is completed in the following steps.

An explanatory picture compliments each step for better understanding:

1. Once the geometry is exported from the 3D CAD program in parasolid format,

the geometry is imported in the Mesh Generation Software, ICEM CFD, and the

different parts are distinguished, so that the geometry is split in 4 different parts, each

containing one boundary surface. Moreover, two bodies are created, one indicating

the Fluid and one indicating the Solid domain. This configuration is illustrated in

figure 5.4.At that stage, the topology tolerance should be changed from the default

of 0.005 to at least 0.000001, if the sizes are set to be measured in meters, as in this

72



5. Simulations in 3D 5.2. Pre-processing

(a) Side View (b) Isometric View

Figure 5.3: The geometry of the Apollo 4 entire body and the flow domain around it

project. This assists the the topology rebuilt of the geometry and the association

accuracy of the blocking with the geometry.

(a) Side View
(b) Isometric View

Figure 5.4: The geometry of the Apollo 4 flow domain and the individual parts as divided
in according to the boundary surfaces
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2. The initial block is generated and is split in the y direction one time, while the

associated vertices are being snapped on to the domains boundary surfaces. Notice

that the vertices in the hollow Apollo 4 body should be disassociated from any

surface, so that they are not falsely projected on the Apollo 4 front wall.

3. Making several consecutive O-grid splits by selecting as starting surfaces for the

O-grid the surfaces on the wall boundary, the solid body of the Apollo Command

Module is gradually formed.

4. After that, the blocks inside the Apollo body are grouped together and added to

the Solid part. Once this is done a final O-grid split is done around the blocks of

the solid part at an absolute distance of 60 cm. This final O-grid is formed in order

the user to be able to refine the mesh around the solid wall in the boundary layer

and to capture the shock wave. The final blocking topology is illustrated in figure

5.5. After creating the final blocking the Solid Part, containing the negative volumes

inside the capsule body should be de-activated from the parts scroll-down menu.

(a) Blocking containing only the fluid part

(b) Side view

Figure 5.5: The blocking of the Apollo 4 fluid domain

5. Afterwards, the actual mesh generation begins, as the max size, height and height

ratio are set universally for the different parts of the project.
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6. The final step of the procedure is the refinement and the change of the distributions

along certain edges of the blocks in the shock- and boundary layer regions, in order

to capture the extreme gradients of the conservative variables of the flow. , Typical

values of the cell sizes near the wall boundary are below 0.01 mm,especially if viscous

flow models are used. Notice that, in order the quality of the mesh to be good, the

topology tolerances should be smaller than the size of the smallest cell (and that

should be changed every time in the ICEM Settings Menu). The mesh generated for

the fore-body case is depicted in figure 5.6. The final mesh for this case consists of

≈ 3.5 million cells.

(a) Overview of the mesh

(b) Detail of the refine-
ment in the shock layer region

Figure 5.6: The mesh generation of the Apollo 4 fluid domain

7. The above mentioned procedure is an iterative process, as every time a change is

made, it should be checked if the blocking and the mesh qualify for some quality

criteria. For the fore-body case the quality control with the Determinant 3x3x3

criterion proved that the blocking was excellent, as it is noticed in table 5.1 and in

5.7. As can be seen from the quality control panel, all the cells have a determinant

3x3 more than 0.924. Moreover, the vertices should be located in a way that the

mesh is orthogonal to the boundaries and not skewed.
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Figure 5.7: The 3x3x3 determinant quality check results for the above blocking
.

Determinant margin Percentage of cells Number of cells

0→ 0.9 0.0% 0
0.9→ 0.95 5.728% 174305
0.95→ 1.0 94.272% 2868595

Table 5.1: The results for the quality check concerning the 3x3x3 determinant

It should be noticed that the mesh generated for import in CFD++ ought to be different

from the one imported in NSMB. The NSMB solver can deal better with larger aspect

ratios and the cells on the wall surface do not need to be extremely small and square-

shaped. Moreover, the solver itself doesn’t deal well enough with refinements on directions

other than the the one parallel to the stagnation streamline. This leads to a good-quality

mesh (determinant quality criterion values above 0.9) with a number of cells equal to 1.6

millions, as the one illustrated in figure 5.8.

On the other hand, the mesh imported in NSMB should not only be of a good quality,

according to the determinant criterion, but also according to aspect ratios. The solver

is also very sensitive to refinement, which should be gradually configured in the whole

domain. Because of the sophisticated heat-flux calculation techniques implemented in

CFD++, the mesh on the surface of the capsule should also be of a very good quality and

the cell sizes small enough (normally less than 5 mm). This results to a mesh with more

than double the number of cells of the mesh prepared for NSMB, as the one illustrated in

figure 5.9 for the Apollo front-body. Moreover, it is important to examine the simulation

solution independence of the mesh. For the front body simulation case, it is evident from

figure 5.10 that the residuals for a mesh of 3.6 million cells are not reducing more than

2 orders of magnitude and the solution does not converge, whereas the same case with a

mesh of 7.5 million cells converges not only faster, but the global residuals of the simulation

reduce 4 orders of magnitude for the same simulation time.
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(a)

(b)

Figure 5.8: The mesh of the front-body as used for the NSMB solver

(a)

(b)

Figure 5.9: The mesh of the front-body as used for the CFD++ solver
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(a) Mesh of 7.1 mil. cells

(b) Mesh of 3.6 mil. cells

(c) Residuals for simulation with the mesh of 7.1 mil. cells

(d) Residuals for simulation with the mesh of 3.6 mil. cells

Figure 5.10: Investigation of convergence independence of mesh

5.2.2.2 Whole Body

The mesh generation of the entire body case of Apollo 4 is completed in the following

steps. An explanatory picture compliments each step for better understanding:

1. As already mentioned in the previous section, the geometry is split in 4 different
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parts, each containing one boundary surface, while the Fluid and Solid parts are

created. This configuration is illustrated in figure 5.11.

Figure 5.11: The geometry of the Apollo 4 flow domain as configured in ICEM

2. The initial block is generated and is split in the y direction one time, while the

associated vertices are being snapped on to the domains boundary surfaces (see

figure 5.12).

Figure 5.12: First split of blocking

3. Several consecutive O-grid splits with starting surfaces for the O-grid the surfaces

on the wall boundary of the front body lead to the configuration shown in figure

5.13. An O-grid split is done for the volumes in the front part of the Apollo Body,

just as presented in the previous section.
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(a)

(b) Detail of the mesh around the body

Figure 5.13: O-grid splits of the blocking

4. The blocks created by the last O-grid split in the back body are unnecessary and

should be deleted. This step is shown in figure 5.14. The two figures present the

same part of the domain before and after the deletion of the 4 unnecessary blocks.

To be exact, these blocks interfere with the mesh strategy required, as the back flow

of the body should not be meshed with an O-grid.
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(a)

(b)

Figure 5.14: Deletion of unnecessary blocks

5. Afterwards, new blocks are created by extraction of the remaining surfaces. Atten-

tion should be payed in the direction of the extracted new blocks. The user has to

have in mind that the new blocks should be created first from the surfaces that are

neighboring with existent positive surfaces. Keeping this in mind, the first volumes

created are the volumes in the back body of the solid part, the capsule itself. This

step is shown in figure 5.15.
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Figure 5.15: Creation of new hexa blocks for the back-flow part of the domain from
existing surfaces

6. The final image of the blocking is illustrated in figure 5.16. The blocking of this case

consists of 50 mapped blocks.
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(a) Overview

(b) Side view

(c) Top view

Figure 5.16: Final view of the blocking

7. After the set up and the refinement of the mesh the final view of the domain is the

one illustrated in figure 5.17. The mesh consists of ≈ 20 mil. cells. For the whole-

body case the quality control with the Determinant 3x3x3 criterion proved that the

blocking was excellent, as it is noticed in table 5.2 and in 5.18. As can be seen from

the quality control panel, all the cells have a determinant 3x3 more than 0.903.

83



5.2. Pre-processing 5. Simulations in 3D

(a)
(b)

(c)

Figure 5.17: The mesh of the whole-body case

Figure 5.18: The 3x3x3 determinant quality check results for the blocking for the whole-
body case

Determinant margin Percentage of cells Number of cells

0→ 0.9 0.0% 0
0.9→ 0.95 4.301% 864405
0.95→ 1.0 95.699% 19232057

Table 5.2: The results for the quality check concerning the 3x3x3 determinant
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Mesh Output Format

The structured mesh generated with ICEM CFD is exported as an unstructured mesh

for the CFD++ solver and the input files for CFD++ are created with the use of the

output file tool. On the other hand, the required mesh type for NSMB is a Multi-block

mesh, which is created from the existent blocks in ICEM. The boundary conditions for

NSMB are also defined in ICEM with the use of the Boundary Condition output tool of

ICEM, using the Generic output format, and indicating each boundary condition with

a specific integer, as indicated in the NSMB User Guide [42] . For the simulation cases

of this work, the following boundary conditions have been selected: Inflow → 130 (Free-

stream conditions), Outflow → 134 (Far field using Riemann invariants), Symmetry →
410 (General symmetry plane) and Apollo 4 wall → 300 (Solid Wall).

5.3 Fore-Body Simulations

The following section presents the results of the simulations concerning the front body of

Apollo 4 with both the solvers used.

In the beginning the results of the CFD++ simulations for the front-body case: For a

viscous flow model, five chemistry models are implemented and compared; a perfect gas

model (total of 5 equations, equal to the 5 basic equations), a real-gas 5-species equilib-

rium model (a total of 9 equations= 5 basic and 4 species equations) and non-equilibrium

model (a total of 10 equations= 5 basic, 4 species and 1 extra energy equation due to

non-equilibrium) and a real-gas 11-species equilibrium (a total of 15 equations) and non-

equilibrium model (total of 16 equations). The CFD++ cases are run with a radiative heat

transfer wall boundary condition and a super-catalytic wall condition. In the second part

of this section the results from the NSMB simulation cases are presented. The chemical

model implemented fore this cases is a real gas 5-species model, whereas comparison is

made between three gas state models; equilibrium, chemical non-equilibrium and thermal

non-equilibrium.

The last part of this section compares the two solvers in means of accuracy of the solution

and simulation time required for the 5-species thermal and chemical equilibrium model.

The following simulations are performed with the assumption of viscous flow, considering

the flow to be laminar if viscous. This is accurate in Hypersonic flow-fields, as the Mach

number is extremely high and the density extremely low due to the high altitudes.

The simulations are performed for the second of the three trajectory points of those given

in table 2.1. This trajectory point was chosen, as it is the peak radiating point of the tra-
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jectory and thus, the different thermo-chemical models are expected to make a difference

in the results. The simulation parameters are summarized below:

Density [kg/m3] Mach Velocity [km/s] Temperature [K] Pressure [Pa]

3.41 · 10−4 32.4 10.252 249.16 24.39

5.3.1 CFD++ Simulations

In the following section, the results for the CFD++ simulations are presented for 5

different thermo-chemical models: perfect gas, 5-species real gas equilibrium and non-

equilibrium, 11-species real gas equilibrium and non-equilibrium.

The entire set of simulation results as contours are thoroughly presented in the Appendix.

In this section the results are presented mainly extracted for the stagnation stream-line

and the wall surface with the ”xyz Extraction tool” from the CFD++ Meta-Visualizer.

5.3.1.1 Viscous Flow- Perfect gas model

For this simulation the wall boundary is considered to be a viscous (no-slip) adiabatic

wall. This means that the temperature is not expected to reduce on the wall boundary.

As can be seen in figure 5.19, the presented simulation is considered converged at 1000

iterations, as the residuals drop to the order 10−4.

Figure 5.19: Convergence criteria for perfect gas model

The pressure and temperature contours in the flow-field are displayed in figure 5.20. It is

obvious that the specific model is not a representative of the thermochemical phenomena

occurring in the shock layer, as the temperature of the wall surface is greater than the

temperature in the shock layer,while the maximum temperature value, 57854 K, which is

a completely exaggerating value.

The zero velocity (figure 5.21) on the wall validates the no-slip boundary condition imposed

on the wall. From the Mach number sub-figure, it is obvious that the mesh was not entirely

suitable for this flow model. It is also worth-mentioning that the flow-field proves to be
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non-symmetrical around the capsule face, due to the induced angle of attach. The shock-

standoff distance for this case is 0.5 m. Finally, the Y+ maximum value for this case is

0.18, which is considered perfectly adequate.

(a) Pressure field (b) Temperature field

Figure 5.20: Pressure and temperature field for perfect gas model

(a) Velocity magnitude field
(b) Mach number field- The grid’s

unsuitability to the flow model

Figure 5.21: Mach number and velocity field for perfect gas model
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5.3.1.2 Real 5-species equilibrium gas model

For this simulation the chemical model used consists of 5 species: N2, O2, NO,NandO.

The specific model is, therefore, not taking into consideration any ionization processes

in the flow-field. The wall boundary is considered to be a super-catalytic, radiative heat

transfer wall with the emissivity set to 0.85.

This simulation was considered converged after 630 iterations, as the residuals dropped to

the order of 10−4. Moreover, the quality and suitability of the mesh is validated by the

smoothness of the convergence history for this case (figure 5.22).

Figure 5.22: Convergence criteria for 5-species real gas model in equilibrium

For this case, the flow-field parameters are presented mainly along the stagnation line and

the wall surface. Figure (5.23) shows the pressure and velocity profile along the stagnation

line. It is observed that the shock stand-off distance is less than half of the one for the

perfect gas case; its exact value is 0.15 m. This is correct and expected, as the existence of

species in the shock layer increase the density of the shock layer, thus its size is reduced.

From the Mach number contour detail (5.24), it is obvious that the grid is capturing better

the shock in this case than the perfect gas one.
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Figure 5.23: Pressure and velocity contour levels for real 5-species gas model in equilib-
rium

Figure 5.24: Mach number contours and check of the grid’s suitability for this case

The temperature profile is presented in figure 5.25. It is clearly more accurate than the one

calculated for the perfect gas case, as the maximum temperature value is 19289 K and on

the edge of the shock layer. Due to the radiative and catalytic wall, the wall temperature

stays low enough, less than 2500 K, a lot lower than the temperature of the shock layer.

Figure 5.26 shows the 5 species mass-fractions along the stagnation line. The solution is

correct, as the N2 and O2 species are consumed and the rest species are produced due

to the reactions in the shock layer. Finally, the maximum Y+ value for this case is 1.18,

which is still adequate.
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(a) Temperature field
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(b) Temperature along stagnation line

Figure 5.25: Temperature field; 5 species equilibrium gas model
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Figure 5.26: Species mass fractions; 5 species equilibrium model

5.3.1.3 Real 5-species non-equilibrium gas model

The same parameters as the previous case are set for this simulation. The gas state is now,

however, considered to be non-equilibrium, and a non-equilibrium two-temperature model

is implemented. The vibrational temperature is calculated along with the translational-

rotational one.

This simulation was converged after 1000 iterations, as the residuals dropped to the order

of 10−4 (figure 5.27).
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Figure 5.27: Convergence criteria for 5-species real gas model in non-equilibrium

From the pressure and velocity profiles along the stagnation line (5.28), the shock stand-

off distance is observed to be 0.16 m, close to the equilibrium case. This is correct and

expected, as no more species were included in the simulation.
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Figure 5.28: Pressure and velocity profile along stagnation line; real 5-species gas model
in non-equilibrium

The temperature profiles can be seen in figure 5.29. The maximum value of the tem-

perature is 22920 K, larger than the one of the equilibrium case. Due to the radiative

and catalytic wall, the wall temperature stays low enough for this case as well. Correctly

enough, the maximum value of the translational-rotational temperature is higher than the

vibrational temperature maximum value, whereas they have very similar values in the rest

shock layer.
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(a) Temperature field
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(b) Temperatures along stagnation line

Figure 5.29: Temperature field; 5 species non-equilibrium gas model

The profiles of the 5 species mass fractions in the shock layer are presented in figure 5.30.

The maximum Y+ value for this case is 1.22, which means that the mesh should be a bit

more refined on the wall. Finally, 5.31 shows the domain decomposition of the simulation

domain and the CPU required for each section of the domain.
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Figure 5.30: Species mass fractions; 5 species non-equilibrium model
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Figure 5.31: CPU Number required for the decomposed blocks of the domain

5.3.1.4 Real 11-species equilibrium gas model

This simulation was converged after 1000 iterations, as the residuals dropped to the order

of 10−4. The shock-standoff distance for this case is 0.13 m (see figure 5.32), smaller than

the 5-species model case and the maximum temperature is 19289 K, smaller than the one

for the 5 species equilibrium case, as the density of the shock layer is increased due to the

existence of the more species. Figure 5.33 illustrates the velocity field in the shock layer,

validating once again the quality of the results, as both the free-stream and the no-slip

wall conditions are satisfied. Figure 5.34 illustrates the species mass fractions along the

stagnation line for this case. Finally, the maximum value of Y+ is 1.18, as the 5 species

equilibrium model.
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(a) Pressure and velocity
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Figure 5.32: Pressure and temperature field, 11-species equilibrium gas model
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Figure 5.33: Velocity field; 11-species equilibrium gas model
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Figure 5.34: Species mass fractions; 11 species equilibrium model
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5.3.1.5 Real 11-species non-equilibrium gas model

This simulation was converged after 1500 iterations, as the residuals dropped to the order of

10−4(see figure 5.35. The shock-standoff distance for this case is 0.16 m, again larger than

the corresponding equilibrium case, and the maximum temperature is 21976 K (see figure

5.36). The vibrational temperature is calculated to be smaller than the one calculated with

the 5-species non-equilibrium model and is still smaller than the translational temperature.

The rest of the figures present no important difference from the previous cases and therefore

are overlooked in this section. The 11-species mass fraction profiles are presented in figure

5.37 and successfully depict the reactions taking place in the shock layer.For this model,

the ionization reactions are taken into consideration as well. The maximum value of Y+

is 1.21.

Figure 5.35: Convergence criteria for 11-species real non-equilibrium gas model
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Figure 5.36: Translational and Vibrational temperature profiles along stagnation line,
11-species non-equilibrium gas model
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Figure 5.37: Species mass fractions; 11 species non-equilibrium model

Finally, for this case, a radiation calculation was performed in order to compare the spectra

between the 2D and 3D simulations for the visocus case of a real 11-species gas model. The

spectra was calculated only for the equilibrium region in the shock layer of the case and

is depicted in figure 5.38. In comparison with figure 4.8, the VUV regime is the primary

source of radiation for this case, whereas the peaks around the wavelength of 800 nm are

considered irrelevant.
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Figure 5.38: Spectral intensity, 11 species non-equilibrium gas model

5.3.1.6 Overview of CFD++ simulations results

The main results obtained by the CFD++ simulations are summarized, in table 5.3. The

iterations presented are the ones required for each case to converge; the residuals to fall
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to the order of 10−4. d is the shock standoff distance for each case, Tmax is the maximum

temperature and Q̇max is the maximum value of convective heat flux for each case.

Simulation case Iterations d [m] Tmax[K] Y+ Q̇max(W/m2)

Perfect gas 1000 0.5 57854 0.18
Real 5-species equilibrium 630 0.15 21084 1.19 4.63 · 106

Real 5-species non-equilibrium 1000 0.16 22920 1.22 4.57 · 106

Real 11-species equilibrium 1300 0.13 19289 1.18 4.68 · 106

Real 11-species non-equilibrium 1500 0.16 19289 1.18 4.64 · 106

Table 5.3: Summary of the basic results from the CFD++ simulations

Figure 5.39 compares the temperature profiles along the stagnation line for each gas model.

It is worth noticing that the shock standoff distance of the non-equilibrium gas models is

the same. Figure 5.40 compares the heat-fluxes profiles along the boundary wall surface of

the capsule for the 4 investigated gas models. It is obvious that as the number of species

increases, the heat flux values on the surface decrease. The non-equilibrium cases calculate

the same heat flux profile on the surface.
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Figure 5.39: Temperature profile along stagnation line for different gas models
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Figure 5.40: Heat flux profile along wall surface for different gas models

Finally, for the non-equilibrium 11-species gas model case, the convective heat flux on the

surface has been calculated and is illustrated in figure 5.41. From a comparison between

the 3D results obtained with CFD++ with the 2D results obtained with Eilmer3 for the

viscous without ablation cases (only the 11 atmospheric species), using the Ramshaw-

Chang diffusion model, the maximum value of the convective heat flux is similar between

the two cases for the peak heating point is calculated as shown in table 5.4:

2D Eilmer3 3D CFD++
Peak convective heating value (W/m2) 4.0577 · 106 4.6434 · 106

Table 5.4: Peak convective heating values calculated for 2D and 3D calculations on the
stagnation point

Figure 5.41: Heat flux on the wall, 11-species model
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5.3.2 NSMB Simulations

The following section presents the main results obtained for a real 5-species gas model, in

equilibrium, non-equilibrium and thermal-non-equilibrium gas state. The radiation field is

also calculated with the use of the NSMB output file. The simulation results are compared

to each other.

The inflow parameters used for each simulation case are presented in the following table:

Density [kg/m3] Mach Velocity [km/s] Temperature [K] Pressure [Pa]

3.41 · 10−4 30 10.252 249.16 24.39

The solution strategy that was applied for these calculations is the following: At first,

calculations with smaller Mach number (=25) and no angle of attack were performed

and converged. Then, these solutions were used to perform the calculations with the

actual inflow parameters. It was a way to gradually ramp up the difficulty and, therefore,

accelerate the convergence of the cases. In the input file, the wall temperature was set to

2500 K, which is the wall temperature that corresponds to the flight data for the second

trajectory point and the emissivity of the wall was set to 0.8.

5.3.2.1 Equilibrium gas model

The main results for the real equilibrium gas case are presented in this section for the

converged solution after 3000 iterations. Figure 5.42 presents the pressure and temperature

fields. The maximum temperature values for this case are: Tmax,shock = 8.0 · 103 and

Tmax,wall = 3.76 · 103.

(a) Pressure field (Pa) (b) Temperature field (K)

Figure 5.42: Pressure and temperature field, 5-species equilibrium gas model

The velocity field applied to the flow domain is presented in figure 5.43. The first obser-
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vation of the velocity field is the value of the shock standoff distance, D = 0.22 m, which

is similar to the one calculated with the use of CFD++. From the u velocity graph, it

is evident that the velocity on the wall tends to zero, thus, the no-slip wall condition is

satisfied.

(a) Velocity u (m/s2)

(b) Velocity v (m/s2)

Figure 5.43: Velocity field, 5-species gas model in equilibrium

The 5-species mass fractions are presented in figure 5.44 and successfully summarize the

processes of dissociation and exchange reactions in the shock layer.
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(a) N2 field (b) O2 field

(c) N field (d) O field

(e) NO field

Figure 5.44: Species distributions, 5-species equilibrium gas model case

5.3.2.2 Chemical non-equilibrium gas model

The converged results after 3500 iterations for the real non-equilibrium gas case are pre-

sented in this section. Figure 5.45 presents the pressure and density field. The convergence

of this solution is evident from the pressure and density streamlines along the surface of

Apollo 4. The velocity and Mach number field applied to the flow domain are presented

in figure 5.47and figure 5.46 respectively. The shock standoff distance for this case is D
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= 0.25 m. Exactly as the previous case, the velocity on the wall tends to zero, thus, the

no-slip wall condition is satisfied.

(a) Pressure on the surface (Pa) (b) Pressure field (Pa)

(c) Density field (Pa)

Figure 5.45: Pressure and density field, 5-species non-equilibrium gas model

Figure 5.46: Mach Number field, 5-species non-equilibrium gas model
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(a) Velocity u (m/s2) (b) Velocity v (m/s2)

Figure 5.47: Velocity field, 5-species non-equilibrium gas model

The temperature field is applied in figure 5.48. The value of the temperature on the wall

boundary is again smaller than the temperature in the shock layer: Tmax,shock = 1.64 · 104

and Tmax,wall = 2.89 · 103, as indicated by the wall boundary condition of temperature.

Figure 5.48: Temperature field, 5-species non-equilibrium gas model

The 5-species mass fractions are presented in figure 5.49 and successfully summarize the

processes of dissociation and exchange reactions in the shock layer.
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(a) N2 field (b) O2 field

(c) N field (d) O field

(e) NO field

Figure 5.49: Species distributions, 5-species non-equilibrium gas model case

104



5. Simulations in 3D 5.3. Fore-Body Simulations

5.3.2.3 Thermal and chemical non-equilibrium gas model

Regarding the thermal-non equilibrium case, the presented results are the ones achieved

after 4000 iterations, with the energy equation’s residuals to drop to the order of 10−3.

From the pressure field for the case, it is obvious that the pressure values are almost

identical to the ones of the previous case (see figure 5.50. From the density streamlines on

the surface of the capsule in the same figure it is evident that the quality of the results is

not sufficient.

(a) Pressure field (Pa) (b) Density field (Pa)

Figure 5.50: Pressure and density field, 5-species thermal non-equilibrium gas model

In reality, the only result that differentiates this case from the chemical non-equilibrium

case of the previous section is the change of the temperature values, when inserting the

conservation equation of the vibrational energy. More specifically (see 5.51), the maximum

value of the temperature of the field ascends to Tshock,max = 2.46 · 104 and the vibrational

temperature in the shock layer reaches the value of Tvib,max = 4.02 · 104. The calculated

value of the vibrational temperature is considered to be totally exaggerating. This will be

investigated in the following section.

(a) Static temperature (K) (b) Vibrational temperature (K)

Figure 5.51: Temperature field, 5-species gas model in thermal and chemical non-
equilibrium
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5.3.2.4 Overview of the NSMB simulations

In this section the main results obtained by the NSMB simulations are summarized, in

table 5.5. It is noticed that all the cases made use of the 5-species gas model by Park

(ref.Park). The five species implemented are : N2, O2, NO, N , O.

Simulation case Iterations
Standoff
[m]

Tmax [K]

Equilibrium 2000 0.2 8000
Chemical non-equilibrium 3500 0.19 16400
Thermal, Chemical non-equilibrium 3500 0.18 24600

Table 5.5: Summary of the basic results from the NSMB simulations for the front body

From the presented results, it is observed that the values of the temperature in the flow-

field change in an exaggerating way, depending on the thermo-chemical state of the flow,

which should not be happening. Therefore, this is commented out as an issue of the code

itself to be addressed.

5.3.3 Comparison of the two solvers

The following section compares the two solvers used for the 3D simulations for one case

of the front body of Apollo 4. The selected case is the one set for two cases: the real

gas 5-species euilibrium and chemical-thermal non-equilibrium models. The solvers are

compared according to their sensitivity to grid quality, computational time and accuracy

of results.

The comparative results of the two codes are summarized in table 5.6

CFD++ NSMB

Equilibrium model
Order of convergence achieved 10−4 10−2

Iterations to convergence 630 2000
Computational time (s) 5229 4950
Max. pressure value (Pa) 3.4047 · 104 3.4 · 104

Max temperature value (K) 2.1084 · 104 8.0 · 103

Number of grid-cells 7 · 106 2 · 106

Non-Equilibrium model
Order of convergence achieved 10−4 10−2

Iterations to convergence 1000 2500
Computational time (s) 11625 8222
Max. pressure value (Pa) 3.3932 · 104 3.38 · 104

Max temperature value (K) 2.292 · 104 2.46 · 104

Number of grid-cells 7 · 106 2 · 106

Table 5.6: Comparison criteria of the two solvers for the 5-species equilibrium and
chemical and thermal non-equilibrium models, Apollo 4 front body case

From the above comparative results, it is obvious that both the solvers presented similar
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results for the thermal- chemical non-equilibrium case, which validates the qualitative re-

sults of the two solvers.

General Comments on the two solvers

NSMB

Regarding the NSMB solver, the code presented an incapability to successfully handle

cases with the high flow transients, such as the cases with Mach-numbers greater or equal

to 30. More specifically, with the same mesh (number of cells = 2 · 106), the 5-species

equilibrium case was run for a Mach number equal to 25, as well as for a Mach number

equal to 30. In both cases, an angle of attack was introduced to the flow. The residual

graphs for both the cases are presented in figure 5.52. With reference to the residuals

graph and figure 5.53, the better convergence and quality of the results of the case with

M=25 is undeniable. It is worth mentioning that the same case of M=30 was ran with a

finer mesh (number of cells = 7 ·106) as well, but the quality of the results was not better.

Figure 5.52: Comparison of the residuals graphs for two NSMB cases with different
Mach numbers

.
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(a) Mach = 25 (b) Mach = 30

Figure 5.53: Pressure field, 5-species gas model in equilibrium for different Mach-number
cases

CFD++

Regarding the CFD++ solver, the code itself seems to need a really refined mesh, espe-

cially close to and on the surface. Its highly advanced heat-transfer calculator requires

the values of the cell-Reynolds number to be kept low enough for cases with Radiative

Heat transfer wall Boundary Conditions and high Mach numbers. Indicatively, the cell

Reynolds number should be kept close to unit. This leads to big-in-size and very refined

meshes for such cases.

Finally, the non-equilibrium cases in CFD++ are a lot more sensitive than the equilibrium

ones. This sometimes leads to the solver not being able to cope with such cases so well

when they are run in steady state mode. The user should be ready to set such cases up

as quasi-steady-state cases, selecting the transient time intergation mode, but applying

a larger time step than would normally be used in a transient simulation. For instance,

the 11-species non-equilibrium case was run both as a steady-state and as a quasi-steady-

state simulation case. The residuals of both simulations are presented in figure 5.54. It is

obvious that the quasi-steady-state case led to smoother results, which were finally used.
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(a) Steady-state time integration scheme

(b) Transient time integration scheme

Figure 5.54: Residuals for two time integration modes for the non-equilibrium cases in
CFD++

5.4 Whole Body Simulations

The simulations for the Whole body of the Apollo Command Module were performed only

with the use of the NSMB solver, because of the computational expense of the CFD++

solver. The following sections present the main results for the equilibrium, chemical non-

equilibrium and thermal-chemical non-equilibrium cases for a real 5-species gas model.

5.4.1 Equilibrium gas model

The converged results after 3000 iterations for the real non-equilibrium gas case are pre-

sented in this section. The energy residuals for this number of iterations dropped to the

order of 10−2. Figure 5.55 presents the pressure and density field. In the same figure,

the streamlines of the case are depicted. The velocity and Mach number field applied to

the flow domain are presented in figure 5.56. It is obvious from the velocity field that the

no-slip condition is satisfied.
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(a) Pressure field (Pa) (b) Density field (Pa)

(c) Flow-field streamlines (d) Mach Number

Figure 5.55: Pressure, density and Mach-number field, real equilibrium gas model

(a) Velocity u (m/s2) in the field,
Temperature in the body surface

(b) Velocity v (m/s2)

Figure 5.56: Velocity field, real equilibrium gas model
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The temperature field is applied in figure 5.57. The value of the temperature on the wall

boundary and in the shock layer: Tmax,shock = 8.0 · 103 and Tmax,wall = 3.67 · 103 match

the values calculated for the front body equilibrium case.

(a) Temperature field (b) Temperature isolines

Figure 5.57: Temperature field, 5-species equilibrium gas model

The 5-species mass fractions are presented in figure 5.58 and successfully summarize the

processes of dissociation and exchange reactions in the shock layer and in the back flow of

the Apollo 4 body. Specifically, as the temperature is still high enough, exchange reactions

are mostly important in this part of the flow, as the inflow O2 has been consumed due to

the front-body shock layer dissociation reactions. N2, on the other hand is reformed in

the back-flow, due to back rate reactions.
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(a) N2 field (b) O2 field

(c) N field (d) O field

(e) NO field

Figure 5.58: Species distributions, 5-species equilibrium gas model case
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5.4.2 Thermal Non-Equilibrium gas model

The converged results after 3500 iterations for the real non-equilibrium gas case are pre-

sented in this section. The energy residuals for this number of iterations dropped to the

order of 10−1. Figure 5.59 presents the pressure, density and mach number field.

(a) Pressure field (Pa) (b) Pressure isolines (Pa)

(c) Density field (Pa)

(d) Mach Number

Figure 5.59: Pressure, density and Mach-number field, real equilibrium gas model

The maximum value of the temperature Tmax,shock = 2.73 ·104 does not entirely match the

one calculated for the front-body case. The maximum value of the vibrational temperature

is calculated equal to Tmax,vib = 3.51 · 104, which is extremely large and not considered

correct.
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Chapter 6

Conclusions and

Recommendations

This chapters discusses the main results of the present work and concludes to recommen-

dations for future work related to the present one.

6.1 Conclusions

This work was a part of the ARC (Ablation-Radiation Coupling) project, aiming to nu-

merical simulate the ablation-flow-field and radiation-flow-field coupling for certain points

of the Apollo Command Module reentry trajectory. The thesis is divided into two parts.

The first part contains the two-dimensional simulation analysis for the front body of the

Apollo Command Module. These simulation cases were run with the use of an equivalent

sphere radius, implementing the Eilmer3 Compressible Flow solver, a code developed by

the University of Queensland, Australia. Simulations for the viscous cases, with and with-

out ablation effects, were performed with the use of two different diffusion models, the

Constant-Lewis-Number and the binary Ramshaw-Chang model. Furthermore, the radia-

tion field was calculated with the viscous and the ablative cases as initial solutions, using

two different Radiation transport models, the tangent slab and the ray-tracing Monte-

Carlo method. The main results obtained from this set of simulations are summarized

below:

� Comparisons were made between the different simulation cases, including inviscid,

viscous ablation and non-ablation cases, implementing two different diffusion mod-

els for one trajectory point. The discussed results proved that the Ramshaw-Chang

model was more suitable for the diffusion calculations than the Constant-Lewis num-

ber and that the Monte Carlo ray-tracing method was a lot unstable compared to

the tangent slab radiation transport model.
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� Comparisons were made between the three trajectory points, resulting in the fact

that the second trajectory point is the peak radiative heating point, whereas the

third point is the peak convective heating point. The results were finally compared

to certain correlations and flight data, proving good agreement with them. This was

a way of validating the code’s accuracy and results’ quality.

The second part of the thesis contains the three-dimensional simulation analysis for the

fore-body of Apollo 4 using two different solvers and for the whole body of Apollo 4 using

the one of the two. The simulations were performed in order to compare the different gas

models implemented, from a perfect gas to a real gas of 5 and 11 species in equilibrium or

non-equilibrium. Furthermore, the two solvers were compared by means of the speed of

the calculations and the quality of the results. The main results obtained are summarized

below:

� The CFD++ solver was used to compare different gas models. The simulation

cases performed include the cases of the following gas models: perfect gas, real gas

5-species, equilibrium and non-equilibrium, real gas 11-species, equilibrium and non-

equilibrium. For all the cases the flow was considered viscous. The comparison of

the results of the mentioned cases showed the good agreement of the cases with the

2D simulation results, both for flow-field parameters and heat-fluxes. Moreover, the

spectral intensity was calculated in the equilibrium region of the shock layer in front

of the Apollo4 capsule. The comparison with the spectra obtained from the 2D

calculation proves the good agreement between the 2D and 3D cases.

� The NSMB solver was used to simulate the equilibrium, chemical non-equilibrium

and chemical and thermal non-equilibrium cases for the 5 species real gas model. The

comparison of the results of the two solvers proved the simulations performed with

NSMB to be accurate and faster than the ones performed with CFD++. Therefore,

the whole body simulations were performed with the NSMB solver.

� The results from the whole body simulations present a wider image of the flow-

and the thermal field around the entire capsule body. It is worth mentioning that

the values of all the parameters calculated on the front-body surface were in full

agreement with the front-body cases.

6.2 Recommendations

The present work studied the flow-field and the thermal field of the Apollo 4 vehicle during

the atmospheric reentry both in 2D and 3D. Recommendations for future work apply for

both the 2D and 3D cases.

Regarding the 2D simulations, applying the Eilmer3 solver, a fully-coupled investigation

of the flow-field and the ablation and radiation field is highly recommended, in order to
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investigate differences in the results because of the strong coupling and agreement with the

flight data. Moreover, it is crucial the entire set of calculations to be performed again, this

time using the actual geometry of the Apollo 4 capsule,thus simulating the domain not

as an axisymmetric one, in order the choice of the equivalent sphere radius to be evaluated.

On the other hand, the 3D simulations should be performed for the whole Apollo 4 body,

both in CFD++ and NSMB, implementing the 11 species model, in order for more ac-

curate results to be available. Moreover, using the wall bleeding condition provided in

CFD++, it is possible to introduce ablative species in the flow, investigating the effects of

ablation for the 3D simulation cases. Finally, the 3D simulation cases should be performed

for the rest trajectory points, so that the results can be compared to the flight data and

the 2D simulation cases.
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Appendix A

Contours 3D Simulations

In this Appendix the entire solution set of the 3D Simulations performed with CFD++ is

presented.

A.1 Perfect gas

(a) Pressure field (b) Temperature field

Figure A.1: Pressure and temperature field for perfect gas model

1



A. Contours 3D Simulations

(a) Velocity magnitude field
(b) Mach number field- The grid’s

unsuitability to the flow model

Figure A.2: Mach number and velocity field for perfect gas model

Figure A.3: Y+ for the perfect gas model case
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A. Contours 3D Simulations

A.2 5-species equilibrium

(a) Pressure field

(b) Temperature field

Figure A.4: Pressure and temperature field

(a) Velocity magnitude field
(b) Mach number field

(c) u Velocity field (d) v Velocity field

Figure A.5: Mach number and velocity field
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A. Contours 3D Simulations

(a) Y+ field
(b) Conductive heat flux field

Figure A.6: Surface parameters

4



A. Contours 3D Simulations

(a) N2 is consumed by disso-
ciation and exchange reactions (b) O2 is consumed by disso-

ciation and exchange reactions

(c) N is produced by
the shock-layer reactions

(d) O is increasing due to
the shock-layer reactions

(e) NO is produced and quickly
consumed by dissociation reactions

Figure A.7: Species distributions for the 5 species equilibrium case
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A. Contours 3D Simulations

A.3 5-species non-equilibrium

(a) Pressure field
(b) Temperature field

(c) Translational temperature
(d) Vibrational temperature

Figure A.8: Pressure and temperature field
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A. Contours 3D Simulations

(a) Velocity magnitude field

(b) Mach number field

Figure A.9: Mach number and velocity field

(a) Y+ field
(b) Conductive heat flux field

Figure A.10: Surface parameters
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A. Contours 3D Simulations

(a) N2 (b) O2

(c) N (d) O

(e) NO

Figure A.11: Species distributions for the 5 species non-equilibrium case
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A. Contours 3D Simulations

A.4 11-species equilibrium

(a) Pressure field (b) Temperature field

Figure A.12: Pressure and temperature field

(a) Velocity magnitude field (b) Mach number field

(c) u Velocity field (d) v Velocity field

Figure A.13: Mach number and velocity field
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A. Contours 3D Simulations

(a) Y+ field

(b) Conductive heat flux field

Figure A.14: Surface parameters
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A. Contours 3D Simulations

(a) N2 (b) O2 (c) N

(d) O (e) NO (f) N+
2

(g) O+
2 (h) N+ (i) O+

(j) NO+
(k) e−

Figure A.15: Species distributions for the 11 species equilibrium case
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A. Contours 3D Simulations

A.5 11-species non-equilibrium

(a) Pressure field
(b) Temperature field

(c) Translational temperature (d) Vibrational temperature

Figure A.16: Pressure and temperature field

12



A. Contours 3D Simulations

Figure A.17: Velocity field

(a) Cell Reynolds Number
(b) Conductive heat flux field

Figure A.18: Surface parameters
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A. Contours 3D Simulations

(a) N2 (b) O2 (c) N

(d) O (e) NO (f) N+
2

(g) O+
2 (h) N+ (i) O+

(j) NO+
(k) e−

Figure A.19: Species distributions for the 11 species non-equilibrium case
14
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